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Abstract

Satellite constellation design must balance many factors that emerge from multi-

ple sources, including environmental hazards and competing mission objectives. The

dynamic nature of space systems makes the problem of ‘optimal’ satellite constellation

design even more challenging. Restricting satellite constellation designs to predefined

geometric frameworks can alleviate many challenges associated with the design prob-

lem; however, it raises an important question: which geometric framework performs

best for each mission set? This research leverages simulations, metaheuristics, and

mathematical programming techniques to address this question for missions focusing

on Earth-observation of one or more regions.

First, this research captures the current state of satellite constellation design by

presenting a novel topology approach to characterize the relationship between con-

stellation geometry, mission sets, and design approaches commonly presented in the

literature. Second, it develops a customized metaheuristic using response surface

analysis for the selection of a circular repeating ground track orbit of a single satellite

focused on maximizing regional coverage of a defined region(s). Third, it proposes a

simple yet elegant procedure to transform non-repeating ground tracks into repeating

ground tracks via geometric adjustment minimization. Fourth, it develops a design

method for common repeating ground track constellations. Fifth, it develops a dy-

namic satellite network interdiction model to identify the worst-case degradation of

satellite constellation performance resulting from a fixed number of satellite failures.

Lastly, it compares two satellite constellation design frameworks according to their

mission performance, robustness, and access to energy. Overall, this research expands

the set of satellite constellation design methods and investigates the performance of

satellite constellation designs for specific mission sets.
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Design and Analysis of Asymmetric “String-of-Pearls” Common

Repeating-Ground-Track Satellite Constellations for Missions Requiring Regional

Coverage

I. Introduction

1.1 Motivation

Satellite constellation design must consider many factors, including the technologi-

cal capabilities of satellite spacecraft, environmental hazards, orbit selection, mission

objectives, deployment strategy, maintenance strategy, and budgetary constraints.

With so many design considerations, satellite constellation design often resorts to de-

signing satellite constellations with ‘good’ properties rather than for a specific regional

mission. Additionally, attempts at ‘optimal’ satellite constellation design usually dis-

regard many design factors of satellite constellations by focusing on just a few select

design criterion.

By focusing on only a few design criterion, methods to optimize satellite con-

stellations often restrict the designs to predefined geometric frameworks, such as the

Walker constellation [1]. Using predefined geometric frameworks for satellite con-

stellation design allows for the exploitation of its special structure, enabling limited-

parameter-optimized designs within the restricted framework. The use of predefined

geometric frameworks raises an important question: which geometric framework per-

forms best for a specified mission? So long as satellite constellation design processes

use predefined geometric frameworks, it will remain important to monitor the merits

and shortcomings of different design frameworks on emerging space missions and chal-

lenges. To overcome this limitation, this dissertation focuses on satellite constellation
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design using a larger, if not the entire, parameter space for regional Earth-observation

missions using the following questions.

1. What is an appropriate construct to better understand the satellite constellation

literature with a focus on design frameworks and methods?

2. What orbit allows for a single satellite to best provide Earth-observation cov-

erage to one or more distinct regions?

3. What is the best satellite constellation design for Earth-observation missions of

one or more distinct regions?

Answering the first question provides an understanding of the current state of

satellite constellation design in the literature. Such understanding highlights the

most promising satellite constellation design methods for Earth-observation missions.

Answering the second question provides direction into which orbits should be explored

for Earth-observation missions of one or more distinct regions. Although the second

question only considers a single satellite, its simplicity generates structure for more

involved multiple-satellite constellation design. Answering the third question con-

tributes to the process of mapping the best satellite constellations to specific mission

sets.

1.2 Dissertation Overview

This dissertation uses the following organization. Chapters II-V address the three

major research questions and Chapter VI provides concluding remarks and recom-

mends for future research.

Chapter II addresses the first research question by capturing and communicating

the current state of the satellite constellation design literature using a novel topology

framework. The topology framework characterizes the relationship between satellite
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constellation geometry, mission sets, and design approaches commonly presented in

the satellite constellation design literature. The geometry aspect of the topology con-

siders the shape of the orbits the satellites follow in the constellation, as well as the

environmental challenges posed to satellites following such orbits. Different orbital

geometries and environmental challenges influence the requirements of satellite space-

craft design, as well as operational planning for deploying, maintaining, and managing

the finalized satellite constellation. The mission sets aspect of the topology identi-

fies the mission of the satellite constellation, the objective metric used to quantify

the quality of a particular constellation design, and the requirements governing the

satellite constellation design. The consideration of alternative mission objectives and

design requirements in ‘optimal’ satellite constellation design can result in drastically

different finalized designs. Tailoring design approaches to specific mission objectives

and design requirements benefit the design of satellite constellations. The design

approach aspect of the topology identifies the methodologies used to design satel-

lite constellations. In order to manage the large number of articles that exist in the

satellite constellation design literature, a citation metric filters the articles to include

only the top 30% of surveyed articles in the chapter’s discussion. The citation metric

relates the number of times an article has been cited against the number of years it

has been available in the literature.

Chapter III addresses the second research question by examining the problem

of finding the optimal orbit of an individual satellite for Earth-observation missions

requiring regional coverage. This chapter considers circular repeating ground track

orbits. The objective of the satellite is to maximize the coverage it provides to speci-

fied regions of interest. Discretized representations of one or more countries obtained

through meshgrid sampling defines these regions of interest. The inherent complexi-

ties of this problem do not lend themselves to a mathematical programming approach,
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as the orbital design decisions do not inform closed-form analytical equations for the

objective function used to measure coverage. A simulation computes the coverage

provided by a satellite to the regions of interest using a conical field of regard that

remains normal to the surface of a spherical Earth. Preliminary exploration of the

design space using an appropriate granular mesh demonstrates that the surface of

the objective metric is non-convex, warranting the use of a metaheuristic. The cus-

tomized metaheuristic uses a methodical application of designed experiments and

response surface methods to guide the design of single satellite orbits to achieve im-

proved regional observation coverage using repeating ground tracks. The performance

of the metaheustic in terms of efficiency and solution quality is compared against the

performances of a genetic algorithm, simulated annealing, and particle swarm opti-

mization.

Chapter IV also addresses the second research question by examining the design of

repeating ground track orbits; however, it focuses on the design of repeating ground

track orbits from existing non-repeating ground track orbits. Repeating ground track

orbits are of interest to Earth-observation missions focusing on regions requiring per-

sistent and repetitive coverage. Non-repeating ground track orbits may result from

orbital design methods that do not require the orbits to have repeating ground tracks

or from existing orbits that become perturbed. This chapter first presents a metric

to compare the similarity between two ground tracks to identify the best repeating

ground track that most resembles a non-repeating ground track; however, the metric

requires simulations that may be too computationally expensive for practical use.

An alternative metric and design procedure is also presented to identify the repeat-

ing ground tracks most resembling the non-repeating ground tracks via geometric

adjustment minimization. These ground tracks can then be shifted to provide cover-

age of the desired area. Several examples demonstrate that the presented method is
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computationally efficient and removes the need for simulations.

Chapter V addresses the third research question by examining the satellite con-

stellation design problem for providing coverage of one or more regions. The mission

objective of the satellite constellation is to maintain continuous connectivity between

the ground station and its regions of interest. Discretized representations of one or

more large regions obtained through mesh grid sampling define these regions of in-

terest. Connected satellite-terrestrial coverage is established with the headquarters

location and regions of interest when they are within the conical section of the satel-

lite’s field of regard, which remains normal to the surface of a spherical Earth. Direct

line-of-sight between satellites informs intersatellite connectivity. For this mission

set, this chapter focuses on the design and performance of satellite constellations that

have all satellites following a common repeating ground track using irregular inter-

satellite phasing, referred to as an asymmetric “string-of-pearls” common repeating

ground track constellation design framework. Common repeating ground tracks refers

to the use of only one reference single-satellite repeating ground track (vice multi-

ple repeating ground tracks) for the design of the satellite constellation. Although

a “pure” string-of-pearls approach (equally-phased satellites) simplifies constellation

design, the flexibility of asymmetry enables the design of more efficient constellations.

A metaheuristic leveraging designed experiments, response surface analysis, particle

swarm optimization, and mathematical programming designs the asymmetric string-

of-pearls constellations focusing on minimizing the number of satellites required to

achieve continuous regional coverage. The metrics of connectivity, robustness, and

sunlight exposure evaluate the performance of the satellite constellation design frame-

work in several examples. The robustness of a satellite constellation is measured as

its ability to maintain connectivity between the headquarters location and its re-

gions of interest in the presence of the worst-case scenario satellite failures for in-
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creasing numbers of satellite failures. A mathematical program models this satellite

network interdiction problem to identify the worst-case scenario of satellite failures.

The sunlight exposure experienced by the satellite constellation measures its access

to energy throughout a calendar year, informing some of the design criterion for the

satellite spacecraft. Illustrative examples compare the performance of the asymmetric

string-of-pearls constellation design framework against the performance of the Walker

constellation design framework.

Chapter VI summarizes the contributions of this dissertation research to include

limitations of the research and some potential future research directions.
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II. Investigating the Building Blocks of Satellite
Constellations: A Survey of Orbit Design and Selection

Methodologies

Abstract

Designing satellite constellations often requires consideration of many factors in-

cluding mission requirements, program budget, and technological capabilities. An

abundant amount of literature exists addressing satellite constellation design and

it would be beneficial to have a methodology that captures and communicates its

current state in the literature. This chapter presents a novel topology approach to

characterize the relationship between constellation geometry, mission sets, and de-

sign approaches commonly presented in the literature with the aim at identifying the

current state of satellite constellation design and the potential research opportunities

that exist.

2.1 Introduction

The space environment is important for commercial, scientific, and military appli-

cations. RTI International, an independent nonprofit research institution, estimated

that the Global Positioning System (GPS) has contributed about $1.4 trillion dollars

(2017 dollar value) to the United States economy between 1984 and 2017 [2]. The

economic benefit that space provides is expected to grow as companies continue to

commercialize the space sector. For example, SpaceX’s Starlink is continuing to ex-

pand its operations in space to provide broadband internet services across the globe

[3, 4]. Commercial capabilities are expected to grow with the scientific research con-

ducted in space. Research into space manufacturing is becoming an interest to many

industries, including the pharmaceutical and microchip industries, since the scalable
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production of certain materials, such as regenerative medicines, will require micro-

gravity environments [5, 6]. Space is also a contested environment that has many

military applications including reconnaissance, surveillance, and signal intelligence

[7]. The capability of satellites to gather information and to relay data has prompted

countries to design technology that can target both military and commercial satellites.

The capability of SpaceX’s Starlink to provide communication services to Ukraine

while simultaneously thwarting off Russian efforts to disable the entire network has

prompted China to consider developing anti-satellite technology specifically designed

to target commercial mega-constellations [8, 9, 10].

Since space is useful to many industries and applications, one of the most fun-

damental satellite constellation design questions is “What mission objectives are re-

quired and what orbit(s) will be used to meet these objectives?” Satellite orbits are

the building blocks of satellite constellations and some orbits are more suitable for

certain missions than others. Additionally, design constraints, such as budgetary lim-

itations, produce challenges in designing satellite constellations. The average cost of

launching to low Earth orbit between 1970-2000 was $18, 500/kg and with the help

of recent technological advancements, the cost of launching satellites into low Earth

orbit has reduced to approximately $2, 720/kg [11, 12]. Meeting mission objectives

while satisfying all design constraints is important for adequate satellite constellation

design. This chapter presents a novel topology approach to help capture an under-

standing of the current state of satellite constellation design in the literature and

to help identify potential research opportunities that exist. The topology charac-

terizes the relationship between the considered geometries, mission sets, and design

approaches presented in the literature.

This chapter is organized in the following order. Section 2.2 presents the topology

used to characterize the literature. Section 2.3 discusses articles that are amongst
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the most cited in the literature regarding satellite constellation design. Section 2.5

presents a table mapping articles to the topology.

2.2 Topology

The available literature investigating methodologies for designing and selecting or-

bits for space missions is extensive. The literature explores numerous methodologies

addressing a wide variety of orbital geometries and mission applications. Under-

standing of the current state of satellite constellation design requires a framework to

overcome this complexity.

Figure 1: Topology Framework

The simple, but useful, topology presented in Figure 1 captures and relates three

major aspects of any approach presented in the literature using six individual ele-

ments. The first aspect that the topology captures is the geometry that the authors

were considering when presenting their research. The geometry is captured by the

elements of Orbit Type and Orbit Class. Orbit type focuses on the shape and pat-

tern characteristics of the orbit(s) under consideration. Some examples of orbit types

include circular and elliptical orbits. Orbit class focuses on characterizing the space

environment that satellites may encounter with a particular orbital geometry. The

space environment is important to consider in the design of satellite constellations
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because different environmental challenges exist at varying altitudes. For example,

a spacecraft orbiting in low Earth orbit will experience atmospheric drag, while a

spacecraft in geostationary orbit will not experience atmospheric drag. The orbit

class element helps designers anticipate future design challenges in regards to the real-

world implementation of a space system using a particular design. Three of the most

commonly known Orbit Classes include Low Earth Orbits, Medium Earth Orbits, and

Geosynchronous Orbits. Orbit type and orbit class overlap in some instances. The

Molniya orbit is a highly elliptical orbit with an inclination of approximately 63.4o

that is frequently exposed to severe radiation as it passes through the Van Allen

radiation belt [13]. The Molniya orbit can be used as an orbit class since it helps

identify the space environment that will be encountered. The Molniya orbit can also

be used as an orbit type since it has very specific orbital characteristics of being a

critically-inclined highly-elliptical orbit.

The topology also captures themission set under consideration. The mission set is

identified by the Applications element, the Objective Metric element, and the Mission

Requirements element. The Applications element identifies the general mission sets

that researchers were considering when conducting their research. Although many

design approaches can be applied to many different applications, authors usually

focus on a particular mission set when conducting their research. For example, a

method for finding an orbit that produces regional coverage for broadcasting could

still be used for finding an orbit that requires regional coverage for Earth-observing

missions. The Objective Metric and the Mission Requirements elements identify the

specific design problem being considered. The objective metric is what researchers

used to evaluate the quality of a design. The mission requirements element captures

the constraints that a design must satisfy for a particular mission. A couple of

examples of applications include surveillance and telecommunications. An example
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of an Objective Metric is to minimize the number of satellites used in the satellite

constellation. An example of a mission requirement is the requirement that the cost

of deploying a satellite constellation must remain under a budgetary constraint.

Finally, the topology captures the design approach. The Design Approach pro-

vides the methodology that an article uses for designing a satellite constellation. An

example of a design approach is to use simulations in conjunction with genetic algo-

rithms to search for the best satellite constellation design for a particular mission.

Capturing the general design approaches may help future researchers identify which

approaches that they should investigate.

In order to manage the large number of articles that exist in the literature regard-

ing optimal satellite constellation design, a citation metric is used to determine if an

article is included in the analysis of this survey article. The citation metric accounts

for both the number of citations that an article receives and the number of years

since the article has been published by taking the ratio of the two values. Figure 2

shows the distribution of the citation metric values of a survey of 144 articles focusing

on satellite constellation design. The citation metric threshold is set to a value of 3

citations/years available because it ensures that the top 30% of articles surveyed are

included in this survey’s analysis.
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Figure 2: Histogram of the Citation Metrics Values of the Initial Survey of Articles

Expanded topology graphs are generated to help identify potential research op-

portunities by capturing the relative frequency of geometries, mission sets, and design

approaches presented in the literature. Three expanded topology graphs were created

to relate each category of the topology to one another. Figures 3 to 5 show how the

expanded topology graphs will relate to each category pair.

Figure 3: Expanded Topology 1 Structure: Geometry - Mission Set
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Figure 4: Expanded Topology 2 Structure: Geometry - Design Approach

Figure 5: Expanded Topology 3 Structure: Mission Set - Design Approach

Figures 6 to 8, which relate to Figures 3 to 5, respectively, show representative

expanded topology graphs. The individual sub-elements were chosen by simply iden-

tifying the terminology used in the surveyed articles. Figure 6 allows for understand-

ing of the relationship between the geometries and mission sets and their relative

frequency in the literature. Figure 7 allows for the understanding of the relation-

ship between geometries and design approaches and their relative frequency in the

literature. Finally, Figure 8 allows for the understanding of the relationship between

mission sets and design approaches and their relative frequency in the literature.
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Figure 6: Expanded Topology 1: Geometry - Mission Set
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Figure 7: Expanded Topology 2: Geometry - Design Approach
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Figure 8: Expanded Topology 3: Mission Set - Design Approach
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Each element of the topology is represented by a column. The sub-elements of

each element are represented by labeled boxes which are placed in the column corre-

sponding to its respective element. The sub-elements between different elements are

connected with line segments. A line segment connecting two boxes indicates that

there is at least one article that has been surveyed focusing on the topics identified

by the two connected boxes. For example, if there is a line connecting a box labeled

‘Low Earth Orbits’ to another box labeled ‘Repeating Ground Track Orbits’, then

there is at least one article addressing designing repeating ground track orbits in low

Earth orbit. For visualization purposes, Figures 6 to 8 do not show the line segments

between non-adjacent columns. Development of a computer program to visualize the

expanded topologies using user-specified column orders would allow researchers to

compare the category elements suited towards their research. Line segments in Fig-

ures 6 to 8 were obtained by identifying the sub-elements associated with each paper.

For example, if a paper used a genetic algorithm to minimize the number of satellites

to provide continuous global communications, then line segments would be drawn

between sub-element pairs (Communications, Minimize Number of Satellites), (Min-

imize Number of Satellites, Continuous Global Coverage), and (Continuous Global

Coverage, Genetic Algorithm) in Figure 6. An individual article can contribute to

the thickness of multiple lines connecting two adjacent columns. For example, an

article discussing circular orbits in both Low Earth Orbit and Medium Earth Orbit

will contribute to the lines connecting both Low Earth Orbit to Circular Orbits and

Medium Earth Orbit to Circular Orbits. The thickness of the line segment reflects

the proportion of articles that connect the topics identified by the boxes. A thicker

line segment indicates that a larger proportion of the articles focuses in a particular

research area. A thin line segment indicates that there is a relatively small propor-

tion of articles focusing on a particular research area. Several boxes are highlighted
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to make the areas of research that receive more focus easier to identify.

The expanded topology graphs show that much of the research regarding optimal

satellite constellation design focuses on designing circular orbit satellite constellations

that have regional and global coverage properties through design methods focusing

on genetic algorithms, simulations, and a variety of analytical approaches. Many of

the articles focused on a geometry of circular orbits and used a Walker Delta constel-

lation design framework, described in Section 2.3.1. The orbit classes most commonly

considered included Low Earth Orbit, Medium Earth Orbit, Geosynchronous Orbit,

and High Earth Orbit. Although practical applications may not focus on all of these

orbit classes, most articles did not place limitations on the altitude of the orbits and

consider all of these highlighted orbital classes as a result. The design approaches pre-

sented in the literature focused on genetic algorithms, simulations, and many types

of analytical approaches. Genetic algorithms are popular because they are capable

of exploring non-linear spaces with many local optimal solutions. Simulations are

commonly used to evaluate a satellite constellation according to an objective metric

that may not be able to be derived analytically. Many analytical approaches take

advantage of properties of the specific design question being addressed. The most

common mission sets considered in the literature include communications, naviga-

tion, and Earth-observation missions. These missions sets usually need to provide a

certain level of coverage and the optimization goals are usually to minimize the num-

ber of satellites required to provide that coverage as well as minimize the duration of

coverage gaps in the provided coverage.

2.3 Satellite Constellation Design Survey

This chapter will now group individual papers using the topology presented in Fig-

ure 1 according to mission sets and design approaches. Each subsection will identify
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a mission set and will discuss the design approaches used to design satellite constella-

tions for that particular mission set presented in the literature. The articles discussed

in this section follow the citation metric threshold guidelines presented in Figure 2.

Additional information relative to the following sections can be found in the tables in

the Appendix. These tables map the set of surveyed articles to the topology discussed

in Section 2.2.

2.3.1 Satellite Constellation Design Geometry Frameworks

There are an infinite number of satellite constellation designs that can be made for

any particular mission set. Additionally, the design space of satellite constellations

often exhibit characteristics that inhibit the usefulness of conventional linear and non-

linear optimization techniques that guarantee convergence to the optimal solution.

For example, the design space of a satellite constellation for a particular mission

set may use an objective function with many local optimal solutions. One common

method that has been used to reduce this complexity in the satellite design process

is to limit the design space to a specific satellite constellation geometry framework.

This section will identify several satellite constellation geometry frameworks that are

commonly utilized in the literature regarding optimal satellite constellation design.

The Walker Delta constellation is a kinematically regular satellite constellation

composed of uniformly spaced satellites following circular orbits with a common in-

clination and altitude [1]. The notation that defines a Walker Delta constellation

has four parameters and is written as δ : T/P/F . The parameter δ represents the

orbital inclination of all of the orbits. The parameters T , P , and F represent the total

number of satellites that are used in the satellite constellation, the total number of

orbital planes that are used in the satellite constellation, and a phasing factor used to

determine the placement of satellites in adjacent orbital planes. The phasing factor,
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F , is an integer ranging from 0 to (P − 1). A Walker Delta constellation exhibits

the following properties. First, all orbits in the satellite constellation are circular or-

bits with equal periods. Second, the ascending nodes of each of the P orbital planes

are evenly spaced about a reference plane. Third, all of the P orbital planes have a

common inclination of δ relative to the reference plane. Fourth, all T satellites are

divided equally into the P orbital planes. Fifth, all satellites within an orbital plane

are evenly spaced. Sixth, satellites in different orbital planes are positioned relative

to one another such that sequential passages of their respective ascending nodes occur

at equal intervals defined by F .

Dufour [14] introduced the Elliptical Walker constellation as a method to design

kinematically regular satellite constellations consisting of elliptical orbits. Elliptical

Walker Constellations are an extension of Walker Delta Constellations. In an Ellipti-

cal Walker Constellation, all of the satellites follow elliptical orbits and each orbital

plane contains the same number of satellites. Elliptical Walker constellations share

several defining parameters with the Walker Delta constellation. The parameters

δ and a again represent the common inclination and the common semi-major axis,

respectively. T/P/F represents the same parameters they did in the Walker Delta

constellation. The Elliptical Walker constellation uses three additional parameters,

W , G, and e, to define the shape of the constellation. W is a unitless integer ranging

from −P to P and represents the argument of perigee of the reference orbital plane.

G is a unitless integer ranging from 0 to P − 1 and it is used to identify the relative

positioning of the arguments of perigee of the remaining orbital planes relative to the

reference orbital plane. The final parameter e represents the common eccentricity of

the orbital planes.

The Star Pattern Constellation is a satellite constellation comprised of circular

orbits that intersect at two points [15]. A Star Pattern constellation is defined by

20



six parameters, p, n, α, β, γ, and a, which represent the number of orbital planes,

the number of satellites in each orbital plane, the half angle between two adjacent

co-rotating orbits, the half angle between any two adjacent counter-rotating orbits,

the relative phasing of satellites in adjacent co-rotating orbits, and the semi-major

axis of the orbits, respectively. The relative inclinations between any pair of adjacent

co-rotating orbits is 2α, and between any pair of adjacent counter-rotating orbits is

2β. The values of α and β chosen must satisfy Equation (1) [15].

(p− 1)α + β =
π

2
(1)

Figure 9 shows an example of a Star Pattern constellation with p = 5 planes. The

black circle represents the Earth. The black dotted line represents the reference plane

that is used to define an inclination of 0o. The blue lines represent the orbital planes.

The arrows indicate the direction that satellite travel along the orbit. The color of

the arrows are used to help differentiate the adjacent co-rotating orbit pairs and the

adjacent counter-rotating orbit pairs.

Figure 9: Example of a Star Pattern Constellation

Polar Orbit Constellations are closely related to Star Pattern Constellations. As

with the Star Pattern Constellation, all of the orbital planes in the Polar Orbit Con-

stellation intersect at two points. These points shared by the orbital planes in Polar

Orbit Constellations are the North and South poles. Polar Orbit constellations are
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comprised of circular orbits with a common altitude and are defined by five param-

eters, p, s, ω, α, and r, which represent the number of orbital planes, the number

of satellites in each orbital plane, the inter-plane phasing of satellites in successive

orbital planes, the angular separation of the right ascension of the ascending nodes

of successive orbital planes, and the common radius of all of the circular orbits,

respectively[16]. Unlike the Star Pattern constellation, the orbital spacing does not

have to satisfy Equation (1). Despite these differences, some satellite constellations

could be classified as both Star Pattern and Polar Orbit constellations. More specif-

ically, the overlap of these satellite constellations occurs when the two intersection

points of a Star Pattern constellation are placed at the North and South poles and

when the sum of all the angular separations of the right ascension of the ascending

nodes of successive orbital planes in the Polar Orbit constellation is less than or equal

to π, or (p− 1)α ≤ π.

Figure 10 shows some examples of Polar Orbit Constellations. Figures 10a and 10b

can also be classified as Star Pattern Constellations. Figure 10c cannot be classified

as a Star Pattern Constellation. The black circle represents the Earth. The black dot

at the center of the black circle represent the North pole. Each blue line represents

an orbital plane. The orbital planes are numbered according to the ordering of suc-

cessive orbital planes used for inter-plane satellite spacing. The arrows represent the

direction that satellites travel within an orbital plane. The orange arrows represent

the ascending regions of orbits and the blue arrows represent the descending regions

of orbits.
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(a) Polar Orbit or Star Pattern Con-
stellation

(b) Polar Orbit or Star Pattern Con-
stellation

(c) Polar Orbit Constellation

Figure 10: Polar Orbit Constellation Examples

A Near Polar Orbit Constellation is a generalization of the Polar Orbit Constel-

lation. The Near Polar Orbit constellation is defined using the same parameters as

the Polar Orbit Constellation, except that the orbital planes do not have to pass

through the North and South poles. However, in order to classify the satellite con-

stellation as a Near Polar Orbit constellation, the streets of coverage of all of the

orbital planes must contain the North and South poles. A street of coverage is a path

of continuous coverage produced by a series of uniformly spaced satellites following a

common orbit. All of the orbital planes have the same inclination, i. If C represents

the common angular half-width of the streets of coverage of the orbital planes, then
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i ∈ [π/2−C, π/2] [17]. Near Polar Orbit constellations are beneficial because there is

less concern with satellite collisions at the North and South poles than there is with

Polar Orbit Constellations.

The Flower constellation is a constellation of satellites that follow a common

repeating ground track. Flower constellations can use either circular or elliptical

orbits[18]. The term flower is used to describe these constellations because the rel-

ative orbital paths form the image of a flower. The image of a flower is especially

apparent when elliptical orbits are used. Mortari and Wilkins [19] present the the-

oretical foundation of Flower Constellations relating to the repeating ground tracks

and the phasing of satellites. Flower constellations are designed using a set of nine

parameters, {Np, Nd, Fn, Fd, Fh, ω, i, ωref , e}[19]. Np represents the number of

petals in the constellation, while Nd represents the number of sidereal days it takes

the orbit to complete Np complete orbits; Np and Nd are co-prime integers. The

three parameters ω, i, and e are the standard classical orbital elements, argument of

perigee, orbit inclination, and eccentricity, respectively. The ωref is the angular ve-

locity of the reference frame. The remaining three parameters represent the phasing

of satellites along the repeating ground track where Fd is the number of orbits used,

Fn is the number of satellites in each orbit, and Fh is the phase step parameter used

to determine the spacing of satellites. Flower Constellations adhere to the following

properties. First, all satellites follow a common repeating ground track. Second, the

right ascension of the ascending nodes of each orbit in the satellite constellation are

evenly spaced about the reference plane. Third, although the phasing step parameter

may vary for each satellite, it must be an integer less than Nd: Fh ∈ {0, 1, ..., Nd−1}.

Harmonic Flower Constellations are Flower Constellations with a satellite placed

in every admissible point, which are the potential satellite slots available to a given

Flower Constellation [20]. Avenfdaño and Mortari [20] proved that a Flower Con-
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stellation with a certain set of parameters has a limit on the number of satellites

that can be in the constellation. Therefore, a Harmonic Flower Constellation is a

Flower Constellation with the maximum number of satellites that can be placed in

that respective Flower Constellation.

The Lattice Flower Constellation is a generalized constellation framework for de-

signing any symmetric satellite constellation [21]. Lattice Flower Constellations were

originally introduced to reduce the complexity of designing Harmonic Flower Con-

stellations using the Flower constellation framework[22]. There are Two Dimensional

Lattice Flower Constellations, three Dimensional Lattice Flower Constellations, and

Four Dimensional Lattice Flower Constellations. A lattice matrix, L, is used to de-

termine the configuration of any Lattice Flower Constellation with a variable number

of parameters depending on the type of Lattice Flower Constellation used; the lattice

matrix is an integer 2×2 matrix, a 3×3 matrix, or a 4×4 matrix, when using a Two

Dimensional, Three Dimensional, or Four Dimensional Lattice Flower Constellation,

respectively. The Two Dimensional Lattice Flower Constellation originally was cre-

ated to generalize the Harmonic Flower Constellation and is based on circular orbits

and Keplarian unperturbed orbits[22].

Lattice Flower Constellations are defined by a lattice matrix, L, and six addi-

tional parameters, a, e, i, ω, Ω1, and M1, which represent the semi-major axis, the

eccentricity, the orbital inclination, the argument of perigee, the right ascension of

the ascending node of the reference satellite, and the initial mean anomaly of the

reference satellite, respectively. One of the main differences between the Two Di-

mensional Lattice Flower Constellation and a Flower Constellation is that the Two

Dimensional Lattice Flower Constellation is not limited to a single repeating ground

track[22]. Flower Constellations have all of its satellites following a single ground

track orbit, but this is not the case for Lattice Flower Constellations.
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The three dimensional Lattice Flower constellation expands upon the two dimen-

sional Lattice Flower constellation by including the capability to use elliptical orbits

at any inclination under J2 perturbation effects [23]. One of the major issues with de-

signing elliptical orbits in the presence of perturbations is that non-critically inclined

elliptical orbits experience apsidal precession, which is the rotation of the argument

of perigee of an orbit. The three dimensional Lattice Flower constellation addresses

the apsidal precession by evenly distributing the arguments of perigees of multiple or-

bits that have a common inclination, eccentricity, and semi-major axis to ensure that

the rate of apsidal precession is equivalent in all of the orbits[23]. Davis et al. [23]

hints that the three dimensional Lattice Flower constellation is most suited for global

coverage since the non-critically inclined elliptical orbits exhibit apsidal precession.

Arnas et al. [24] expand upon the three dimensional Lattice Flower Constellation

and present the Four Dimensional Lattice Flower Constellation. The four dimensional

Lattice Flower constellation generates symmetric and uniform satellite constellation

designs capable of using elliptical orbits with varying semi-major axis values[24].

The capability of the four dimensional Lattice Flower constellation to utilize multi-

ple semi-major axis values provides additional flexibility into the design space. The

added flexibility allows for satellites with different purposes to be used in conjunction

with one another. For example, a satellite constellation can be designed to have an

intermediary layer of communication satellites that relay information from ground

stations to observation satellites in geostationary orbits.

2.3.2 Continuous Global Coverage

Several satellite constellation design methodologies address continuous n-fold global

coverage. Continuous n-fold global coverage indicates that any point on the Earth’s

surface will be covered by at least n satellites at any given moment. The most com-
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mon mission applications that requires continuous n-fold global coverage presented

in the literature include communications, navigation, Earth-observation, and surveil-

lance missions. The three most commonly used design approaches for analyzing

and designing satellite constellations for continuous global coverage include enumer-

ation, analytical approaches, and metaheuristics. Among the most well cited of these

methods are [1, 25, 18, 26, 27, 28, 29, 30, 15, 31, 17, 32], which are expanded upon

henceforth.

Enumeration has been used for both analyzing and designing satellite constel-

lations for continuous global coverage. Walker [1] proposes using an enumeration

method to design Walker Delta Constellations that minimize the number of satel-

lites used in the satellite constellation. Walker [25] identifies the number of satellites

and the minimum inter-satellite distances as useful criteria that can be used when

designing these constellations for continuous global coverage. Mortari, Wilkins, and

Bruccoleri [18] propose using a Flower Constellation as a method for providing global

and regional coverage using either circular or elliptical repeating ground track orbits.

Ballard [26] uses an exhaustive search method to identify Walker Delta constellations

that use the minimum number of satellites required to provide continuous 1-, 2-, 3-,

and 4-fold global coverage. Beste [33] derives the relationship between the sensor

angle of a sensor with a conic shape with the minimum number of satellites required

for a Polar Orbit constellation to provide continuous 1- and 3-fold global coverage.

Walker [15] compares the performance of star pattern constellations and Walker Delta

constellations to minimize the number of satellites required to provide 1-fold contin-

uous global coverage. The Walker Delta constellation was able to use fewer satellites

than the star pattern constellation to provide the same level of desired coverage [15].

Analytical methods have been used to support both analysis and design of satel-

lite constellations for continuous global coverage. Lang and Adams [31] analyze the
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performance between Walker constellations and Polar Orbit constellations generated

through streets-of-coverage methods focused on minimizing the overall system costs.

The relative performance of either of the two constellation types considered depended

on the number of satellites that were included in the satellite constellation and the

desired level of n-fold coverage. Walker constellations are more efficient for continu-

ous global coverage than Polar Orbit constellations for single-fold coverage using 20

or fewer satellites, and when 2-fold coverage or greater is desired. Polar orbit con-

stellations are more efficient for single-fold coverage when more than 20 satellites are

required for continuous global coverage. Walker [15] investigated the optimal phasing

of satellites within a Star Pattern constellation for two objective functions. The first

objective function was to minimize the maximum distance of any point of the Earth’s

surface to any of the satellites in the constellation. The second objective function

was to maximize the minimum distance between any pair of satellites. Analyzing

equations of spherical geometry, Walker created a set of rules to design optimal Star

Pattern constellations with respect to these two objective functions. Ulybyshev [17]

analytically derives the relationship between the angular separation of co-rotating or-

bits, the orbital inclination, and the sensor angle to minimize the number of satellites

in Near Polar Orbit constellations required to provide 1- or 2-fold continuous global

coverage. The performance of Near Polar Orbit constellations was compared to Polar

Orbit constellations and Walker constellations in terms of the number of satellites

used and the relative performance varied depending on the specific composition of

the constellation[17].

Metaheuristics are useful for designing satellite constellations for continuous global

coverage. Guan et al. [27] use a genetic algorithm to design highly-inclined Walker

Delta constellations in Low Earth Orbit addressing a multi-objective problem focusing

on maximizing geolocation accuracy and minimizing the number of satellites used in
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the satellite constellation. Whittecar and Ferringer [28] investigate the optimality

of using Walker Delta constellations for continuous global coverage using a genetic

algorithm to design satellite constellations with a given number of satellites following

circular orbits with common semi-major axis values and inclinations. The multi-

objective considered is to minimize the maximum revisit time and maximize the

minimum daily visibility time of any point on the globe. The best designs found by

the genetic algorithm for continuous global coverage were approximately Walker Delta

constellations suggesting that Walker Delta constellations may be the best satellite

constellations for continuous global coverage when only satellites following orbits with

a common altitude and inclination are considered.

Han et al. [29] use a multi-objective particle swarm algorithm to design Low Earth

Orbit satellite constellations based on 2 Dimensional Lattice Flower Constellations

for augmenting existing global navigation constellations in Medium Earth Orbit and

Geosynchronous orbits. The multi-objective optimization problem focuses on max-

imizing geolocation accuracy, maximizing satellite visibility, and minimizing orbital

altitude using a fixed number of satellites. Huang, Colombo, and Bernelli-Zazzera [30]

present a method for multi-objective optimization of satellite constellations consider-

ing several constellation properties include coverage, robustness, collision avoidance,

launch, and end-of-life strategy. A multi-agent based approach creates a Pareto-

frontier of solutions focusing on maximizing performance of the satellite constellation

and minimize the costs of operation. The approach focuses on Walker and Polar

orbit satellite constellations in Low Earth Orbit and Medium Earth Orbit. Casanova

et al. [32] compare three different approaches to designing two dimensional Lattice

Flower Constellations for maximizing the geolocation estimation accuracy in global

positioning. The three methods examined were a genetic algorithm, a particle swarm

algorithm, and a brute force method. Overall, the particle swarm algorithm was
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the best performing method, the genetic algorithm was the second best performing

method, and the brute force method was the worst performing method[32].

2.3.3 Continuous Regional Coverage

Several satellite constellation design methods address continuous n-fold regional

coverage. Continuous n-fold regional coverage is provided when every point of a

region of interest is covered by at least n satellites at any given moment. Some

applications that are commonly considered requiring continuous n-fold regional cov-

erage include communications, Earth-observation, surveillance, weather monitoring,

broadcasting, and navigation. The most common design approaches used to design

satellite constellations for continuous regional coverage include analytical approaches

and metaheuristics. Among the most cited of these methods include [34, 35, 36, 16,

37, 35, 38, 39, 40, 41, 42, 43], which are expanded upon henceforth.

Analytical methods have been used for both analyzing and designing satellite con-

stellations for continuous regional coverage. Lang [34] compares the performance of

Walker Delta constellations and Polar Orbit Constellations to provide continuous cov-

erage between 20o− 60o latitude focused on minimizing the number of satellites. The

Walker Delta constellation required fewer satellites than the Polar Orbit constellation

to provide continuous coverage between these latitudes. Heiligers et al. Rider [35]

presents an analytical method based on streets of coverage and differential equations

for minimizing the total number of satellites used in a symmetric circular Polar orbit

constellation providing continuous n-fold coverage above a specified latitude. Rider

[36] presents a closed-form solution method using streets of coverage to design circu-

lar inclined orbit satellite constellation for providing coverage between two latitudes

while focusing on minimizing the number of satellites used in the satellite constella-

tion. Adams and Rider [16] present a method based on streets of coverage to design
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circular Polar Orbit constellations to provide continuous coverage above a specified

latitude focusing on minimizing the number of satellites in the constellation.

Ulybyshev [37] presents a geometric method for designing Elliptical Walker con-

stellations with critically inclined elliptical orbits focused on minimizing the number

of satellites in the constellation. Ullock and Schoen [38] present an analytical method

combined with an enumeration technique to compare the performance between sym-

metric and asymmetric Polar Orbit constellations focusing on reducing the number

of satellites in the satellite constellation. Appropriate inter-plane satellite phasing

between adjacent co-rotating orbital planes improves coverage properties of Polar

Orbit constellations [38]. Asymmetric Polar Orbit constellations were able to pro-

vide continuous regional coverage with fewer satellites than symmetric Polar Orbit

constellations [38].

Orbital geometry impacts the amount of orbital maintenance required for a satel-

lite to maintain a desired trajectory, an important aspect for missions requiring con-

tinuous regional coverage. Design of satellite constellations for continuous regional

coverage also focus on minimizing fuel consumption because high fuel usage in orbital

maintenance and maneuvering reduces the lifespan of satellites, and consequently the

satellite constellation. Frozen orbits, which one or more orbital parameters remain

stable in the presence of perturbations, are one option for minimizing satellite fuel re-

quirements [39]. Other approaches investigate utilizing solar sails to reduce propellant

fuel consumption. Heiligers et al. [40] present analysis of systems control methods

using hybrid solar sails and solar electric propulsion to create displaced geostationary

orbits, which is an orbit that maintains its position in geosynchronous orbit above or

below the equatorial plane. The analysis focused on identifying the control method

that minimized lifetime fuel consumption to maximize the life of the satellite. Ceri-

otti and McInnes [41] investigate the conditions needed to minimize the propellant
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consumption of a spacecraft using solar electric propulsion in conjunction with a solar

sail to enable a spacecraft to remain constantly above one of the Earth’s poles.

Metaheuristics have also been used for designing satellite constellations for contin-

uous regional coverage. Dai, Zheng, and Chen [42] use a genetic algorithm to design

satellite constellations in circular Low Earth Orbit for multi-objective optimization

focusing on maximizing the coverage of region of interest and minimizing the total

number of satellites used in the constellation. Maihot and Gurfil [43] use a genetic

algorithm to design Walker and 3 Dimensional Lattice Flower constellations in Low

Earth orbit to maximize the accuracy of geolocation. Mailhot and Gurfil [43] compare

the performance of a genetic algorihtm against an enumeration method for designing

Three Dimensional Lattice Flower Constellations. The genetic algorithm performed

better than the enumeration method since it was not restricted to discretized points

of the design region.

2.3.4 Discontinuous Regional Coverage

Satellite constellation design methods also focus on discontinuous regional cov-

erage. Discontinuous regional coverage is where a region of interest only receives

coverage periodically. These designs are important because missions may not al-

ways require continuous coverage. Common applications for discontinuous coverage

includes surveillance, weather observations, geological studies, and other scientific

research applications. The most common design approaches to design satellite con-

stellations for discontinuous regional coverage includes metaheuristics, enumeration,

and analytical techniques. Amongst the most commonly cited approaches include

[44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56], which are expanded upon hence-

forth.

Many design approaches utilize metaheuristics to design satellite constellations for
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discontinuous regional coverage. Ferringer and Spencer [44] used a genetic algorithm

to generate Pareto fronts to analyze the tradeoffs between revisit time and image

quality of a satellite constellation with a fixed number of satellites in circular orbit

at a common altitude. Fraire et al. [45] present a heuristic based on gradient descent

to design circular Low Earth Orbit satellite constellations to minimize the number of

satellites used in satellite constellation while ensuring that the maximum revisit time

remains below a desired threshold. Ferringer, Clifton, and Thomson [46] compare the

efficiencies of different parallel multi-objective evolutionary algorithm paradigms for

designing circular orbit satellite constellations using a genetic algorithm to minimize

the maximum and average revisit times. The goal was to identify the best method to

efficiently utilize the computer hardware for parallel processing when designing circu-

lar orbit satellite constellations. Savitri et al. [49] use a semi-analytical technique to

reduce the computational load of a genetic algorithm to generate satellite constella-

tions with an available number of satellites in circular low Earth orbit. The method

generates a Pareto frontier focusing on the objectives of maximizing the proportion of

points of interest covered, maximizing the average proportion of time that the region

of interest is covered, minimizing the maximum revisit time to the region of interest,

and minimizing the average revisit time to the region of interest. Abdelkhalik and

Mortari [50] explore the utility of genetic algorithms for finding orbits that provide

coverage to a set of points of interest on the Earth’s surface within a specified time

frame without the need for orbital maneuvers while maximizing the resolution of the

satellite images and the observation times. Abdelkhalik and Gad [51] present a ge-

netic algorithm with a second order gradient method to find an individual orbit that

provides coverage to a set of targets on the Earth’s surface in the presence of J2 orbital

perturbations focused on maximizing the number of sites visited and minimizing the

amount of time required to visit each of the sites.
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Enumeration and analytical approaches are also used for designing satellite con-

stellations for discontinuous regional coverage. Buzzi et al. [47] use an enumeration

method to design a Walker Constellation focused on minimizing the mean revisit time

while using three or fewer orbital planes of satellites. Nadoushan and Assadian [48]

present a simple formulation based on Number Theory to generate circular repeating

ground track orbits to meet the desired revisit time and satellite tilt requirements

with low computational burden. Razoumny [52] presents deterministic and stochas-

tic methods for analyzing revisit times of single satellite and N -satellite repeating

ground track constellations. Ortore, Cinelli, and Circi [53] present equations relating

multiple orbit parameters to identify satellite arrangements to produce either uniform

ground track distances or constant revisit times. Sengupta, Vadali, and Alfriend [54]

present a semi-analytical technique that can be used to evaluate coverage time of a

point of interest on the Earth’s surface by a satellite with a conical sensor in circular

low Earth orbit. The semi-analytical approach performed similarly to numerical inte-

gration. Vtipil and Newman [55] present a simple algorithm based on epicycle motion

to compute the semi-major axis needed for an elliptical orbit to meet the criterion

to be a repeating ground track orbit. An efficient method for determining repeating

ground track orbits is beneficial for orbit optimization design methodologies. Lee [56]

presents a closed-form solution for designing a constellation of satellites following a

common circular ground track orbit to minimize the revisit time provided to a single

point of interest on the Earth’s surface by identifying intersection points along the

ground track.

2.3.5 Reconfigurable Satellite Constellations

Satellite constellation design methods also focus on reconfigurable satellite con-

stellations. Reconfigurable satellite constellations are satellite constellations designed
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with the intent to regularly toggle between two or more different configurations. This

allows different missions to be accomplished using the same set of satellites. Design

approaches rely on metaheuristics to design reconfigurable satellite constellations. A

common application under consideration is Earth-observation missions for searching

and monitoring disasters. One configuration can be used to search the globe for dis-

asters, then the configuration can be adjusted to improve the coverage properties to

the disaster location.

Paek et al. [57] compare the effectiveness of simulated annealing and genetic

algorithms to optimize satellite constellations capable of reconfiguring to meet both

global coverage and regional coverage requirements focused on minimizing revisit

time, maximizing coverage area, minimizing reconfiguration times, and minimizing

the total mass (number of satellites used in the constellation × satellite mass) while

meeting image resolution requirements. The satellite mass includes the mass of the

propellant required to meet the delta-V for satellite maneuvers. Circi, Ortore, and

Bunkheila [58] introduce the concept of sliding ground track patterns as a method to

meet the coverage requirements of a variety of missions requiring periodic coverage.

The concept of sliding ground track patterns is the utilization of low-cost maneuvers

to change the repeating ground track pattern of a satellite constellation to obtain

different coverage properties needed for the particular mission at hand. The method

focuses on satellites that are uniformly distributed about a common circular repeating

ground track.

2.3.6 Complex Regional Coverage

Satellite constellation design methods sometimes focus on complex regional cov-

erage. Complex regional coverage is irregular, but deliberate, coverage to a region

of interest. For example, a region of interest requiring 1-fold coverage between times
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0000-0500 and 4-fold coverage between 0500-2400 is a region requiring complex re-

gional coverage. Applications requiring such coverage are more associated with de-

mand that varies at regular intervals. For example, the demand for communication

services or broadcasting services in a particular region may be significantly greater

during the day than at night. The capability to design satellite constellations that

provide complex regional coverage adds flexibility to the types of missions addressed

in satellite constellation design. Two well-cited approaches include [59, 60]. Ulyby-

shev [59] presents a geometric method for designing Walker Delta constellations for

complex regional coverage focused on minimizing the number of satellites within the

constellation. Lee and Ho [60] present a binary integer linear programming approach

to design satellite constellations for complex regional coverage using a set of arbitrary

repeating ground track orbits focused on minimizing the number of satellites used for

the satellite constellation.

2.3.7 Large-Scale Mega Satellite Constellations

Satellite constellations design methods have begun to address optimal large-scale

mega-satellite constellations. Many of the optimization techniques used for optimal

satellite constellation design struggle when designing satellite constellations with a

large number of satellites. A common application for these mega constellations is

continuous global coverage relating to broadband internet. Amongst these approaches

regarding optimal mega satellite constellations include [61, 62, 63, 64].

Kak and Akyildiz [61] present an optimization framework for large-scale satellite

constellation design focused on a uniform distribution of satellites following circular

orbits. The objective is to maximize coverage and connectivity and minimize the

number of satellites using a simulated annealing approach. Deng et al. [62] present

an optimization approach that designs ultra-dense circular Low Earth orbit satellite
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constellations focused on minimizing the number of satellites used in the constella-

tions while satisfying each terrestrial-satellite terminal backhaul requirement. The

method first generates a polar orbit constellation that satisfies the desired coverage

requirements and then iteratively removes redundant satellites. Al-Hourani [63] uses

stochastic geometry as an analytical method to find the optimal altitude of dense

satellite networks using circular Low Earth orbits aimed at maximizing the prob-

ability of downlink coverage in communications between randomly generated users

across the globe. Wagner and Black [64] present a method using genetic algorithms

to design disaggregated heterogenous satellite constellations, which are satellite con-

stellations composed of satellites with different sensor capabilities and purposes, for

regional and global coverage focused on minimizing revisit times. Additionally, a

method to evaluate the robustness of the satellite constellation using mixed integer

linear programming is presented.

2.3.8 Space Coverage

Several papers also address space coverage in satellite constellation design methods

[65, 66, 67, 68, 69]. Common applications include deep space observations for scientific

research as well as lunar coverage for surveillance and communications. Although

the topology still works for these design methods and applications, the individual

approaches will not be expanded upon in this chapter since the discussion of this

chapter focuses on Earth focused missions.

2.3.9 Potential Research Areas

Orbital debris and space congestion are, and will continue to be, a major concern

in satellite constellation design as the density of debris and the number of satellites in

orbit increases. Wertz et al. [13] present a thorough discussion of the environmental
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hazards posed by orbital debris, the difficulty in tracking and modeling orbital debris,

as well as the implications of orbital debris on orbit design. The risk of collisions

increases with the amount of orbital debris and number of satellites orbiting in space.

Collisions with satellites not only increase the density of debris in space, but also

degrade the mission performance of the remaining satellite constellation. Appropriate

end-of-life strategies for disposing satellites helps limit the amount of orbital debris;

however, end-of-life strategies may also require extensive planning to avoid collisions

during disposal [13]. As a result, methods addressing orbital debris and end-of-life

strategies in satellite constellation design will remain a fruitful and beneficial area of

research in the near-future.

2.4 Conclusion

This chapter presents a novel topology approach to analyze the current state of

the literature as it relates to optimal satellite constellation design. The developed

topology implements a 6-tuple classification scheme that is useful in organizing the

articles in the literature regarding optimal satellite constellation design. The topol-

ogy provides a construct to identify potential research opportunities that exist by

characterizing the relationships between the geometries, the mission sets, and the

design approaches commonly used in the literature as well as a reference of current

methodologies for satellite constellation design. Figures 6 to 8 illustrate the focus of

past research while also identifying the areas which may be ripe for future research.

The most referenced literature uses genetic algorithms, simulations, and a variety of

analytical approaches to design circular orbit satellite constellations addressing global

and regional coverage for the application of communication, navigation, and Earth

observing missions.
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2.5 Appendix: Mapping Articles to the Topology

This appendix contains tables used to map specific articles to the topology pre-

sented in this paper. Table 7 maps each article in the set of surveyed articles to the

topology. Table 7 can be used to help identify potential research opportunities and to

direct readers towards specific papers that might be beneficial to their research. The

numbers in Table 7 are identifications corresponding to the specific sub-elements of

the categories used in the topology. The identification numbers for Orbit Class, Orbit

Type, Applications, Design Approach, Objective Metric, and Mission Requirements

identified in Table 1, Table 2, Table 3, Table 4, Table 5, and Table 6, respectively.

Articles included in Table 7 do not have to meet the citation metric used to determine

which articles are included in the analysis of this paper.
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Table 1: Orbit Class ID

ID Orbit Class
1 Low Earth Orbit
2 Medium Earth Orbit
3 Geosynchronous Orbit
4 High Earth Orbit
5 Highly Elliptical Orbit
6 Equilibrium Points
7 Lunar
8 Heliocentric
9 Mars Centered Orbit

Table 2: Orbit Type IDs

ID Orbit Type
1 Circular
2 Elliptical
3 Geostationary
4 Polar Orbit Constellation
5 Sun Synchronous Orbit
6 Walker Delta Constellation
7 Artificial Equilibrium Point
8 Repeating Ground Track Orbits
9 Star Pattern Constellation
10 Lattice Flower Constellation
11 Flower Constellation
12 Astrostationary Orbit
13 Elliptical Walker Constellation
14 Near Polar Orbit Constellation
15 Revisit Orbit

16
Apogee at Constant Time of
Day Equatorial Orbit (ACE)

Table 3: Application
IDs

ID Application
1 Unspecified
2 Communications
3 Weather Monitoring
4 Surveillance
5 Broadcasting
6 Navigation
7 Earth-Observation
8 Earth Resources
9 Disaster Monitoring
10 Internet of Things
11 Scientific Research
12 Deep Space Awareness
13 Space Awareness
14 Reconnaissance
15 Lunar Coverage

Table 4: Design Approach
IDs

ID Design Approach
1 Unspecified
2 Geometric Approach
3 Enumeration
4 Genetic Algorithm
5 Streets of Coverage
6 Simulations
7 Simulated Annealing
8 Analytical Approach
9 Gradient Descent
10 Particle Swarm

11
Mathematical
Programming

12
Iterative Heuristic

Approach
13 Differential Evolution
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Table 5: Objective Metric IDs

ID Objective Metric
1 Unspecified
2 Minimize Number of Satellites
3 Minimize Fuel Consumption
4 Minimize Revisit Times
5 Maximize Coverage
6 Maximize Resolution
7 Maximize Observation Time
8 Minimize Costs
9 Minimize Satellite View Angle
10 Maximize Geolocation Accuracy
11 Minimize Altitude
12 Maximize Probability of Downlink
13 Maximize Connectivity
14 Minimize Reconfiguration Time
15 Maximize Quality of Service (QoS)
16 Minimize System Response Time
17 Maximize Stability

18
Maximize Angular
Spacing of Orbits

19 Maximize Inter-satellite Spacing

Table 6: Mission Requirement IDs

ID Mission Requirement
1 Unspecified
2 Continuous Global Coverage

3 Continuous Regional Coverage

4
Discontinuous Regional

Coverage
5 Complex Regional Coverage
6 Robustness
7 Demand
8 Resilience
9 Connectivity
10 Budget
11 Altitude
12 Resolution
13 Positioning
14 Collision Avoidance
15 Revisit Time
16 Stability
17 Reconfiguration
18 Number of Satellites

19
Space Situational

Awareness Coverage

Table 7: Literature Directory

Article
Orbit

Class

Orbit

Type
Application

Design

Approach

Objective

Metric

Mission

Requirement

Number

Citations

Citation

Metric

(#citations

/Years)

[70] [1,2,3,4] [1,6] 1 3 2 [2,3] 18 1.1

[71] [1,2,3,4,5] [1,2] 2 [4,5,8] [2,11] 3 52 2.2

[37] 5 [2,13] 7 [2,8] 2 3 25 1.9

[72] [1,2,3,5] [1,2] 2 6 [2,11] 2 2 0.1

[73] [1,2,3,4] 1 [2,6,7] [3,8] 11 [2,3] 10 0.6

[74] [1,2,3,4] 1 6 [3,8] 2 2 17 0.4

[26] [1,2,3,4] [1,6] [2,6] 3 2 2 317 7.5

[75] 5 2 2 2 13 [3,9] 1 0.1

[76] [1,2,3,4] [1,6] 1 [3,6] 4 4 54 1.4

[77] [1,2,3,4] [1,6] 1 6 9 2 13 0.5

[78] 2 [2,5] 2 6 1 [2,16] 24 0.9

[79] 1 [1,6] 1 3 2 2 59 2.1

[80] [1,2,3,4] [1,6] 1 [3,6] 2 2 69 2.0

[16] [1,2,3,4] [1,4] [2,4,6] [6,10] 2 3 190 5.4

[81] 3 [1,2,3,6,8] 7 [3,6] 5 [2,3] 14 0.4
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Table 7 continued from previous page

Article
Orbit

Class

Orbit

Type
Application

Design

Approach

Objective

Metric

Mission

Requirement

Number

Citations

Citation

Metric

(#citations

/Years)

[36] [1,2,3,4] 1 [2,4,6] [5,8] 2 3 132 3.7

[35] [1,2,3,4] [1,4] 4 [5,8] 2 3 130 3.5

[82] [1,2,3,4] 1 [6,7] 5 2 [2,3] 32 0.5

[25] [1,2,3,4] [1,6] 1 3 [2,7] 2 341 9.0

[15] [1,2,3,4] [1,6,9] 2 3 2 2 171 3.3

[18] [1,2,3,4,5] [1,2,8,11] [2,6,7,11,12] 6 1 [2,3,4] 134 7.4

[83] 5 2 2 8 5 3 4 0.2

[84] 1 [1,8,14] 2 [5,8] 2 2 1 0.0

[85] [2,5] [2,5] 2 1 [2,8] 2 32 1.5

[33] [1,2,3,4] [1,4] 1 8 2 2 194 4.4

[86] [1,2,3,4] 1 [2,6] 2 2 2 24 0.5

[87] [1,2,3,4] [1,4] 4 [3,8] 2 3 162 2.7

[88] 1 [1,6] 2 3 [9,11] 9 2 0.2

[89] [2,5] 2 2 [2,8] 8 3 0 0.0

[14] 5 [2,13] 1 [3,6] 2 [2,3] 23 1.2

[90] [1,2,3] [1,2,4,6] 2 6 [8,13] 2 11 0.6

[91] 5 [2,16] 2 1 1 [5,7] 3 0.2

[92] [1,2,3] 1 2 [4,6] [2,9] [2,3] 23 1.2

[93] 1 1 [2,6,7] [5,6] 2 3 2 0.1

[94] 3 [1,6] 1 [4,6] [2,5] 2 60 2.5

[95] [1,2,3,4] 1 7 [4,6] 4 4 64 2.5

[34] [1,2,3,4] [1,4,6] 1 [3,6] 2 3 27 3.0

[96] 5 2 2 [2,5] 2 3 14 0.5

[97] 5 2 2 6 2 3 8 0.3

[98] 1 1 2 6 2 3 3 0.1

[99] 1 [1,6] 2 8 13 2 4 0.1

[100] 5 2 [2,3,4,6] [2,8] 2 2 44 1.4

[101] 1 1 1 [5,8] 2 2 26 0.8

[102] 5 2 [2,3,6] [3,6] 9 2 99 2.8

[103] 5 2 1 [2,6] 2 [2,3] 90 2.4

[38] [1,2] [1,4] 1 [3,8] 2 3 40 0.7

[104] 1 1 2 [2,8] 5 [2,3,4] 26 1.2

[17] [1,2,3,4] [1,14] 2 [5,8] 2 2 37 1.6

[105] 5 2 5 3 7 [3,16] 2 0.1

[106] [1,2,3,4] 1 5 3 9 2 65 1.3

[107] [1,2,3,4] [1,6] [2,6] [4,6] 2 [2,3,6] 52 2.2

[108] 5 2 2 2 1 [2,13] 6 0.4

[59] [1,2,3,4] [1,6] [2,6,7] [2,8] 2 5 95 6.8

[57] [1,2,3,4] 1 7 [4,6,7] [2,4,5,14] 12 34 11.3

[27] 1 [1,6] 6 [4,6] [2,10] 2 20 10.0

[109] 1 [1,6] 6 [5,6] 10 [2,11,18] 1 0.5

[110] [1,2,3,4] [1,2] [2,6] [4,6] 8 3 5 1.3

[111] 1 [5,8,11] 7 [4,6] 17 4 14 0.8

[112] 1 [1,6] [8,11] [3,6] [4,8] 4 0 0.0

[113] [1,2,3,4] 1 1 [4,6] 4 4 15 0.9

[61] [1,2] 1 [2,10] [6,7] [2,5,13] 2 13 4.3

[114] 9 [1,6] [2,6] [4,6] [4,8] [2,9] 5 1.0
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Article
Orbit
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Orbit
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Requirement

Number

Citations

Citation

Metric

(#citations

/Years)

[115] 1 1 2 11 2 [2,9] 1 1.0

[44] [1,2,3,4] 1 7 [4,6] [4,6] 18 89 5.6

[64] [1,2,3,4] 1 1 [4,6,11] 4 6 6 3.0

[116] 1 [1,5,8] [4,9,14] [4,6] 2 [3,4,12,15] 1 0.5

[117] 1 1 6 [4,6,7] 5 [3,4] 9 0.9

[118] [1,2,3] [1,6] 6 [4,6] [8,10] 2 2 0.3

[42] 1 1 2 [4,6] [2,5] 3 19 4.8

[119] [1,2,3,4] [1,6] 7 [4,6] [4,6,8] [3,4] 0 0.0

[120] [1,2,3,4] [1,6] [4,7,9,14] [4,6,7] [2,4,14] [2,3,4,10,17] 23 2.3

[121] [1,2,3] [1,6] 6 [4,6] [8,10] 2 4 0.6

[122] 1 [1,4] 2 7 2 [2,7,17] 22 1.3

[62] 1 [1,4] 2 [6,12] 2 [2,9] 7 3.5

[63] 1 1 2 8 12 2 13 13.0

[123] 1 [1,6] 2 [4,6] 15 [2,3,16] 6 2.0

[124] 2 [1,5] [7,9] [3,6] 16 2 8 2.7

[65] 8 1 [11,12] [6,7] [7,8] 12 78 4.3

[125] [1,2,3,4] [1,8] [7,9] [4,11] [3,14] [3,17] 5 2.5

[126] 1 [1,6] 2 [4,6] 2 [3,7] 9 2.3

[19] [1,2,3,4,5] 11 1 8 1 1 82 5.9

[55] 5 [2,8] 1 8 11 16 35 3.5

[45] 1 1 10 [6,9] 2 [4,15] 14 7.0

[66] [5,6] [2,7,12] [11,12] 6 1 16 2 INF

[127] [1,2,3,4] [1,8] 9 11 3 [4,17] 8 1.6

[128] 5 2 [11,13] 6 5 [6,10] 26 1.9

[46] [1,2,3,4] 1 1 [4,6] 4 4 54 3.6

[129] [1,2,3] 1 13 [2,3,6,8] 11 19 13 1.2

[67] 5 13 [11,12] 8 3 [4,13] 7 7.0

[28] [1,2,3,4] [1,6] 1 [4,6] [4,7] 18 32 4.0

[130] [1,2,3,4] 1 13 [3,6,8] 2 3 14 1.8

[131] 1 [1,4,6] 2 [4,6] 4 [2,3] 6 2.0

[132] 2 [1,6] 2 [4,6] 2 [2,3] 6 1.0

[29] 1 [1,10] 6 [6,10] [6,10,11] 18 15 15.0

[40] [3,6] [1,7] [2,7] 8 3 [3,16] 59 5.4

[133] 1 [1,6] 7 [4,6] [4,5,8,16] 3 3 1.5

[134] 1 [5,8] 7 [4,6] [4,6,17] 16 15 1.9

[43] 1 [6,10] 6 [4,6] 10 3 3 INF

[135] 1 [1,5] 7 3 4 4 14 1.0

[136] [1,2] 1 2 [4,6] [2,9,18,19] 2 18 0.9

[47] [1,2,3,4] [1,6] 3 [3,6] 4 4 28 9.3

[137] 3 1 [2,3,4] 1 8 [6,8] 5 0.4

[1] [1,2,3,4] [1,6] [2,4,6] [3,6] 2 2 198 4.4

[138] 1 [1,6] 1 [2,4,6] [2,4,5] [3,4] 0 0.0

[139] [6,7] [1,2,7] [13,15] 6 1 16 5 2.5

[58] [1,2,3,4] [1,8] 1 8 3 [4,17] 39 4.9

[140] 5 [2,8] 7 [4,6] 6 [5,15] 8 0.7

[30] [1,2] [1,4,6] [2,4,6] [4,6] [5,8] 2 6 6.0

[141] [1,2,3,4,5] 11 1 8 1 13 14 0.8
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[142] [1,2,3,4] [1,8] [2,4] 8 1 4 43 1.9

[48] [1,2,3,4] [1,8] 7 8 [4,9] 4 34 4.9

[143] [1,2,3,4,5] [1,2] 2 6 [7,13,15] 2 12 0.7

[31] [1,2,3,4] [4,6] 1 5 8 2 72 3.0

[49] 1 1 1 [4,6,8] [4,5,7] 4 43 8.6

[144] [1,2,3,4,5] [1,2,8] 1 8 9 [4,15] 13 1.1

[50] [1,2,3,4] 1 4 [4,6] [6,7] 4 60 3.8

[145] [1,2,3] [1,8,15] [7,9] 8 4 4 17 2.8

[146] [1,2,3,4] [1,8] 7 [6,8] 3 16 1 0.3

[54] 1 1 7 8 4 4 36 3.0

[147] [1,2,3] [1,5,8] 9 6 6 [3,4] 3 0.3

[148] [1,2,3,4] [1,8] [2,7] 8 17 16 18 1.3

[149] 1 [1,5] 7 13 [7,9] [4,15] 14 2.0

[68] 7 8 15 8 1 16 55 3.7

[150] 5 2 2 [2,8] 1 4 14 0.8

[151] [1,2,3,4] 1 [4,7] [2,6,8] 1 4 1 1.0

[51] 1 5 7 [4,6] [4,5] 4 39 3.5

[60] [1,2,3,4,5,6] 8 1 11 2 5 11 5.5

[52] [1,2,3,4] [1,8] 1 8 4 4 30 5.0

[53] [1,2,3,4] [1,8] [2,6,7,11] 8 1 [13,15] 19 3.8

[152] 6 7 5 8 1 3 108 3.5

[153] 6 7 [11,12] 8 1 16 6 1.2

[154] 6 [1,7] 1 8 1 16 33 3.0

[155] 6 [2,7] 1 8 1 16 22 2.2

[156] 6 7 [11,12] 8 17 16 3 0.8

[69] 6 7 [2,15] 8 1 [3,16] 55 4.2

[157] 6 7 [12,13] 8 1 [3,16] 40 4.4

[158] 6 7 1 [6,8] 1 16 9 1.3

[41] 6 7 [2,7] 8 3 3 42 3.8

[159] 5 2 [2,5] [3,6] 1 2 15 0.8

[22] [1,2,3,4] [1,10] [2,4,6,7] 1 1 1 68 7.6

[23] [1,2,3,4,5] [1,2,10] [2,4,6,7] 1 1 1 41 4.6

[24] [1,2,3,4,5] [1,2,10] [2,4,6,7] 1 1 1 9 9.0

[32] 1 [1,10] 6 [3,4,6,10] 10 18 5 0.5

[56] [1,2,3,4] [1,8] [4,7] 8 4 4 4 4.0
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III. Orbital Parameter Determination of Single Satellite
Circular Orbits for Regional Coverage Using a Response

Surface Methodology

Abstract

Enhanced terrestrial regional coverage compels the development of a customized

metaheuristic for the selection of a circular repeating ground track orbit for a sin-

gle satellite. A methodical application of designed experiments and response surface

methods guides the design of single satellite orbits to achieve improved regional ob-

servation coverage using repeating ground tracks. Testing compares the performance

of the metaheuristic against the performance of a genetic algorithm approach, a simu-

lated annealing approach, and a particle swarm algorithm approach. The metaheuris-

tic is more computationally efficient than both the genetic algorithm and simulated

annealing approaches, and obtains comparable solution results to the genetic algo-

rithm, simulated annealing, and particle swarm approaches.

3.1 Introduction

Satellite constellations using circular orbits are popular for Earth-focused mis-

sions (e.g., communications, observation). Myriad of satellite constellation design

literature presents approaches to design circular orbit satellite constellations that

rely on predefined geometry frameworks, such as Walker and Polar Orbit constella-

tions [1, 17, 26, 28, 31]. Choo et al. [160] present a comprehensive survey of satellite

constellation design methodologies. Although satellite constellations may be neces-

sary for certain missions, a single satellite may suffice where the region of interest is

small, continuous coverage is not required, or geosynchronous orbits are used. This

yields the question: “What is the best circular orbit for regional coverage if only a
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single satellite is available?”

Related Literature

The satellite constellation design literature presents iterative algorithms and an-

alytical methods to select and evaluate single-satellite, repeating ground track orbits

for a single point of interest on the Earth’s surface [145, 48, 56]. Lee [56] presents

an iterative algorithm to design single-satellite, circular repeating ground track orbits

for discontinuous regional coverage to minimize revisit time to a single point on the

Earth’s surface by identifying self-intersection points of the ground tracks. However,

most missions require regions of interest spanning a surface area greater than a single

point or more than one region on the Earth’s surface (e.g., Global Positioning System,

surveillance, navigation).

Satellite constellation design literature frequently uses metaheuristics capable of

exploring nonlinear objective functions with many local optimal solutions for satellite

constellation design. Paek et al. [57] use a simulated annealing algorithm to design

Walker constellations suitable for altering coverage between regional and global dis-

continuous coverage for agile Earth observations. Chen et al. [161] use a differential

evolution algorithm to reconfigure an existing satellite constellation for a new mission

purpose. Wang et al. [162] design satellite constellations using a hybrid-resampling

particle swarm algorithm that overcomes the drawbacks of the premature convergence

and the long computation times commonly observed of standard particle swarm al-

gorithms. Genetic algorithms [163] commonly select circular satellite orbits for both

discontinuous and continuous regional coverage in both single and multiobjective op-

timization design problems [44, 46, 49, 50, 51].

Although response surface methodology optimizes design performance in many

industries, including engine performance [164], munitions use [165], aircraft wing

design [166], and waste water processing [167], it does not receive much focus in
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satellite constellation design or orbit selection [160]. Response surface methodology

guides optimization using the predicted response information obtained through the

application of design of experiments and regression analysis [168]. Response surface

analysis uses fitted surface information to predict the response of an objective near

the sampled points of the designed experiment, which could benefit satellite orbit

selection processes.

Contributions

This chapter makes the two specific contributions. The first presents a custom

metaheuristic based on sequential linear regression and response surface analysis

to design single-satellite, circular orbits with repeating ground tracks for regional

coverage. Next, an example scenario compares the performance of the metaheuris-

tic against baseline genetic algorithm, simulated annealing, and particle swarm ap-

proaches.

In the remainder of the chapter, Section 3.2 describes the orbital design problem,

its unknown parameters, and the methodology to identify them. Section 3.3 reports

the results of computational testing to compare the proposed metaheuristic with

baseline solution methods. Section 3.4 summarizes insights and identifies extensions

to this research.

3.2 Problem Definition and Solution Methodology

The problem of single-satellite, circular repeating ground track orbit design fo-

cused on maximizing the average observational coverage provided to a region of in-

terest on the Earth’s surface, which is a nonlinear objective function, benefits from

an efficient exploration of the orbital design space.
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3.2.1 Orbital Design Space

A four-tuple, (L,M, i, λinit), represents the design space of single-satellite, circular

repeating ground track orbits. L and M represent the repeating parameters of a

repeating ground track. The repeating parameters L and M indicate that a satellite

uses L orbits to repeat a ground track once every M sidereal days. Often referred

to as an L : M resonance pair, the L and M must be co-prime integers, i.e., their

greatest common factor is 1 [1]. The parameter i represents the orbital inclination

and λinit represents the longitude of the initial ascension across the equatorial plane.

The inherent complexities of such a problem do not lend themselves to a mathe-

matical programming approach; the orbital design decisions do not inform a closed-

form analytic equation for the objective function. However, a simulation can evaluate

any design, so it is necessary to design a solution method that effectively and effi-

ciently explores the design space.

In a computationally exhaustive approach, one could sample the design space with

an appropriate granular mesh. Exploring an instance of the (i, λinit)-space for an

L :M pair, testing to simulate the satellite at a granularity of considering 0.1-degree

increments for i ∈ (0o, 180o) and λinit ∈ [0o, 72o] requires evaluation of 1,298,521

design points for a single replication. Stochastic simulations would require simulating

for an adequate number of replications to attain appropriate variance reduction and

confidence in the estimated coverage.

Figure 11 depicts the results of applying this approach for a single-satellite, circular

repeating ground track orbit for (L,M) = (5, 1) at an elevation angle of 35o with

the objective of maximizing the coverage provided to a discretized represenation of

South Korea. The contours depict the expected average coverage time relative to the

repeat period of the ground track (termed the average proportion of coverage) of the

discretized region.
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Figure 11: Average Proportion of Coverage Provided to a South Korea using a Single
Satellite

The initial testing reveals two insights. First, the response surface is non-convex.

As such, deliberate techniques are necessary to cleverly search the space for locally

optimal design points, and, in turn, identify global optimal design points. Second, this

exhaustive testing approach is not computationally practical. The approximation of

this surface required approximately 18 hours of computational effort on a computer

using an Intel(R) Core(TM) i3-4160 CPU with 16 GB of RAM. Moreover, it may

not be sufficiently granular to identify a global optimal solution. For both of these

reasons, a customized metaheuristic approach may be well-suited to address instances

of this problem.

3.2.2 Customized Metaheuristic

Among the most commonly embraced metaheuristics in the literature are genetic

algorithms [163], simulated annealing [169], and particle swarm optimization [170].

Testing in Section 3.3 will compare these approaches, but the anticipated nature of

49



the design performance surface (e.g., see Figure 11) compels the development of a cus-

tomized metaheuristic. This section details its motivation, structure, and procedural

aspects.

The proposed metaheuristic, termed the Iterative L : M Pair Method, explores

the single-satellite, circular repeating ground track orbit design space by iteratively

considering a pre-defined set of L :M resonance pairs. The metaheuristic iteratively

considers L : M pairs to ensure they remain co-prime integers. For each considered

L :M resonance pair, a methodical application of a designed experiment and response

surface analysis explores the design ranges of factors i and λinit. Algorithm 1 outlines

the Iterative L :M Pair Method.

Algorithm 1 Iterative L :M Pair Method

1: Initialize the set of L :M pairs to explore
2: for Each L :M pair do
3: Define the design space
4: Initialize the design regions
5: while Design regions exist do
6: for Each design region do
7: Create a designed experiment
8: Evaluate the design points
9: Fit and analyze regression models
10: Identify design regions for subsequent iterations

11: Update the best solution found

Line 1 in Algorithm 1 initializes the set of L : M pairs to consider. In Line

3, it defines the design space, which is a hyperrectangle defined by the upper and

lower bounds for each design factor. Line 4 initializes the design regions, which are

subspaces of the design space, within each of which the procedure will exploit the

objective response surface to independently explore the design space. Line 7 uses

designed experiments to sample each design region. This research applies nearly-

orthogonal Latin hypercube designs to sample each design region because they have

good space-filling properties [171]. Additionally, orthogonal designs exhibit less multi-
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collinearity in regression models than non-orthogonal designs, making them favorable

for regression analysis [168]. Line 8 uses simulations to evaluate the objective metric

associated with each of the sampled design points. Lines 9 and 10 respectively ana-

lyze the responses in each of the design regions and, leveraging those derived insights,

creates new design regions to further explore the design space. This process contin-

ues until termination, after which outputs the design point corresponding to the best

objective metric value found in the search process. The processes for initializing and

analyzing the design regions merits elaboration.

Initialize the Design Regions (Line 4, Algorithm 1)

Initialization creates the first set of design regions used to explore the design space.

The particular initialization approach used in this chapter applies the following steps.

First, the procedure creates a temporary design region, RTemp, equal to the design

space, D , and samples design points from the region using an appropriate space

covering design. If none of the design points correspond to an objective function

value greater than a specified initialization threshold, δ, the procedure divides RTemp

into 2N equally-sized temporary design regions, where N represents the number of

design factors, and the process repeats.

Lemma 1: For a single-satellite, circular repeating ground track orbit with a given

L : M pair, a feasible region D ≡ {(i, λinit) : iLB ≤ i ≤ iUB, λLBinit ≤ λinit ≤ λUB
init},

and a response function f : (i, λinit) → R, if ∃(̄i, λ̄init) ∈ D : f((̄i, λ̄init) > δ for some

user-defined δ ∈ R, the aforementioned, iterative partition and (sub)region sampling

procedure will identify (̄i, λ̄init).

Proof : Let D ≡ {(i, λinit) : iLB ≤ i ≤ iUB, λLBinit ≤ λinit ≤ λUB
init}, f : (i, λinit) → R,

and δ ∈ R. Clearly, D is a closed convex set. Let (D , d) define a metric space, with

d : D × D → R. Suppose ∃(̄i, λ̄init) ∈ D ∋ f((̄i, λ̄init)) > δ.

If iLB = iUB = ī and λLBinit = λUB
init = λ̄init, then D ≡ {(i, λinit) : ī ≤ i ≤ ī, λ̄init ≤
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λinit ≤ λ̄init}. Therefore, D = {(̄i, λ̄init)} and (is, λs) = (̄i, λ̄init) for any sampled

(is, λs) ∈ D .

Suppose iLB < iUB or λLBinit < λUB
init (i.e., D is not a singleton). Let {Q1, Q2, ...}

be a countably infinite set of closed and convex subsets of D such that Q1 = D ,

Qk+1 ⊂ Qk ∀k ∈ N, and (̄i, λ̄init) ∈ Qk ∀k ∈ N. Let V k
(̄i,λ̄init)

≡ {d((i, λ), (̄i, λ̄init)) :

(i, λ) ∈ Qk}. Since Qk+1 ⊂ Qk ∀k ∈ N, then V k+1
(̄i,λ̄init)

⊂ V k
(̄i,λ̄init)

∀k ∈ N, thus,

sup(V k+1
(̄i,λ̄init)

) ≤ sup(V k
(̄i,λ̄init)

) ∀k ∈ N. Let {(ik, λk)} be a sequence of samples in (D , d)

where (ik, λk) ∈ Qk ∀k ∈ N and d((ik, λk), (̄i, λ̄init)) ∈ V k
(̄i,λ̄init)

∀k ∈ N. Therefore,

since {Q1, Q2, ...} is a set of closed and convex subsets of D with Qk+1 ⊂ Qk ∀k ∈ N

and (̄i, λ̄init) ∈ Qk ∀k ∈ N, and sup(V k+1
(̄i,λ̄init)

) ≤ sup(V k
(̄i,λ̄init)

) ∀k ∈ N, then ∃N ∈ Z

and ε > 0 such that d((in, λn), (̄i, λ̄init)) < ε ∀n ≥ N . Therefore, {(ik, λk)} converges

towards (̄i, λ̄init). □

Given the result of Lemma 1 and the need to bound the computational effort for

Algorithm 1, the iterative evaluation and subdivision within the initialization proce-

dure is subject to two termination criteria for initialization: (1) at least one design

point in any of the design regions within an iteration corresponds to an objective

function value greater than a specified initialization threshold, or (2) the number of

initialization iterations exceeds a user defined number. In the former case, all tem-

porary design (sub)regions containing at least one design point corresponding to an

objective function value greater than the specified initialization threshold become the

initial design region(s) used to explore the design space.

Design and Conduct an Experiment (Lines 7 & 8, Algorithm 1)

Analyzing each design region separately obtains new design regions for sequential

iterations. The following steps obtain the data necessary to analyze each region.

First, nearly-orthogonal Latin hypercube designs sufficient for fitting second-order

response surface models sample design points from each design region. Deterministic
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simulations that model the orbit of a satellite throughout the period of its repeating

ground track evaluate the sampled design points according to an objective function

of coverage provided by a satellite to a region of interest.

Fit and Analyze Regression Models (Line 9, Algorithm 1)

Next, linear regression generates a response surface on response data transformed

using a Box-Cox [172] transformation. A Box-Cox transformation addresses vio-

lations to the assumption of normality in the response variable required for linear

regression. Analysis yields two regression models: a main effects model and a second

order response surface model. The main effects model captures information about

the general improving direction of the design region. A second order response sur-

face model captures important information about the improving directions of design

regions within the eigenvalues and eigenvectors associated with the fitted surface.

Equation (2) shows a representation of the second order response surface model [168].

The variables ŷ, x, b0, and b represent the predicted response, the vector of factors,

the intercept, and the regression coefficients of the model, respectively. Equation (3)

defines B [168].

ŷ = b0 + x′b+ x′Bx (2)

B =



b11 b12/2 ... b1N/2

b12/2 b22 ... b2N/2

...
. . .

...

sym. bNN


(3)

The stationary point, eigenvectors, and eigenvalues of the fitted second order

response surface determine the approach used to select new design regions for subse-

quent iterations. Equation (4) calculates the stationary point, xs, and solving Equa-

tion (5) finds the normalized eigenvectors, V , and the corresponding eigenvalues, Λ,

of the fitted second order response surface model [168].
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xs = −1

2
B−1b (4)

V ′BV = Λ (5)

The eigenvectors (i.e., the columns of V ) identify the characteristic directions of

the response surface, and the eigenvalues (i.e., the diagonal entries of Λ) identify

the increasing or decreasing behavior along their corresponding eigenvectors [168]. If

all of the eigenvalues are positive, the stationary point is the minimum point of the

fitted response surface. If all of the eigenvalues are negative, the stationary point

is the maximum point of the fitted surface. Finally, if the eigenvalues are of mixed

signs, the stationary point is a saddle point [168]. The following sections address the

applications of these cases to creating new design regions.

Identify Design Regions for Subsequent Iterations (Line 10, Algorithm 1)

Anytime the incumbent solution updates (i.e., a new best solution is found), a new

design region explores in the surrounding subregion of this new incumbent solution

in the subsequent iteration. Regardless of the updates to the incumbent solution,

response surface analysis conducted on each design region informs the creation of

new design regions for subsequent iterations.

Figure 12 shows a flowchart of creating new design regions for subsequent itera-

tions using the fitted response surface information of a current design region Dcurrent.

The specific method that creates new design regions depends on the location of the

stationary point, xs, the respective positive and negative signs of the diagonal ele-

ments of the eigenvalue matrix, Λ, and the moveability of the current design region.

Let a design region be termed moveable if all of the boundary lengths of the current

design region are smaller than a proportion, rmax ∈ [0, 1], of their respective overall

design space boundary lengths and unmoveable if any of the boundary lengths of the

current design region are greater than a proportion, rmax, of its respective overall
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design space boundary length. For example, suppose that a design region has two

boundary lengths a and b. Let A and B be the boundary lengths of the design space

being explored that correspond to the factors associated with a and b, respectively.

Then if either a > Armax or b > Brmax, then at least one of the boundary lengths of

the design region is greater than a proportion, rmax, of their respective design space

boundary length. The following paragraphs elaborate on the several methods used to

create new design regions for subsequent iterations.

Start Fitted surface

xs ∈ Dcurrent?diag(Λ) < 0 Moveable?

Method 1

Method 2

Filter New Regions

Output New RegionsFinish

diag(Λ) < 0

Method 3

Method 5

diag(Λ) < 0

Method 4

diag(Λ) > 0

Method 6

Method 7

Yes No

Yes
No

No

Yes
No

Yes

Yes

No

Yes No

Figure 12: Flowchart of Identify Design Regions for Subsequent Iterations (Line 10,
Algorithm 1)

Method 1: When the stationary point indicates a local maximum within the

current design region, a new region explores near the predicted maximum by creating

a scaled version of the current design region centered about the stationary point. A

shrink proportion parameter, γscale ∈ (0, 1), scales each edge of the design region

to obtain the edge lengths of the new design region. Note that the new region can

include areas outside of the current analyzed design region.
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Method 2: The current design region divides into new design regions when the

stationary point is either a saddle point or a local minimum within the design region.

New design regions are selected by partitioning the current design region into poten-

tially new design subregions and then selecting the potentially new design subregions

corresponding to improving directions of the fitted response surface. The stationary

point determines where the design region will be divided; the stationary point be-

comes a corner of each potentially new design region. A tunable parameter, θmax,

determines which of the potentially new design regions become new design regions

for the following iteration. Let uregion ∈ {−1, 1}N represent a vector identifying each

potentially new design region. These vectors correspond to the direction from the

stationary point into the respective potentially new design region such that the min-

imum angle between any of the closest boundaries is maximized. Let vpos ∈ Vpos

represent an eigenvector of the fitted surface corresponding to a positive eigenvalue

and uregion represents the vector corresponding to a potentially new design region.

The next iteration of design regions include any of the potentially new design regions

that satisfy either of the following conditions for any of the eigenvectors associated

with positive eigenvalues.

cos−1

(
uregion · vpos

||uregion||||vpos||

)
≤ θmax or cos−1

(
uregion · −vpos

||uregion|||| − vpos||

)
≤ θmax

Multiple methods use a single direction vector, g, to produce a new design region

when the stationary point of the fitted second order response surface model lies outside

of the design region. The specific approach and direction vector used depends on the

characteristics of the fitted second order surface as well as the size of the current

design region. However, all of the approaches using a single direction vector to create

a new design region rely on two actions termed directional compression and directional

shifting.

56



Directional compression shrinks a current design region into a new smaller de-

sign region along a single direction vector, g. Directional compression occurs in the

following steps. First, the procedure determines the center point of the new design

region. Equation (6) defines the range of potential values for the ith factor of the new

center point. Ci represents the value of the ith factor of the center point of the cur-

rent design region. Ri represents the center point values of factor i in the new region

and gi represents the direction vector value corresponding to factor i. Hi represents

the half-length of the boundary corresponding to the ith factor in the current design

region. The scaling parameter, γscale ∈ (0, 1), shrinks the size of the design region.

Ci − (1− γscale)
gi
||g||

Hi ≤ Ri ≤ Ci + (1− γscale)
gi
||g||

Hi (6)

The center point of the new design region becomes the intersection of the artificial

boundary formed by the union of all the factor ranges defined by Equation (6) and

the direction vector, g, anchored at the center of the current design region. The

new design region becomes the largest design region that remains both a subset of

the current design region and is symmetric about the newly identified center point.

Figure 13 show an example of producing a new design region from a current design

region using directional compression.

Figure 13: Compression of a Design Region

The outer black box represents the current design region. The center blue dot

represents the center of the current design region. The inner-center green box repre-
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sents the set of possible locations at which the center of the new design region can

exist. The black arrow represents the direction vector. The upper red dot represents

the center of the new design region. The red dashed lines represent the half-widths

used to define the size of the new design region, and the upper red box represents the

new design region.

Directional shifting creates a new design region from a current design region by

simply shifting the current design region into a new position in the design space along

a direction vector, g. The size of the new design region matches the current design

region. Equation (7) determines the new position of the center point of the new

design region.

Cnew = Ccurrent + dborderv + αstep
Hf

vf
v (7)

The parameter f represents the factor corresponding to the border of the current

design region that the direction vector stemming from the center of the current design

region would first intersect. Cnew represents the center of the new design region.

Ccurrent represents the center of the current design region. Hf represents the half-

width of the design region corresponding to factor f . The vector v is the unit vector

along the direction vector and vf is the element of v corresponding to factor f . The

parameter dborder represents the distance of the center point of the current design

region along the direction vector to the border of the design region. The step size

parameter, αstep ∈ (−1, 1], determines the distance that the region shifts.

Method 3: If the stationary point of the fitted second order response surface

indicates a local maximum exists outside of an unmoveable design region, then di-

rection compression creates the new design region using a direction vector defined by

Equation (8). Ccurrent represents the center point of the current design region.

g = xs − Ccurrent (8)
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Method 4: If the stationary point indicates a local maximum existing outside of

a moveable design region, then directional shifting creates the new design region also

using a direction vector defined by Equation (8).

Method 5: If the stationary point indicates either a local minimum or a saddle

point existing outside of an unmoveable design region, then directional compression

creates the new design region using a direction vector defined by the gradient of a

fitted main effects model.

Method 6: If the stationary point indicates a local minimum exists outside of a

moveable design region, then directional shifting creates the new design region using

a direction vector defined by the gradient of a fitted main effects model.

Method 7: If the stationary point indicates that a saddle point exists outside

of a moveable design region, then the following steps obtain the new design region.

First, the procedure identifies the eigenvector, vmp, corresponding to the most positive

eigenvalue. Then, Equation (9) identifies the point, xtemp, along the direction of this

eigenvector anchored about the stationary point that is a minimum distance from the

current design region’s center point, xc.

xtemp = xs +
v′mpxc − v′mpxs

v′mpvmp

vmp (9)

If xtemp lies outside of the design region, directional shifting uses the gradient of

the main effects model to shift the design region. However, if xtemp lies within the

current design region, then the current design region compresses along the direction

xtemp−xc and re-centers around xtemp. Direction shifting then shifts this compressed

region along the direction vector defined by Equation (10).

g =

v′mpxc−v′mpxs

v′mpvmp
vmp

||v
′
mpxc−v′mpxs

v′mpvmp
vmp||

(10)
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Finally, the edge lengths of the design region expand to match the original edge

lengths of the design region. This process allows the design region to shift about the

increasing direction of a ridge that passes through the current design region.

Filter New Regions: Design regions may terminate prior to beginning the next

iteration. Termination of design regions can occur under several scenarios. A de-

sign region terminates when it appears to be converging to a local maximum, when

the movement of the design region and size of the design regions are below specified

thresholds. Termination of a design region also occurs when the best objective func-

tion value associated with its sampled design points is less than a proportion of the

lowest objective function values associated with the design points of any other design

region in the current iteration. A design region also terminates if the largest objec-

tive function value associated with its sampled design points is less than a proportion

of the best objective function value found from a sample design point found in any

iteration of the search method. A design region also terminates if it samples the same

location of the design space as a smaller design region being considered in the same

iteration.

3.3 Computational Results

The following example uses Algorithm 1, a genetic algorithm, a simulated an-

nealing approach, and a particle swarm algorithm approach to find circular repeating

ground track orbits for a single satellite to provide coverage to a region of interest.

This example randomly selects a discretized representation of New Zealand as the

region of interest. The goal is to find an orbit that maximizes the average proportion

of coverage provided by a single satellite to the region of interest over the repeat

period of the ground track. Simulations use Equation (11) to determine the average

proportion of coverage provided to the region of interest, where CAvg, P , t
covered
p , and
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tperiod is the average proportion of coverage, the number of discretized points repre-

senting the region of interest, the total duration of coverage provided to point p of

the discretized region of interest, and the period length of the repeating ground track,

respectively.

CAvg =

∑P
p=1 t

covered
p

tperiodP
(11)

A satellite covers a point of interest when the satellite is above a specified elevation

angle above the horizon tangent to the point of interest on a spherical Earth. The

elevation angle is set to 35o. The set of considered L : M resonance pairs restricts

repeating ground tracks to a maximum repetition period of M = 5 sidereal days

and orbits to semi-major axis values between 6,500 km - 7,500 km to investigate

low Earth orbit. The inclination ranges from i ∈ (0o, 180o) and the longitude of the

initial ascension across the equatorial plane ranges from λinit ∈ [0o, 360o/L) for each

considered L :M resonance pair.

A nearly-orthogonal Latin hypercube design [171] used 17-design points and 33-

design points to sample the design regions of Algorithm 1. Algorithm 1 uses random

combinations of search parameters within the ranges identified in Table 8. Section 3.2

discusses each of the search parameters. With regard to initialization of design re-

gions in Line 4 of Algorithm 1, the maximum number of initialization iterations is

3; however, Algorithm 1 managed to initialize design regions for each design space

explored prior to reaching this iteration limit.
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Table 8: Ranges of Search Method Parameters Explored - Implemenation 1 and 2

Parameter Symbol Range

Shrink Proportion γscale [0.5, 0.975]

Step Size αstep [-0.75, 1]

Step Size Criterion rmax [0.1, 0.5]

Minimum Size dmin [0.07, 0.25]

Convergence Threshold ε [0, 0.01]

Convergence Criterion Size rconv [0, 0.25]

Maximum Angle θmax [45o, 90o]

Dominated Region Buffer ψd [0, 0.5]

Dominated Region Size Criterion sψ [0, 0.65]

Top Buffer ψtop [0, 0.5]

Top Size Criterion stop [0, 0.65]

Redundancy Proportion sred [0, 1]

This example compares the computational performance of the Iterative L :M Pair

method (RSM) in searching the design space for a single-satellite circular repeating

ground track against a genetic algorithm (GA) approach, a simulated annealing (SA)

approach, and a particle swarm (PSO) algorithm approach. MATLAB [173] provided

the genetic algorithm, simulated annealing, and particle swarm algorithms. The

metaheuristics used the parameter settings recommended in the MATLAB documen-

tation (see [173]), except for reducing the maximum number of iterations without

improvement prior to termination to 10 iterations for both the genetic algorithm

and particle swarm, and limiting the maximum number of samples to 5000 for the

simulated annealing algorithm for each design space explored. These user-defined

metaheuristic parameters were tuned to reduce the computational costs associated

with each metaheuristic, while maintaining their ability to find good solutions.
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Table 9 summarizes the performance results of each of the explored metaheuristics,

focusing on the objective function values of the identified solutions, and the compu-

tational time required by each search method. Each metaheuristic is implemented 10

times to obtain a distribution of results; a sample size of 10 for each search method

ensured the experiment completed in one week using a computer with an AMD Ryzen

9 9500X processor with 32 GB of RAM. Table 9 reports statistics of each sample,

specifically the maximum values in the first row, the averages in the second row, the

minimum values in the third row, and the standard deviations in the last row.

Table 9: Summary of Results, Semi-Major Axis Range = [6500 km, 7500 km], Eleva-
tion Angle = 35 deg.

Avg. Proportion of Coverage Computation Time (min)

Method

RSM
(17 design
points per
region)

RSM
(33 design
points per
region)

GA SA PSO

RSM
(17 design
points per
region)

RSM
(33 design
points per
region)

GA SA PSO

max. 0.0180709 0.0180714 0.0180760 0.0180737 0.0180764 112.4 78.8 99.2 161.6 53.1
avg. 0.0180378 0.0180662 0.0180710 0.0180661 0.0180644 49.7 46.7 86.3 151.4 49.2
min. 0.0179397 0.0180604 0.0180545 0.0180545 0.0180242 24.1 25.1 78.9 135.6 43.0

std. dev. 0.0000366 0.0000043 0.0000085 0.0000071 0.0000196 29.7 16.1 6.8 9.1 3.0

The maximum objective function values obtained by the genetic algorithm, simu-

lated annealing, and particle swarm algorithm of approximately 0.0180760, 0.0180737,

and 0.0180764, respectively, were greater than the maximum objective function values

obtained by Algorithm 1 using 17 design points and by Algorithm 1 using 33 design

points of approximately 0.0180709 and 0.0180714, respectively. The genetic algorithm

has the largest average objective function value of approximately 0.0180710, followed

by Algorithm 1 using 33 design points, the simulated annealing algorithm, the parti-

cle swarm algorithm, and Algorithm 1 using 17 design points with average objective

function values of approximately 0.0180662, 0.0180661, 0.0180644, and 0.0180378, re-

spectively. Algorithm 1 using 17 design points also found the worst solution with an

objective function value of approximately 0.0179397, followed by the particle swarm

algorithm with an objective function value of approximately 0.0180242. However,
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it is noteworthy to mention that this worst objective function value found of ap-

proximately 0.0179397 is within 0.76% of the best objective function value found by

the particle swarm algorithm of approximately 0.0180764, suggesting only a mod-

est practical difference between the average objective function value performance of

Algorithm 1 using 17 design points and the other metaheuristics. The range of the

objective function values obtained were largest in Algorithm 1 using 17 design points

followed by the particle swarm algorithm, and smallest in Algorithm 1 using 33 design

points.

The computation time required by Algorithm 1 using 17 design points has the

largest range from approximately 24.1 minutes to approximately 112.4 minutes. Al-

gorithm 1 using 33 design points has the second largest computational time range

from approximately 25.1 minutes to approximately 78.8 minutes. Next is the sim-

ulated annealing algorithm with a computation time range of approximately 135.6

minutes to 161.6 minutes, and the genetic algorithm with a computation time range

of approximately 78.9 minutes to approximately 99.2 minutes. The particle swarm al-

gorithm has the smallest computational time range of approximately 43.0 minutes to

approximately 53.1 minutes. Particle swarm optimization has the smallest standard

deviation in computation time of approximately 3.0 minutes and Algorithm 1 using

17 design points has the largest standard deviation in computation time of approx-

imately 29.7 minutes. Therefore, the particle swarm approach has more predictable

computational costs than Algorithm 1. Algorithm 1 using 33 design points has the

smallest average computation time of approximately 46.7 minutes, closely followed by

the particle swarm algorithm and Algorithm 1 using 17 design points with averages

of approximately 49.2 minutes and 49.7 minutes, respectively. The genetic algorithm

and simulated annealing algorithms appear to have larger average computation times

of approximately 86.3 minutes and 151.4 minutes, respectively.
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Conclusions regarding the average differences between the performance of the

metaheuristics require appropriate testing for significance. Tables 10 and 11 report

both the test statistics and the statistical significance of the pair-wise comparisons

of the average objective function values and average computation times used by each

metaheuristic, respectively, using an α = 0.05. The pair-wise comparison of the

average performance of the metaheuristics are evaluated using the Tukey method

[174]. This analysis uses the Tukey method since all sample sizes are equal and it

controls the overall error rate [175].

Table 10: Average Proportion of Coverage - Absolute Difference in Method Averages
- Tukey Multiple Comparison Test for Significance

TTest

RSM
(33 design points per

region)
GA SA PSO

RSM
(17 design points per

region)
0.0000283*< 0.0000331*< 0.0000282*< 0.0000266*<

RSM
(33 design points per

region)
- 0.0000048 0.0000001 0.0000017

GA - - 0.0000049 0.0000065
SA - - - 0.0000016

α = 0.05.
Critical Value: Tcrit = 0.0000246.
*Significance (Ttest > Tcrit)
<: Row average is less than column average
>: Row average is greater than column average

Table 11: Computation Time (min) - Absolute Difference in Method Averages, Tukey
Multiple Comparison Test for Significance

TTest
RSM

(33 design points per region)
GA SA PSO

RSM
(17 design points per region)

2.95 36.65*< 101.78*< 0.50

RSM
(33 design points per region)

- 39.60*< 104.73*< 2.44

GA - - 65.13*< 37.16*>
SA - - - 102.28*>

α = 0.05.
Critical Value: Tcrit = 20.33
*Significance (Ttest > Tcrit)
<: Row average is less than column average
>: Row average is greater than column average
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No significant difference exists between the average objective function values ob-

tained by Algorithm 1 using 33 design points, the genetic algorithm, the simulated

annealing algorithm, and the particle swarm algorithm. The average objective func-

tion values of Algorithm 1 using 17 design points is significantly less than the averages

of all of the other metaheuristics. The significant difference in the average objective

function values obtained by Algorithm 1 using 17 and 33 design points demonstrates

the benefit of increased sampling density when using designed experiments. Overall,

Algorithm 1 using 33 design points, the genetic algorithm, the simulated annealing al-

gorithm, and the particle swarm algorithm all performed similarly in terms of solution

quality.

The differences in the average computation time between each pair of Algorithm 1

using 17 design points, Algorithm 1 using 33 design points, and particle swarm algo-

rithm are insignificant. The average computation time associated with the genetic al-

gorithm is significantly greater than the average computation time of the Algorithm 1

using both 17 and 33 design points, as well as the particle swarm algorithm. The

average computation time associated with the simulated annealing algorithm is signif-

icantly greater than all of the other metaheuristics. Although the simulated annealing

algorithm has significantly greater computation time than the other metaheuristics,

its maximum computatation time of approximately 161.6 minutes is acceptable for

single satellite orbit selection. Therefore, although there are significant differences

in computation time between the metaheuristics, all have acceptable computation

times.

Visualizing the relative performance of each metaheuristic benefits observations

beyond statistical testing. Figure 14 depicts the computation time required by each

metaheuristic against the corresponding objective function value associated with the

solution found. The shape and color of each data point identifies the respective
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metaheuristic. The dashed red line represents the best objective function value found

by any of the metaheuristics.

Figure 14: Average Proportion of Coverage vs Computation Time, Semi-Major Axis
= [6500 km, 7500 km], Elevation Angle = 35 deg.

Despite statistical insignificance, it visually appears in Figure 14 that the Algo-

rithm 1 implementations struggle to achieve the same solution density in the prox-

imity of the best objective function value found as the particle swarm and genetic

algorithms. This result may suggest that Algorithm 1 serves a better purpose of

quickly reaching a region near a local optimal solution prior to the implementation

of a second algorithm more suited for solution refinement.

Overall, both Algorithm 1 implementations have better computational efficiency

than both the genetic algorithm and simulated annealing approaches and similar

computational efficiency as the particle swarm approach. Similarly, Algorithm 1 using

an adequate sampling density achieves comparable objective function values to the

genetic algorithm, simulated annealing algorithm, and the particle swarm algorithm.

Therefore, satellite constellation design methods may benefit from a response surface
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methodology approach to guide the initial search through the design space prior to

using other search methods.

3.4 Conclusions and Recommendations

This chapter presents a customized metaheuristic that applies designed experi-

ments and response surface methods to design circular repeating ground track orbits

for regional coverage, and compares this solution technique to a genetic algorithm, a

simulated annealing algorithm, and a particle swarm algorithm, commonly used meta-

heuristic approaches in the literature. The objective functions associated with the

performance of satellite orbits tend to be non-convex, warranting the need to develop

reliable search methods. Combining information from multiple local response surface

approximations of a non-convex objective function could provide promising predic-

tions about the potential location(s) of global optimal solutions. The customized

metaheuristic’s use of predicted response information provides insights into the ben-

efit of response surface methodology in the design of satellite orbits with non-convex

objective functions. The customized metaheuristic is significantly more computation-

ally efficient than the genetic algorithm and simulated annealing approaches, and

achieves comparable quality solutions as each of the baseline metaheuristics on the

instances examined. As a result, response surface analysis techniques can play an

important role in satellite orbit design methodologies that must explore non-convex

objective functions.

Future research will adjust the customized metaheuristc to expand its capability

to explore both circular and elliptical orbits. Additionally, future research should

examine the application of response surface analysis to satellite constellation design.
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IV. Optimal Repeat Parameter Selection for Modifying
Orbits from Non-Repeating into Repeating Ground Track

Orbits

Abstract

Satellites following orbits with repeating ground tracks periodically have coverage

that visits the same regions of the Earth’s surface, a beneficial trait. The satellite

constellation design literature presents many design approaches to identify suitable

orbital parameters to achieve these repeating ground tracks; however, some methods

search the broader, continuous parameter space yielding parameter estimates that do

not yield the desired repeating ground tracks. Additionally, existing repeating ground

track satellite orbits may become perturbed also yielding non-repeating ground tracks.

From the perspective of observing regions of persistent and enduring interest, it is

both relevant and important to identify the best repeating ground track orbit as a

reference to modify an existing non-repeating ground track orbit, a problem thus

far receiving scant attention within the published literature. This chapter proposes

and demonstrates a simple yet elegant procedure to transform non-repeating ground

tracks into repeating ground tracks via geometric adjustment minimization. The

procedure is both computationally efficient and avoids the need for simulations.

4.1 Introduction

Repeating ground track orbits benefit missions requiring repetitive and consistent

satellite passages over a region of interest. Choo et al. [160] present a thorough

survey of satellite constellation design approaches, many of which consider repeating

ground tracks. Such approaches frequently focus on the conditions [142, 148], the

design [134, 18, 56, 48, 145], and the maintenance [146] of repeating ground track

orbits.
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Repeating ground track orbit design and maintenance methods focus on varying

levels of perturbations caused by environmental factors. Vtipil and Newman [55]

present an efficient method for determining the semi-major axis for both circular and

elliptical orbits to meet repeating ground track conditions, considering perturbations

due to the non-spherical shape of the Earth. Aorpimai and Palmer [176] derive an

analytical solution for the conditions required to achieve a repeating ground track

orbit, given higher order geopotential harmonics. Fu et al. [177] present design and

orbital maintenance methods for repeating ground track orbits in low Earth orbit,

considering perturbation forces both due to the non-spherical shape of the Earth and

atmospheric drag. Low et al. [178] present an efficient numerical method for designing

a reference trajectory for the maintenance of repeating ground track orbits with low

inclinations at low Earth orbit.

It may be necessary to adjust the parameters of an orbit once its ground track

no longer possess the desired repeating behavior. The literature presents such orbital

adjustment methods to modify an orbit not currently meeting repeat requirements

into the desired repeating ground track orbit. Pu et al. [179] use a genetic algorithm

to minimize the fuel consumption required to adjust the trajectory of a satellite to

redesign its orbit into a desired repeating ground track orbit. Ju et al. [180] present

a method to quickly redesign an orbit into a desired repeating ground track orbit in

low Earth orbit using dimensionality reduction and decoupling optimization.

Although these orbital design methods are capable of identifying the appropriate

orbital parameters for repeating ground tracks, and these orbital adjustment methods

are capable of correcting non-repeating ground track orbits into repeating ground

track orbits, these methods require a priori selection of the repeat parameters of

the desired repeating ground track. A method capable of identifying the best repeat

parameters to modify a non-repeating ground track orbit into a repeating ground track
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orbit would benefit orbital correction methods as well as orbit design methods. This

chapter proposes an approach to transform non-repeating ground tracks into repeating

ground tracks for design methods when the parameters of the desired repeating ground

track are not selected a priori.

This research makes two contributions to the satellite orbit design literature. First,

it presents an elegant method to identify the best parameters for modifying a non-

repeating ground track into a repeating ground track. Second, it proposes a metric

to compare the similarities between two ground tracks. As supporting evidence of

these contributions, this work illustrates the first contribution via several example or-

bital transformations, and it examines the outcomes within the context of the second

contribution.

The remainder of the chapter is organized as follows. Section 4.2 presents the

method for determining appropriate repeat parameters for modifying an orbit and

the metric for comparing two ground tracks. Section 4.3 demonstrates the utility of

the methods using several examples, and Section 4.4 provides concluding remarks.

4.2 Methodology

It may be necessary to modify an existing non-repeating ground track orbit into

a repeating ground track orbit. Modifying the current orbit to have an arbitrarily

selected repeating ground track may be sub-optimal as its new ground track may not

closely resemble its original ground track. This section presents a method to identify

the repeating ground track that most resembles the ground track of the current non-

repeating ground track orbit.

Comparing Ground Track Similarity

The average angular separation quantifies the similarity between two ground

tracks. Evaluating Equation (12) finds the average angular separation, θavg, between
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two ground tracks over a specified period, T . The symbols s1(t) and s2(t) represent

the subsatellite positions in Euclidean coordinates of satellites following the two or-

bits being compared at time t. Note that the initial positions of the satellites should

be the same to properly compare two ground tracks, (i.e., s1(0) = s2(0)).

θavg =
1

T

∫ T

t=0

cos−1

(
s1(t) · s2(t)

||s1(t)||||s2(t)||

)
dt (12)

Evaluating Equation (13) provides a useful approximation of the average angular

separation between two ground tracks. The parametersD and td represent the number

of discretized time points and the time associated with the dth discretized time point,

respectively.

θ̂avg =
1

D

D∑
d=1

cos−1

(
s1(td) · s2(td)

||s1(td)||||s2(td)||

)
(13)

The average angular separation remains in the range [0, π]. The two ground

tracks being compared are identical when the average angular separation equals 0.

The two ground tracks are opposite of one another (i.e., two satellites following the

ground tracks would remain on opposite sides of the Earth) when the average angular

separation equals π. Lastly, the two ground tracks are orthogonal on average when

the average angular separation is π/2. Therefore, ground tracks with smaller average

angular separation are more similar than ground tracks with larger average angular

separation.

Ideally, directly minimizing Equation (12) would identify the repeating ground

track most resembling the ground track of the current orbit. Unfortunately, a meta-

heuristic may be required to manage both the nonlinearity of Equation (12) and the

requirement of a repeating ground track. Additionally, the iterative nature of the

methods capable of identifying orbital parameters associated with repeating ground

tracks [142, 140, 180, 39] makes direct use of Equation (12) even more challenging.

Simulations can be utilized to approximate Equation (12) using Equation (13); how-
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ever, such simulations may be too computationally expensive to evaluate each possible

repeating ground track. An alternative metric capable of identifying the repeating

ground track that most resembles the ground track of the current orbit with less com-

putation expense than simulations would benefit the repeating ground track selection

process.

Alternative Metric for the Repeating Ground Track Selection Process

The L:M resonance pair defines the repeat parameters of a repeating ground track.

The L:M resonance pair identifies the number of orbits a satellite takes (L) as well

as the number of sidereal days required to repeat a repeating ground track (M). A

satellite following a repeating ground track having a particular L:M resonance pair

will complete the track using L orbits in M sidereal days. L and M must be co-prime

integers to yield a repeating ground track (i.e., the greatest common divisor of L and

M is 1) [1].

Modifying an existing non-repeating ground track orbit into a repeating ground

track orbit requires the selection of an L:M resonance pair. This section sets forth

the process to identify such repeat parameters when the desired L:M resonance pair

is unknown. The repeat parameters for a repeating ground track should yield an out-

come that closely resembles the non-repeating ground track for which it substitutes.

The process of identifying this optimal L:M resonance pair occurs via the following

four steps. First, the process determines the draconitic period, Td, the amount of

time between two passages of the ascending node of an orbit [181]. Equations (14)

to (17) identify the draconitic period for an orbit, considering perturbed motion due

to a non-spherical Earth [181]. The parameters J2, a, e, i, Ω, ω, µ, and R represent

the zonal harmonic coefficient due to Earth’s oblateness, the semi-major axis, the

eccentricity, the inclination, the right ascension of the ascending node, argument of

perigee, the gravitational constant of the Earth, and the radius of the Earth, respec-
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tively. Additionally, n represents the mean motion of the orbit, ∆n represents the

variation in mean motion, To represents the orbital period in Keplarian motion, and

ω̇ represents the apsidal precession rate.

Td =

(
1−∆n/n

1 + ω̇/n

)
To (14)

To = 2π

√
a

µ
(15)

∆n

n
= J2

(
R

a(1− e2)

)2√
1− e2

3

4
(2− 3sin2(i))

(
1 + J2

(
R

a(1− e2)

)2
1

8[
10 + 5e2 + 8

√
1− e2 −

(
65

6
− 25

12
e2 + 12

√
1− e2

)
sin2(i)

]) (16)

ω̇

n
= J2

(
R

a(1− e2)

)2(
3− 15

4
sin2(i)

)
(17)

Second, the process finds the equatorial shift of the ascending node, ∆λE, of

the sub-satellite point after each orbit relative to the surface of the Earth. Solving

Equations (18) and (19) finds the equatorial shift of the ascending node after a single

orbit under J2 perturbations [181]. The term Ω̇T represents angular rotation rate of

the Earth about its poles and Ω̇ represents the nodal precession rate of the orbit.

∆λE = −
(
Ω̇T − Ω̇

)
Td (18)

Ω̇ = J2

(
R

a(1− e2)

)2

cos(i)

(
−3

2

)√
µ

a3
(19)

Third, Equation (20) identifies the ratio, ρshift, between the number of ∆λE and

one complete rotation of 360o. The ratio ρshift can be interpreted as the number of

orbits required for the ascending node to complete one complete rotation about the

equator relative to the surface of the Earth.
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ρshift =
360o

|∆λE|
(20)

Finally, the process uses ρshift to identify an appropriate L:M resonance pair to

modify the non-repeating ground track orbit into a repeating ground track orbit using

the following two steps. First, the process defines the set of potential L:M resonance

pairs that satisfy the following requirements: (1) the orbits associated with the L:M

pairs have semi-major axis values within a specified range, arange ∈ [amin, amax]; (2)

the period remains within a desired limit, Mmax sidereal days; and (3) L and M are

co-prime integers. Let the function f(L,M) map an L:M pair to the semi-major axis

value of its corresponding repeating ground track orbit, and the function g(a, b) map

two numbers, a, b ∈ R, to their greatest common divisor. Second, the process solves

the following mathematical program to identify an appropriate L:M resonance pair.

min |Mρshift − L| (21)

s.t. M ≤Mmax, (22)

f(L,M) ∈ arange, (23)

g(L,M) = 1, (24)

L,M ∈ Z+ (25)

In Equation (21), the mathematical program minimizes the absolute difference

between the number of orbits to complete a repeating ground track and the number

of orbits of the non-repeating ground track over the period of the repeating ground

track. Constraint (22) ensures the selected period duration, M, satisfies the limit on

the period duration. Constraint (23) requires the semi-major axis associated with the

selected L:M pair remains within the specified semi-major axis range. Constraints (24)

and (25) require that the selected L:M pair be co-prime positive integers. Enumeration
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rapidly identifies the optimal L:M pair for the mathematical program.

Two very important caveats exist regarding the semi-major axis range of the

repeating ground track orbits. First, the lower bound amin on the semi-major axis

of the selected repeating ground track orbit should be much smaller than the semi-

major axis of the current orbit. Second, the upper bound of the semi-major axis

should be much larger than the semi-major axis of the current non-repeating ground

track orbit. The presented method may result in an erroneous solution if the semi-

major axis range borders the semi-major axis of the current orbit. Such an erroneous

solution may result if no repeating ground track within the specified semi-major axis

range properly reflects the ground track of the original orbit. It is entirely appropriate,

and perhaps best practice, to set the lower bound of the semi-major axis range to

the radius of the Earth. Although setting the lower bound of the semi-major axis

range may result in a repeating ground track orbit that is not physically realizable,

any such solution suggests that there does not exist a repeating ground track orbit

reflective of the current orbit, and it may be better to leave the non-repeating ground

track orbit as a non-repeating ground track orbit as a result.

After selecting an L:M resonance pair, any repeating ground track development

method can be used to adjust the orbital parameters of the original non-repeating

ground track orbit into a repeating ground track orbit [55, 177, 179, 180, 39]. The

work in this chapter adopts the iterative method presented by Vallado [39] for ap-

proximating the semi-major axis of a repeating ground track orbit, given a set of

orbital parameters and desired L:M pair. Vallado’s [39] iterative method for finding

the orbital parameters of a repeating ground track orbit is capable of handling both

circular and elliptical orbits considering perturbations due to Earth’s oblateness.
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4.3 Examples: Modifying Non-Repeating Ground Tracks into Repeating

Ground Tracks

This section uses several examples to demonstrate the usefulness of the orbit metric

defined by Equation (21) to identify the appropriate L:M resonance pair for modifying

non-repeating ground track orbits into repeating ground track orbits when the desired

parameters are unknown. Each example limits the maximum number of orbits per

sidereal day to Lmax-per-M = 17 orbits per sidereal day and the maximum period

duration to Mmax = 10 sidereal days. Additionally, the semi-major axis of the orbit

associated with any considered repeating ground track must remain within arange =

(6378, 100,000] km.

The eight examples shown in this section modify non-repeating ground track or-

bits at varying semi-major axes of aoriginal ∈ {6550, 8500, 11,500, 17,500, 20,000,

40,000, 50,000, 51,000}, respectively. These eight semi-major axis values are chosen

to represent orbits from low Earth orbit through Supersynchronous Earth orbit, and

to demonstrate the method’s performance is independent of ground track shape. The

Appendix provides a more comprehensive list of examples for non-repeating ground

track orbits with semi-major axis values between 6550 km and 65,000 km sampled

every 500 km after 7000 km. The Appendix only considers semi-major axis values

above 6545 km since the world record for the lowest altitude for a successful satellite

orbit is 167.4 km [182]. All examples use randomly selected inclinations between 0o

and 180o (excluding 0o and 180o) to represent both prograde and retrograde orbits,

while avoiding the special case of Equatorial orbits.

Table 12 identifies the inclination and semi-major axis of the original non-repeating

ground track orbits, the inclination and semi-major axis of the modified now repeating

ground track orbits, the selected L:M resonance pairs used to make the adjustments,

as well as the computation times associated with identifying the optimal L:M reso-
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nance pairs using the method described in Section 4.2. The terms i and a represent

the orbital inclination and the semi-major axis, respectively. Figures 15-22 illustrate

the ground tracks defined by the orbital parameters in Table 12. Figures 15-22 use

a longitude and latitude of 0o as the starting point for each ground track since the

selected L:M pairs are independent of the starting coordinates of the ground tracks.

Table 12: Parameter Modification from Non-Repeating to Repeating Ground Tracks
(Mmax = 10 sidereal days)

Non-Repeating Repeating Selected L:M Comp. Time

Example (i, a) (i, a) L:M minutes

1 (37o, 6550) (37o, 6564) 16 : 1 0.001

2 (50o, 8500) (50o, 8491) 11 : 1 0.006

3 (130o, 11,500) (130o, 11,542) 7 : 1 0.005

4 (130o, 17,500) (130o, 17,476) 15 : 4 0.007

5 (155o, 20,000) (155o, 20,281) 3 : 1 0.006

6 (55o, 40,000) (55o, 42,164) 1 : 1 0.006

7 (65o, 50,000) (65o, 49,854) 7 : 9 0.007

8 (65o, 51,000) (65o, 51,078) 3 : 4 0.007

(a) Non-Repeating Ground Track (b) Repeating Ground Track

Figure 15: Example 1 of Finding a Repeating Ground Track Orbit from a Non-
Repeating Ground Track Orbit (Simulated Duration = 1 Sidereal Day)
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(a) Non-Repeating Ground Track (b) Repeating Ground Track

Figure 16: Example 2 of Finding a Repeating Ground Track Orbit from a Non-
Repeating Ground Track Orbit (Simulated Duration = 1 Sidereal Day)

(a) Non-Repeating Ground Track (b) Repeating Ground Track

Figure 17: Example 3 of Finding a Repeating Ground Track Orbit from a Non-
Repeating Ground Track Orbit (Simulated Duration = 1 Sidereal Day)
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(a) Non-Repeating Ground Track (b) Repeating Ground Track

Figure 18: Example 4 of Finding a Repeating Ground Track Orbit from a Non-
Repeating Ground Track Orbit (Simulated Duration = 4 Sidereal Days)

(a) Non-Repeating Ground Track (b) Repeating Ground Track

Figure 19: Example 5 of Finding a Repeating Ground Track Orbit from a Non-
Repeating Ground Track Orbit (Simulation Duration = 1 Sidereal Day)

80



(a) Non-Repeating Ground Track (b) Repeating Ground Track

Figure 20: Example 6 of Finding a Repeating Ground Track Orbit from a Non-
Repeating Ground Track Orbit (Simulation Duration = 1 Sidereal Days)

(a) Non-Repeating Ground Track (b) Repeating Ground Track

Figure 21: Example 7 of Finding a Repeating Ground Track Orbit from a Non-
Repeating Ground Track Orbit (Simulated Duration = 9 Sidereal Days)
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(a) Non-Repeating Ground Track (b) Repeating Ground Track

Figure 22: Example 8 of Finding a Repeating Ground Track Orbit from a Non-
Repeating Ground Track Orbit (Simulated Duration = 4 Sidereal Days)

The methodology using the orbit metric identified an appropriate L:M resonance

pair for each example consistently under half of a second. Visually, the repeating

ground tracks closely resemble their original ground tracks in each example. Recall

that the selected repeating ground tracks depend on the maximum period duration,

Mmax. Resolving Example 6 demonstrates that using a longer maximum period du-

ration may result in a different repeating ground track. In Example 6, the selected

L:M pair equals 1:1 when Mmax = 10 sidereal days; however, the selected L:M pair

equals 13:12 when Mmax = 20 sidereal days. Figure 23 shows the selected repeating

ground track when the maximum period duration is increased to Mmax = 20 sidereal

days. This result emphasizes the importance of appropriately selecting the maximum

period duration when selecting repeating ground tracks.
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(a) Non-Repeating Ground Track (b) Repeating Ground Track

Figure 23: Revisiting Example 6 (Mmax = 20 sidereal days) of Finding a Repeating
Ground Track Orbit from a Non-Repeating Ground Track Orbit (Simulated Duration
= 12 Sidereal Days)

The orbital parameters of the adjusted orbits remain relatively close to the orbital

parameters of the original orbits for many of the examples. The difference in the semi-

major axis values between the original and adjusted orbits for Examples 1, 2, 3, 4, and

8 were approximately 14.0 km, 8.7 km, 42.1 km, 23.8 km, and 77.8 km, respectively.

The difference in the semi-major axis values is larger in Examples 5, 6, and 7 with

differences of approximately 281.3 km, 2163.9 km, and 145.8 km, respectively. The

larger adjustments observed at the higher semi-major axis values may be a result

of fewer orbits with repeating ground tracks near those semi-major axis values with

periods under the specified limit, Mmax. Overall, the examples demonstrate that

non-repeating ground track orbits can be modified into repeating ground track orbits

when the parameters of the adjusted track are unknown prior to orbital adjustment

attained by solving the mathematical program set forth in Equations (21)-(25).

Although the presented method identifies an appropriate L:M resonance pair for

the non-repeating ground track orbits in the examples above, the question of whether

or not the best L:M resonance pair was selected remains. Computing the average

angular separation between the original tracks and each repeating ground track con-
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sidered over the duration of the respective repeating ground track period demonstrates

that the orbit metric appropriately identifies the best L:M resonance pair. Table 13

identifies the L:M pair associated with the smallest average angular separation be-

tween its respective repeating ground track and the original ground track for each L:M

pair considered in each example (i.e., the repeating ground track that most reflects

the ground track of the non-repeating ground track orbit).

Table 13: L:M Pair Associated with the Smallest Average Angular Separation
Between its Respective Repeating Ground Track and the Original Ground Track
(Mmax = 10 sidereal days)

Example Best L:M Pair (L:M) Computation Time (min.)

1 16 : 1 38.3

2 11 : 1 34.4

3 7 : 1 39.7

4 15 : 4 35.6

5 3 : 1 36.0

6 1 : 1 35.1

7 7 : 9 35.3

8 3 : 4 35.3

The L:M pairs associated with the repeating ground tracks with the least average

angular separation with the original ground tracks match the L:M pairs found by

solving the mathematical program represented via Equations (21)-(25), identified in

Table 13. These results indicate that solving the mathematical program does find the

repeating ground track that most resembles the original ground non-repeating ground

track when the design space is sufficiently large. Additionally, the L:M pairs identified

by the two methods matched for each example explored in Table 14 of the Appendix.

Therefore, the optimal solution to the mathematical program indeed finds the L:M

resonance pair associated with the repeating ground track that most resembles the
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original ground track with an appropriate design space.

The average computation time used by the deterministic simulations that ap-

proximated the average angular separation is approximately 36.1 minutes, which is

much greater than the average computation time associated with the orbit metric of

approximately 0.0057 minutes. Therefore, the orbit metric is much more computa-

tionally efficient than the average angular separation metric. The simulations used

discretized time steps of one-second intervals to obtain good approximations of the

average angular separation. The computer used for this experiment has an Intel Core

i5 processor with 16 GB of RAM.

Figures 24-32 illustrate the average angular separation between each considered

repeating ground track and the original ground track for each example to demonstrate

the importance of selecting the optimal L:M pair as well as the consequences of

selecting a sub-optimal L:M pair. The vertical axis represents the average angular

separation and the horizontal axis represents the semi-major axis value associated

with each repeating ground track orbit. The green diamond represents the repeating

ground track that has the least average angular separation between it and the original

ground track of the example (i.e., the repeating ground track that most resembles

the original ground track within the specified design space), corresponding to the

respective L:M pair in Table 13. The black dots represent the repeating ground

tracks that do not resemble the original ground track as well as the best repeating

ground track.
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Figure 24: Average Angular Separation Between Considered Repeating Ground
Tracks and Original Ground Track: Example 1

Figure 25: Average Angular Separation Between Considered Repeating Ground
Tracks and Original Ground Track: Example 2

86



Figure 26: Average Angular Separation Between Considered Repeating Ground
Tracks and Original Ground Track: Example 3

Figure 27: Average Angular Separation Between Considered Repeating Ground
Tracks and Original Ground Track: Example 4
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Figure 28: Average Angular Separation Between Considered Repeating Ground
Tracks and Original Ground Track: Example 5

Figure 29: Average Angular Separation Between Considered Repeating Ground
Tracks and Original Ground Track: Example 6
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Figure 30: Average Angular Separation Between Considered Repeating Ground
Tracks and Original Ground Track: Example 6 Revisited (Mmax = 20 sidereal days)

Figure 31: Average Angular Separation Between Considered Repeating Ground
Tracks and Original Ground Track: Example 7
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Figure 32: Average Angular Separation Between Considered Repeating Ground
Tracks and Original Ground Track: Example 8

The average angular separation between the explored repeating ground tracks and

the respective original ground tracks appear to approach π/2 as the difference between

the semi-major axis of the repeating ground track orbit and the respective original

orbit increases. This suggests that circular orbits with drastically different semi-major

axis values will not have similar ground tracks. Additionally, the repeating ground

track orbits that have semi-major axis values similar to the respective original orbit

have a tendency to have ground tracks that are either more similar to or opposite

from the original ground track, but still may be very different from the original

ground track. These observations emphasize the importance of properly identifying

the optimal L:M pair for orbital adjustments.

Overall, the experimental results suggest that solving the mathematical program

defined in Equations (21) to (25) with the orbit metric identifies the L:M pair as-

sociated with the repeating ground track that most resembles the original ground
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track from the set of considered repeating ground tracks, and it does so in much less

computation time than using the average angular separation metric.

4.4 Conclusion

Satellite orbits may have perturbed non-repeating ground tracks. This chapter

presents a simple approach to identify the optimal repeat parameters to modify a non-

repeating ground track orbit into a repeating ground track orbit. Multiple examples

demonstrate that the method identifies the repeat parameters associated with the

repeating ground track that most closely resembles the ground track of the original

non-repeating ground track orbit. Additionally, the methodology removes the need to

run computationally expensive simulations to identify the repeating ground track that

best resembles the ground track of an existing non-repeating ground track orbit. This

result is not only important from a design viewpoint, but also with the operational

perspective of orbital maintenance, as there may exist a repeating ground track orbit

that closely resembles a current non-repeating ground track orbit. Additionally, these

modified ground tracks can be longitudinally shifted to provide coverage to the desired

area of interest.

Currently, improper selection of the parameter ranges used for identifying the

parameters of the optimal repeating ground track may result in erroneous solutions

if these ranges exclude the optimal solution. Although the current method of using

large parameter ranges suffices to capture the optimal solution within the parameter

ranges, future research addressing optimal parameter range selection could improve

the computational efficiency of the proposed procedure, while ensuring avoidance of

sub-optimal solutions.
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4.5 Appendix

Table 14: L:M Pair Selections (Maximum Considered Period Duration: Mmax = 10
Sidereal Days) [Note: Selections by both the orbit metric and the average angular
separation metric matched in all examples]

Original Orbit

Semi-Major Axis

(km)

Original Orbit

Inclination

(degrees)

L:M Pair Selections

(L:M)

6550 146 117:7

7000 163 121:8

7500 23 79:6

8000 164 86:7

8500 114 11:1

9000 18 10:1

9500 50 28:3

10000 98 26:3

10500 172 81:10

11000 173 68:9

11500 29 7:1

12000 174 33:5

12500 172 56:9

13000 87 35:6

13500 144 11:2

14000 26 47:9

14500 76 5:1

15000 164 33:7

15500 142 9:2

16000 172 30:7

16500 118 4:1

17000 7 39:10

17500 152 15:4

18000 168 18:5
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Table 14: L:M Pair Selections (Maximum Considered Period Duration: Mmax = 10
Sidereal Days) [Note: Selections by both the orbit metric and the average angular
separation metric matched in all examples]

Original Orbit

Semi-Major Axis

(km)

Original Orbit

Inclination

(degrees)

L:M Pair Selections

(L:M)

18500 122 31:9

19000 136 10:3

19500 134 19:6

20000 71 3:1

20500 118 3:1

21000 31 17:6

21500 127 11:4

22000 6 8:3

22500 50 18:7

23000 9 5:2

23500 18 12:5

24000 148 7:3

24500 125 9:4

25000 57 11:5

25500 171 17:8

26000 7 2:1

26500 79 2:1

27000 69 2:1

27500 138 19:10

28000 143 13:7

28500 34 9:5

29000 88 7:4

29500 80 12:7

30000 116 5:3

30500 127 13:8

31000 136 8:5
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Table 14: L:M Pair Selections (Maximum Considered Period Duration: Mmax = 10
Sidereal Days) [Note: Selections by both the orbit metric and the average angular
separation metric matched in all examples]

Original Orbit

Semi-Major Axis

(km)

Original Orbit

Inclination

(degrees)

L:M Pair Selections

(L:M)

31500 50 14:9

32000 122 3:2

32500 118 3:2

33000 30 13:9

33500 22 7:5

34000 90 11:8

34500 172 4:3

35000 61 4:3

35500 105 13:10

36000 41 5:4

36500 135 5:4

37000 46 11:9

37500 91 6:5

38000 126 7:6

38500 160 8:7

39000 172 9:8

39500 98 11:10

40000 25 1:1

40500 27 1:1

41000 47 1:1

41500 151 1:1

42000 46 1:1

42500 146 1:1

43000 44 1:1

43500 167 1:1

44000 63 1:1
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Table 14: L:M Pair Selections (Maximum Considered Period Duration: Mmax = 10
Sidereal Days) [Note: Selections by both the orbit metric and the average angular
separation metric matched in all examples]

Original Orbit

Semi-Major Axis

(km)

Original Orbit

Inclination

(degrees)

L:M Pair Selections

(L:M)

44500 36 1:1

45000 45 9:10

45500 111 8:9

46000 85 7:8

46500 63 6:7

47000 149 6:7

47500 105 5:6

48000 99 5:6

48500 165 4:5

49000 52 4:5

49500 136 4:5

50000 135 7:9

50500 69 3:4

51000 102 3:4

51500 14 3:4

52000 10 3:4

52500 96 5:7

53000 140 5:7

53500 168 7:10

54000 24 2:3

54500 102 2:3

55000 85 2:3

55500 3 2:3

56000 61 2:3

56500 30 2:3

57000 143 5:8
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Table 14: L:M Pair Selections (Maximum Considered Period Duration: Mmax = 10
Sidereal Days) [Note: Selections by both the orbit metric and the average angular
separation metric matched in all examples]

Original Orbit

Semi-Major Axis

(km)

Original Orbit

Inclination

(degrees)

L:M Pair Selections

(L:M)

57500 56 5:8

58000 95 5:8

58500 30 3:5

59000 108 3:5

59500 48 3:5

60000 118 3:5

60500 124 4:7

61000 134 4:7

61500 81 4:7

62000 16 5:9

62500 41 5:9

63000 164 5:9

63500 28 1:2

64000 148 1:2

64500 97 1:2

65000 179 1:2
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V. Investigating an Asymmetric Satellite Constellation
Design Framework: A Case Study of Regional

Communication Network Robustness

Abstract

Appropriate selection of a satellite constellation design framework for a particu-

lar mission set requires a priori knowledge about the relative merits and shortcom-

ings of different frameworks. Symmetric satellite constellation frameworks exhibit

good properties for missions requiring continuous global coverage, whereas asymmet-

ric satellite constellation frameworks benefit missions focusing on regional coverage.

This research compares the performance of an asymmetric “string-of-pearls” common

repeating ground track constellation design framework against a Walker constellation

design framework for maintaining continuous connectivity between regions of inter-

est. Several examples illustrate that the asymmetric string of pearls constellation

framework requires an average of approximately 1.67 fewer satellites than the Walker

constellation, whereas the Walker constellation appears approximately 9±4.5% more

robust to satellite failures.

5.1 Introduction

Satellite constellation design often relies on predefined geometric frameworks, such

as Walker [1] and Star Pattern [16] constellations. Choo et al. [160] provide a com-

prehensive survey of satellite constellation design frameworks and design methodolo-

gies. Each satellite constellation design framework exhibits properties that make it

more suitable for certain mission objectives. Several studies examine the performance

differences between satellite constellation design frameworks to identify the designs

appropriate for certain missions.
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Many studies compare satellite constellation design frameworks for missions re-

quiring continuous global coverage [15, 31, 17, 183]. These studies often focus on

the number of satellites required to achieve this continuous global coverage. Walker

[15] compares the minimum number of satellites required for Walker and Star Pat-

tern constellations to provide continuous global coverage. Ulybyshev [17] examines

and compares the minimum number of satellites required for Near-Polar, Polar, and

Walker constellations to provide continuous global coverage. Other studies focus on

the mission performance and challenges associated with certain satellite constella-

tions. Lang and Adams [31] compare the overall system costs of using Walker and

Polar Orbit constellations for continuous global coverage. Vatalaro et al. [183] an-

alyze the performance differences between satellite constellations in low Earth orbit

(LEO), medium Earth orbit (MEO), and geosynchronous equatorial orbit (GEO) for

continuous global coverage in the presence of signal interference. Multiple studies

focus on the performance of specific satellite constellation systems being considered

by industry, e.g., SpaceX, Telesat, OneWeb, and Amazon [184, 185, 186].

Satellite constellation design literature also compares satellite constellation design

frameworks for regional coverage. Lang [34] compares the minimum number of satel-

lites required by Walker and Polar Orbit constellations to provide continuous coverage

between 20o-60o latitude. Muri et al. [187] compare the ability of a sun-synchronous

repeating ground track orbit against a Flower constellation to provide communica-

tions throughput for regional coverage. Many studies find that asymmetric satellite

constellations require fewer satellites for regional coverage than symmetric satellite

constellations [38, 188, 60]. Ullock and Schoen [38] examine the difference in the

minimum number of satellites required for asymmetric and symmetric Polar Orbit

constellations to provide continuous regional coverage. Ma et al. [188] examine the

minimum number of satellites required for a Walker constellation and asymmetric
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constellations to provide continuous regional communications coverage to Taiwan.

Lee et al. [60] present a method to design asymmetric satellite constellations and

found they use fewer satellites than the explored symmetric satellite constellations

for regional coverage. Although asymmetric satellite constellations may require fewer

satellites than symmetric satellite constellations to provide regional coverage, unad-

dressed within the literature is the relative robustness of the resulting asymmetric

constellations, compared to their symmetric alternatives.

The robustness of a satellite constellation and its ability to operate under the

presence of satellite failures has been examined for global coverage. Shake et al.

[189] examine different operational strategies for maintaining the ability of a Walker

constellation of 360 satellites to provide continuous global communications in the

presence of randomly occurring satellite failures. It may be beneficial to examine

the worst-case scenario for a given number of satellite failures. Network interdiction

models can analyze the worst-case degradation of a network. Network interdiction

has been extensively studied in the literature for a variety of applications, including

wireless communications vulnerability [190, 191], evader detection [192, 193], water

distribution vulnerability [194, 195], robustness of computing networks [196], and

illicit network disruption [197, 198]. Smith and Song [199] present a thorough survey

of network interdiction.

This research investigates the robustness of an asymmetric satellite constellation

designed to maintain connectivity between two regions against satellite failures using

network interdiction approaches. It evaluates a sparse (minimum satellite) asymmet-

ric constellation having a common repeating ground track. As a benchmark, testing

compares its communications robustness to that of a (symmetric) Walker constella-

tion.
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This research makes three contributions to the satellite constellation design lit-

erature. First, it presents and demonstrates a heuristic to design an asymmetric

satellite constellation with all satellites following a common repeating ground track

for continuous regional coverage. Second, it formulates a network interdiction model

to evaluate the worst-case degradation of the average connectivity a satellite con-

stellation provides between two regions. Third, it analyzes the relative robustness

of an asymmetric satellite constellation design framework and a symmetric satellite

constellation design framework for realistic, representative scenarios.

The remainder of the chapter is organized as follows. Section 5.2 presents the

heuristic for designing an asymmetric common repeating ground track satellite con-

stellation for continuous regional coverage, as well as the formulation for optimal

satellite network interdiction. Section 5.3 provides several illustrative examples com-

paring the performance between the two satellite constellation design frameworks.

Finally, Section 5.4 provides concluding remarks.

5.2 Methodology

Comparison of the performance of satellite constellation frameworks requires the

design of satellite constellations. These satellite constellations should represent the

best designs of their respective design frameworks. Alternative optimization criterion

used to design the satellite constellations may yield different constellations. Since

satellite constellations are expensive to deploy, manage, and operate, it is often of

interest to identify the fewest number of satellites to achieve mission success. Within

this context, the analysis herein designs satellite constellations focused on minimizing

the number of satellites required to provide continuous coverage to all regions of

interest. In order to develop a methodology, this research employs the following

assumptions which simplify the mathematical modeling and analysis as follows: 1)
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satellite coverage considers a spherical Earth, 2) a satellite’s field of regard (possible

coverage) is equal to its field of view (focused coverage), 3) the satellite’s field of

regard is conical and remains normal to the surface of the Earth, 4) latency is not

considered (connectivity is instantaneous), 5) there is no limit on data transfer rate

through a satellite, 6) satellite sensor performance is independent of semi-major axis,

7) geographic masking is not considered, 8) all locations within a satellites field of

regard receive coverage, 9) the satellite orbit only considers perturbations due to

a non-spherical Earth, and 10) other environmental factors, including debris and

the Van Allen radiation belts, are not considered for the constellation’s performance.

Section 5.2.1 presents a heuristic to design asymmetric satellite constellations wherein

all satellites follow a common repeating ground track.

This analysis uses robustness to the number of satellite failures as a metric to com-

pare satellite constellation design frameworks. The robustness of a satellite constel-

lation can be examined by analyzing how well the satellite constellation functions in

the event of worst-case scenario satellite failures. Section 5.2.2 presents a formulation

to find this worst-case degradation to the performance of the satellite constellation

for a given number of satellite failures.

5.2.1 Asymmetric Satellite Constellation Design Heuristic

This research addresses satellite constellations that have all satellites following

a single repeating ground track using irregular intersatellite phasing, referred to as

an asymmetric “string-of-pearls” common repeating ground track constellation. Al-

though a “pure” string-of-pearls approach (equally-phased satellites) simplifies con-

stellation design, the flexibility of asymmetry enables the design of more efficient con-

stellations. Lee et al. [60] present a binary mathematical program to minimize the

number of satellites required for such an asymmetric satellite constellation to provide
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regional coverage. However, Lee et al. [60] acknowledge that their reliance on integer

variables limits the scalability of their method and recommend designing heuristics to

obtain initial feasible solutions. This research embraces their recommendation, and

this section presents a heuristic to identify an initial feasible satellite constellation, as

well as a minor modification to their formulation that cuts the design space to reduce

computational costs associated with demonstrating optimality. Algorithm 2 outlines

this research’s approach to designing asymmetric satellite constellations.

Algorithm 2 Designing an Asymmetric Satellite Constellation

1: Select a repeating ground track
2: Initialize satellite constellation design
3: Refine orbits and remove unnecessary satellites from constellation

Algorithm 2 has three main steps. The first two steps identify an initial feasible

satellite constellation that satisfies the regional coverage requirements. Line 1 selects

a repeating ground track, and Line 2 uses this repeating ground track to design

an initial satellite constellation. Line 3 repositions and removes satellites from the

satellite constellation using a modified version of the formulation presented by Lee et

al. [60]. The subsequent discussion details each of these steps.

5.2.1.1 Select a repeating ground track

Algorithm 3 outlines the procedure for selecting a repeating ground track in Step

1 of Algorithm 2.

Algorithm 3 Selecting a Repeating Ground Track

1: Define satellite orbit design problem
2: Optimize single-satellite orbit
3: Modify and refine orbit into a repeating ground track orbit

Algorithm 3 has three parts. The first part defines the orbital design space used

to search for an optimal single-satellite orbit, as well as the optimality metric. The
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tuple (i, λ0, a) can represent the design space of circular orbits. The parameter i

represents the orbital inclination, λ0 represents the longitude of the satellite’s first

ascension across the equatorial plane within the simulation (i.e., the first time the

satellite crosses the equator from south to north), and a represents the semi-major

axis of the circular orbit. This research uses the minimum average coverage over

each of the regions of interest as the objective metric for selecting a single-satellite

orbit. Equation (26) defines the coverage function, which represents when a satellite

provides coverage to a region of interest.

c(r, t) =


1 satellite covers region r at time t

0 otherwise

(26)

Equation (27) defines the minimium average coverage over the regions of interest.

The parameter T represents the time duration, and the set R represents the set of

regions of interest.

f = min
r∈R

{
1

T

∫ T

t=0

c(r, t)dt

}
(27)

Deterministic simulations approximate Equation (27) using Equation (28). The

parameter D represents the number of discretized time points, and ∆t represents the

time step length between discretized time points.

f ≈ min
r∈R

{
1

D∆t

D−1∑
d=0

c(r, d∆t)∆t

}
(28)

The second part of Algorithm 3 actively searches the orbital design space to op-

timize the single-satellite orbit. Solving the following mathematical program will

identify the optimal circular orbit for a single-satellite to provide coverage to the

regions of interest.
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max
i,λ0,a

z (29)

s.t. z ≤ 1

T

∫ T

t=0

c(r, t)dt, ∀r ∈ R, (30)

imin ≤ i ≤ imax, (31)

λmin
0 ≤ λ0 ≤ λmax

0 , (32)

amin ≤ a ≤ amax. (33)

Objective function (29) maximizes the minimum average coverage received by any

of the regions of interest from a single satellite using Constraint (30). Constraints

(31)-(33) ensure each of the orbital parameters remains within the desired design

space. The nonlinearity of the objective function warrants the use of a metaheuris-

tic to search the design space for the optimal orbit; however, a metaheuristic will

not always identify the optimal orbit. Choo et al. [200] demonstrate that response

surface analysis and particle swarm optimization are both useful methodologies for

handling similar design problems to the mathematical program described above, with

the response surface analysis quickly identifying good regions of the design space and

the particle swarm optimization excelling in converging to good solutions.

The metaheuristic finding good solutions to the mathematical program defined by

Objective function (29) and Constraints (31)-(33) uses both response surface analysis

and particle swarm optimization to leverage the beneficial properties of both search

methods. First, response surface analysis explores the design space to identify a

promising location in the design space. Next, particle swarm optimization explores

the design space informed by the location identified in the response surface analysis.

The third part of Algorithm 3 modifies the selected single-satellite orbit into a

repeating ground track orbit and refines the repeating ground track to improve its
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coverage properties. This modification first identifies the repeat parameters, L:M,

that correspond to a repeating ground track closely resembling the ground track of

the current satellite orbit. The repeating parameters L and M signify that a satellite

repeats its ground track using L orbits in M sidereal days. L and M must be co-prime

integers, (i.e., their greatest common divisor is 1) [1]. Choo et al. [201] present an

efficient method for identifying an L:M pair associated with a repeating ground track

that closely resembles a non-repeating ground track.

Arbitrarily modifying the orbit into a repeating ground track orbit may result

in a suboptimal modification (i.e., the best coverage is not achieved). Solving a

second optimization problem will address this concern. Let g(L,M, i) be a function

identifying the semi-major axis necessary for a circular orbit with an inclination i

to produce a repeating ground track that repeats using L orbits in M sidereal days.

Restricting the semi-major axis to g(L,M, i) results in the adjusted mathematical

program.

max
i,λ0,a

z (34)

s.t. z ≤ 1

T

∫ T

t=0

c(r, t)dt, ∀r ∈ R, (35)

imin ≤ i ≤ imax, (36)

λmin
0 ≤ λ0 ≤ λmax

0 , (37)

a = g(L,M, i). (38)

Objective function (34) and Constraints (35)-(37) match Objective function (29)

and Constraints (30)-(32), respectively. Constraint (38) ensures the selected satellite

orbit remains a repeating ground track orbit associated with the desired L:M pair.

The same metaheuristic used to find the original single-satellite orbit can also be

applied to this mathematical program. The newly selected repeating ground track

orbit provides the ground track used to design the satellite constellation.
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5.2.1.2 Initialize satellite constellation design

Line 2 of Algorithm 2 uses the heuristic outlined in Algorithm 4 to identify an

initial feasible common repeating ground track satellite constellation that provides

continuous coverage to the region(s) of interest.

Algorithm 4 Initial Satellite Constellation Design Heuristic

1: Identify region of interest receiving least amount of coverage
2: while coverage of identified region is not continuous do
3: Add satellite to the constellation using identified region

4: while coverage of every region is not continuous do
5: Identify region receiving least amount of coverage
6: Add satellite to the constellation using identified region

Line 1 of Algorithm 4 identifies the region of interest, rl, that receives the least

amount of coverage from a single satellite following the selected repeating ground

track. Solving Equation (39) identifies the region of interest that receives the least

amount of coverage from a single satellite.

rl ∈ argmin
r∈R

{
1

T

∫ T

t=0

c(r, t)dt

}
(39)

Line 2 of Algorithm 4 checks whether the identified region of interest, rl, receives

continuous coverage from the current satellite constellation. If rl does not receive

continuous coverage, a satellite is added to the constellation (Line 3 of Algorithm 4).

The following paragraphs explain the steps of adding a satellite to the constellation.

Equation (40) defines a function representing the coverage function for a region

of interest from a satellite placed at different locations along the repeating ground

track. Equation (41) defines an OR gate function.

cti(r, t, ti, c) =


c(r, t+ ti) t+ ti ≤ T

c(r, t+ ti − T ) t+ ti > T

(40)
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OR(a, b) =


1 a = 1 or b = 1

0 a = b = 0

(41)

Let Ci(r, t, ti) represent the cumulative coverage function of region of interest r

from a constellation of i satellites following the repeating ground track at time t.

Together, Equations (42) and (43) define Ci(r, t, ti).

C1(r, t, 0) = c0(r, t, 0, c) (42)

Ci(r, t, ti) = OR(cti(r, t, ti, c), Ci−1(r, t, ti−1)) (43)

Solving Equation (44) identifies the placement of an additional satellite along the

repeating ground track.

t̃i ∈ argmax
ti∈[0,T )

{∫ T

t=0

Ci(rl, t, ti)dt

}
(44)

Equation (44) identifies the placement of a satellite along the repeating ground

track to maximize the marginal benefit of the added satellite in providing coverage to

the region of interest that receives the least amount of coverage from a single satellite.

Satellites are added until the region of interest, rl, receives continuous coverage. Let

Topt represent a set of optimal solutions to Equation (44). If Topt is not a singleton (i.e.,

if alternative optimal solutions exist with respect to Equation (44)), Equation (45)

discriminates among them, identifying the placement that maximizes the average

marginal benefit of the satellite placement across all regions of interest.

t̃i ∈ argmax
ti∈Topt

{
1

R

R∑
r=1

∫ T

t=0

Ci(r, t, ti)dt

}
(45)

Once the region of interest that receives the least amount of coverage from a single

satellite receives continuous coverage, it remains important to ensure that every region

of interest also receives continuous coverage. Line 4 evaluates whether if every region
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of interest receives continuous coverage from the current satellite constellation. If at

least one region of interest does not receive continuous coverage, Line 5 identifies the

region of interest currently receiving the least amount of coverage (i.e., identifying a

new rl). Line 6 also uses Equation (44) to identify the placement of a new satellite,

and, if necessary, Equation (45). This process continues until every region of interest

receives continuous coverage.

5.2.1.3 Refine satellite placement and remove unnecessary satel-

lites from constellation

The satellite constellation produced by Algorithm 4 may not have the minimum

number of satellites. Line 3 of Algorithm 2 adjusts the placement of the satellites in

the constellation and removes excess satellites. Lee et al. [60] present a mathemati-

cal programming approach to design asymmetric satellite constellations for regional

coverage focused on minimizing the number of satellites in the satellite constella-

tion. Their formulation for a single repeating ground track is presented as follows.

Let υr represent a discretized coverage function provided to a region r by a single

satellite following a repeating ground track. The function υr will have D discretized

time points. Let T represent the period of the repeating ground track and define

∆td = T/D. Using Equation (26), Equation (46) defines υr, where d = 0, 1, ..., D− 1.

υr(d) = c(r, d∆td) (46)

Equation (47) uses Equation (46) to create a coverage matrix Vr for each region

of interest r.
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Vr =



υr(0) υr(D − 1) υr(D − 2) . . . υr(1)

υr(1) υr(0) υr(D − 1) . . . υr(2)

υr(2) υr(1) υr(0) . . .
...

...
...

. . . . . .
...

υr(D − 1) υr(D − 2) . . . . . . υr(0)


(47)

Let fr be the coverage requirements of the rth region of interest over the period

of the repeating ground track. Let x = [x0, x1, ..., xD−1]
′ be a column vector of

decision variables indicating where satellites are placed along the repeating ground

track, wherein xd is 1 if a satellite is placed along the repeating ground track at

time slot d and 0 otherwise. The formulation to minimize the number of satellites

in an asymmetric satellite constellation where all satellites follow the same repeating

ground track is presented by Lee et al. [60] as follows.

min
x

D−1∑
d=0

xd (48)

s.t. Vrx ≥ fr, ∀r ∈ R, (49)

xd ∈ {0, 1}, ∀d = 0, 1, ..., D − 1. (50)

Objective function (48) seeks to minimize the number of satellites used within

the satellite constellation. Constraint (49) ensures all coverage requirements satisfy

the demands of each region of interest. Constraint (50) requires that at most a

single satellite may be placed at any point along the repeating ground track. This

formulation consists entirely of binary variables, which may result in tractability

issues for large problem instances. The following two constraints can reduce the size

of the design space. The number of satellites used in the initial design of the satellite

constellation establishes an upper bound for the formulation. Additionally, examining
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the coverage provided to each region of interest by a single satellite identifies a lower

bound on the minimum number of satellite required for continuous regional coverage.

Consider a single satellite following a repeating ground track and a single region of

interest, r. Solving Equation (51) finds the proportion of time a region of interest

receives coverage from an individual satellite.

ψr
total =

1

T

∫ T

t=0

c(r, t)dt (51)

The minimum number of satellites achievable for a satellite constellation to pro-

vide continuous coverage to a single region is bounded by ⌈1/ψr
total⌉. Therefore, the

minimum number of satellites achievable for a satellite constellation to provide con-

tinuous coverage to multiple regions of interest is the maximum of the minimum

number of satellites achievable for a satellite constellation to provide continuous cov-

erage to any of the regions of interest. Equation (52) determines a lower bound, lb,

on the minimum number of satellites achievable for a common repeating ground track

satellite constellation to provide continuous coverage to multiple regions of interest.

lb = max
r∈R

{⌈
1

ψr
total

⌉}
(52)

The mathematical program presented by Lee et al. [60] can be expanded into the

following mathematical program. Let ub represent the number of satellites used in

the initial satellite constellation.
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min
x

D−1∑
d=0

xd (48)

s.t. Vrx ≥ fr, ∀r ∈ R, (49)

D−1∑
d=0

xd ≤ ub, (53)

D−1∑
d=0

xd ≥ lb, (54)

xd ∈ {0, 1}, ∀d = 0, 1, ..., D − 1. (50)

Constraints (53)-(54) reduce the feasible region of the design space of the pre-

viously discussed formulation (i.e., (48)-(50)). In preliminary testing, instances of

this problem were too large to solve to optimality using a leading commercial solver

(CPLEX [202]) within a practical time limit (i.e., 12 hours). However, the identified,

often suboptimal solutions did demonstrably help refine the satellite constellation and

remove satellites, improving the sparsity of the satellite constellation. As such, the

binary math program yields computationally challenging instances, but even subop-

timal solutions provide value to refining the satellite constellation design.

5.2.2 Optimal Satellite Constellation Interdiction Models

This research evaluates the robustness of a satellite constellation by observing its

ability to maintain continuous connectivity between a ground station (or headquar-

ters location) and regions of interest in the presence of satellite failures. A satellite

constellation achieves the connectivity between a headquarters location and a region

of interest when at least one path exists from the headquarters location to the re-

gion of interest through the satellite constellation. The headquarters location and

regions of interest establish connectivity with satellites that exist above a predeter-

111



mined elevation angle relative to the plane tangent to the surface of a spherical Earth.

Direct line of sight informs inter-satellite connectivity. Although latency in commu-

nications exists in real systems, this research assumes the instantaneous transfer of

communications.

This research models the robustness of a satellite constellation’s ability to maintain

connectivity as a network interdiction problem. The network interdiction problem

approach identifies the worst-case scenario for a bounded number of satellite failures

as a representation of the robustness of the constellation. This research considers the

state of the satellite constellation only after a fixed number of satellites have failed.

From a game theoretic perspective, this network interdiction problem can be mod-

eled as a Stackleberg game (two-player, two-stage, sequential game with complete and

perfect information). The first player attempts to maximize the degradation of con-

nectivity to the satellite constellation by appropriately selecting the satellites to fail.

The second player attempts to maximize the connectivity between the headquar-

ters location and the regions of interest using the remaining satellite constellation.

Although this research develops the network interdiction model for the dynamic satel-

lite network, it is illustrative to first consider a static satellite network (i.e., one time

instance).
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5.2.2.1 Static Network Configuration
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Figure 33: Static Network Problem Structure

The static model focuses on the ability of a satellite constellation to provide con-

tinuous connectivity between a headquarters location and region(s) of interest at a

single instance in time. Figure 33 shows the general structure of this static network

model. The model uses four groups of nodes. The node labeled h represents the

headquarters location, the nodes labeled s represent the satellites, the nodes labeled

r represent the regions of interest, and the sink node labeled is simplifies the network

model. The arcs represent the connectivity between the nodes. Arcs are directed from

the headquarters location to the satellites currently accessible to it. No directional

arcs exist from the satellite nodes into the headquarters node. Two directed arcs in

opposite directions represent all intersatellite connections. Arcs directed from satel-

lites to the region(s) of interest represent satellite coverage. No directional arcs exist

from the region of interest nodes to the satellite nodes. All of the regions of interest

nodes have arcs directed towards the sink node, and the sink node has an arc directed

towards the headquarters location. Tables 15-17 establish the sets, parameters, and

variables for the static model.
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Table 15: Bilevel Program Symbol Description (Sets)

Symbol Description
N Set of nodes in the static network
{h} ⊂ N Node representing the headquarters location
R ⊂ N Set of nodes representing the regions of interest
S ⊂ N Set of nodes representing the satellites
{is} ⊂ N Artificial node required to establish model

As

The set of arcs in the network representing connectivity between pairs of
satellites i and j, informed by line-of-sight between satellites and
inducing pairs of directed arcs (i, j) and (j, i), i, j ∈ S

Ah

The set of arcs in the network representing connectivity between
the headquarters location and satellites capable of immediate data-link with
the headquarters location, inducing directed arcs (h, i), h ∈ {h}, i ∈ S

Ar

The set of arcs in the network representing connectivity between satellites
and the regions of interest informed by a satellite’s immediate coverage,
inducing directed arcs (i, r), i ∈ S, r ∈ R

Ais

The set of arcs associated with the artificial sink node establishing arcs
between the region of interest nodes and the sink node, as well as the sink
node to the headquarters node. Inducing (r, is) and (is, h), r ∈ R,is ∈ {is},
and h ∈ {h}

A = As ∪ Ah ∪ Ar ∪ Ais Set of all arcs
G(N,A) The satellite constellation network when all satellites are functioning

Table 16: Bilevel Program Symbol Description (Parameters)

Symbol Description
Γ The maximum number of satellite failures (interdictions)
uij The maximum flow through arc (i, j) ∈ A

Table 17: Bilevel Program Symbol Description (Decision Variables)

Symbol Description
γi Binary decision variable equal to 1 if interdicts flow through node i ∈ N , and 0 otherwise
γij Binary decision variable equal to 1 if interdicts flow through arc (i, j) ∈ A, and 0 otherwise

xij
Non-negative decision variable representing (communications) flow between
any pair of nodes (i, j) ∈ A

The flow through the network represents an abstraction of communications; flow

identifies the regions of interest that connect to the headquarters location, but lacks

any representation of data transfer. For each arc (i, j) ∈ A, the flow xij is limited to

a maximum amount of flow, uij. Equation (55) defines the maximum flow for each

arc.

u(i,j) =


|R| i /∈ R

1 i ∈ R

∀(i, j) ∈ A \ {(is, h)} (55)
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The parameter Γ represents the largest number of satellite failures. The variable γi

identifies which satellites fail. The following bilevel mathematical program represents

the static network interdiction model.

min
γ

max
x

xish (56)

s.t.
∑
i∈N

γi ≤ Γ, (57)

γi ∈ {0, 1}, ∀i ∈ N, (58)∑
(j,i)∈A

xji −
∑

(i,j)∈A

xij = 0, ∀i ∈ N, (59)

xij ≤ uij(1− γij), ∀(i, j) ∈ A \ {(is, h)}, (60)

γij = γi, ∀(i, j) ∈ A \ {(is, h)}, (61)

γi = 0, ∀i ∈ N \ S, (62)

xij ≥ 0, ∀(i, j) ∈ A. (63)

Objective function (56) minimizes the maximum flow through the network. Con-

straint (57) limits the number of interdictions (failures). Constraint (58) ensures

the complete interdiction of nodes. Constraint (59) ensures the flow passes through

a node. Constraints (60) and (61) ensure that the flow only passes through non-

interdicted nodes. Constraint (62) limits the interdictions to only the satellite nodes.

Constraint (63) ensures only positive flows are possible. Constraints (57)-(58) and

(61)-(62) define the upper-level problem (player deciding which satellites fail), and

Constraints (59)-(60) and (63) define the lower-level problem (player maximizing con-

nectivity with the remaining satellite network).

Similar to Wood [203], the bilevel mathematical program can be reformulated as

a single-level problem by replacing the lower-level problem with its dual. Table 18

identifies the dual variables used to take the dual of the lower-level problem.
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Table 18: Associated Primal Variables for the Dual of the Lower-level Problem

Primal Constraint Dual Variable

(59) αi, ∀ i ∈ N

(60) θij ≥ 0, ∀ (i, j) ∈ A \ {(is, h)}

Since the lower-level problem is identical to Wood’s [203] formulation, each αi and

θij can be replaced with binary decision variables. Therefore, the bilevel mathematical

program can be reformulated as the following single-level problem.

min
γ

min
α,θ

∑
(i,j)∈A\{(is,h)}

uij(1− γij)θij (64)

s.t. αi − αj + θij ≥ 0, ∀(i, j) ∈ A \ {(is, h)}, (65)

αis − αh ≥ 1, (66)

γij = γi, ∀(i, j) ∈ A \ {(is, h)}, (67)

γi = 0, ∀i ∈ N \ S, (68)∑
i∈N

γi ≤ Γ, (69)

θij ∈ {0, 1}, ∀(i, j) ∈ A \ {(is, h)}, (70)

αi, γi ∈ {0, 1}, ∀i ∈ N. (71)

Since Constraints (67) and (68) are only related to γi and γij, the formulation can

be further reduced to transform it from a mixed (binary) integer nonlinear program

to a binary integer program, the latter of which is directly solvable using a larger

number of commercial solvers. Define a binary variable βij ∈ {0, 1} for each (i, j) ∈

A\{(is, h)} such that it satisfies Constraint (72).

βij ≥ θij − γij, ∀(i, j) ∈ A \ {(is, h)} (72)
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Wood [203] demonstrates that including βij into the model can eliminate Con-

straint (72) and each decision variable θij from the formulation. Additionally, re-

placing each decision variable γij with γi using Constraint (67) eliminates γij and

Constraint (67) from the formulation. The static network interdiction problem can

be reformulated as the following mathematical program.

min
γ,α,β

∑
(i,j)∈A\{(is,h)}

uijβij (73)

s.t. αi − αj + βij + γi ≥ 0, ∀(i, j) ∈ A \ {(is, h)}, (74)

αis − αh ≥ 1, (75)

γi = 0, ∀i ∈ N \ S, (76)∑
i∈N

γi ≤ Γ, (77)

βij ∈ {0, 1}, ∀(i, j) ∈ A \ {(is, h)}, (78)

αi, γi ∈ {0, 1}, ∀i ∈ N. (79)

This static network interdiction model closely resembles the work by Kennedy

et al. [204]. Kennedy et al. [204] also derive their formulation from Wood [203]

to include nodal interdictions into the network interdiction model. The primary

difference between Kennedy’s et al. [204] formulation and the present formulation

are Constraints (74) and (76). Kennedy’s et al. [204] formulation allows for arc

interdictions as well as nodal interdictions for every node, whereas this formulation

does not allow for arc interdictions and restricts interdictions to specific nodes.

Dynamic Network Formulation

The formulation for the static network model is extended to model the dynamic

nature of a satellite constellation. The dynamic satellite network model considers

the unique network configurations observed throughout the period of interest. The

degradation to the satellite network is measured as the weighted average degradation
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to each network configuration for predefined satellite failures. The time duration

the network remains in a particular configuration informs the weight applied to the

configuration. Tables 19-21 define the sets, parameters, and decision variables for the

dynamic network interdiction model formulation.

Table 19: Dynamic Program Symbol Description (Sets)

Symbol Description
C Set of network configurations
N Set of nodes in the static network
{h} ⊂ N Node representing the headquarters location
R ⊂ N Set of nodes representing the regions of interest
S ⊂ N Set of nodes representing the satellites
{is} ⊂ N Artificial node required to establish model

Ac
s

The set of arcs in the network representing connectivity between pairs of
satellites i and j, informed by line-of-sight between satellites and
inducing pairs of directed arcs (i, j) and (j, i), i, j ∈ S in network
configuration c ∈ C

Ac
h

The set of arcs in the network representing connectivity between
the headquarters location and satellites capable of immediate data-link with
the headquarters location, inducing directed arcs (h, i), h ∈ {h}, i ∈ S
in network configuration c ∈ C

Ac
r

The set of arcs in the network representing connectivity between satellites
and the regions of interest informed by a satellite’s immediate coverage,
inducing directed arcs (i, r), i ∈ S, r ∈ R in network configuration c ∈ C

Ac
is

The set of arcs associated with the artificial sink node establishing arcs
between the region of interest nodes and the sink node, as well as the sink
node to the headquarters node. Inducing (r, is) and (is, h), r ∈ R,is ∈ {is},
and h ∈ {h} in network configuration c ∈ C

Ac = Ac
s ∪ Ac

h ∪ Ac
r ∪ Ac

is Set of all arcs in network configuration c ∈ C

Gc(N,Ac)
The satellite constellation network when all satellites are functioning in
network configuration c ∈ C

Table 20: Dynamic Program Symbol Description (Parameters)

Symbol Description
Γ The maximum number of satellite failures (interdictions)
ucij The maximum flow through arc (i, j) ∈ A in network configuration c ∈ C

υc Time weight provided to Gc(N,Ac)
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Table 21: Dynamic Program Symbol Description (Decision Variables)

Symbol Description
γi Binary decision variable equal to 1 if interdicts node i ∈ N , and 0 otherwise

xcij
Non-negative decision variable representing (communications) flow between
any pair of nodes (i, j) ∈ Ac

βc
ij

Binary decision variable indicating if arc (i, j) ∈ Ac is limiting flow
through the network, and 0 otherwise

Using the sets, parameters, and variable definitions defined in Tables Table 19-21,

the following formulation models the dynamic network interdiction problem.

min
γ,α,β

1∑
c∈C

vc

∑
c∈C

vc ∑
(i,j)∈A\{(is,h)}

ucijβ
c
ij

 (80)

s.t. αc
i − αc

j + βc
ij + γi ≥ 0, ∀(i, j) ∈ Ac \ {(is, h)}, c ∈ C, (81)

αc
is − αc

h ≥ 1, ∀c ∈ C, (82)

γi = 0, ∀i ∈ N \ S, (83)∑
i∈N

γi ≤ Γ, (84)

βc
ij ∈ {0, 1}, ∀(i, j) ∈ Ac \ {(is, h)}, c ∈ C, (85)

αc
i ∈ {0, 1}, ∀i ∈ N, c ∈ C, (86)

γi ∈ {0, 1}, ∀i ∈ N, (87)

for which Equation (88) defines the ucij-parameters.

uc(i,j) =


|R| i /∈ R

1 i ∈ R

∀c ∈ C (88)

Objective function (80) minimizes the weighted average of flow through the net-

work. Constraints (81) and (82) correspond to Constraints (74) and (75) for each net-

work configuration. Constraints (83) and (84) limit the number of satellite failures.

Satellite failures are independent of the satellite configuration. Finally, Constraints
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(85)-(87) ensure that all the decision variables remain binary decision variables.

5.2.3 Analyzing Sunlight Exposure

Thus far, discussion has focused on procedures to design a communications satel-

lite network to cover regions of interest with a minimal number of satellites, followed

by models to assess the robustness of the network. Also of interest is the sunlight

exposure to satellite constellations. This characteristic is important to assess because

satellite functionality depends on a reliable source of energy.

This research examines sunlight exposure to satellite constellations using the fol-

lowing assumptions. First, the subsatellite direction of each satellite remains normal

to the surface of the Earth. Second, each satellite uses fixed solar panels that remain

perpendicular to the subsatellite direction (i.e., parallel to the plane tangent to the

Earth’s surface). Third, the solar panels capture sunlight on both sides of the panels

(bifacial solar panels).

The angle sunlight hits solar panels changes its intensity of exposure. Equa-

tion (89) measures this intensity, η(t), of sunlight provided to a satellite at time t

by checking its angle of exposure. The unit vector ssunlight(t) represents the sunlight

direction and the unit vector n(t) represents the direction normal to the surface of

the solar panels on a satellite at time t.

η(t) =


|ssunlight(t) · n(t)| Satellite is exposed to sunlight at time t

0 Otherwise

(89)

5.3 Illustrative Examples

Several examples compare the performance of the presented asymmetric satellite

constellation design framework that ensures all satellites follow a common repeating

ground track against the performance of a symmetric satellite constellation design
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framework. The performance of each constellation considers its number of satellites,

its robustness to satellite failures, and its average sun exposure experienced over a

calendar year.

Walker constellations establish the symmetric constellation performance bench-

marks in each example. Six parameter P/S/F , a, δ, and Ωref
0 define Walker constel-

lations. The triplet P/S/F represent the number of equally spaced orbital planes,

the number of equally spaced satellites within each plane, and the inter-satellite spac-

ing between adjacent planes, respectively. The parameters a, δ, and Ωref
0 represent

the semi-major axis, the common orbital inclination, and the right ascension of the

ascending node of the reference satellite, respectively. A genetic algorithm [163] pro-

vided by MATLAB [173] minimizes the number of satellites each Walker constellation

uses to maintain continuous coverage to all locations of interest in each example.

Problem Scenario

In each example, the satellite constellations attempt to maintain continuous con-

nectivity between a headquarters location (ground terminal) and a region of interest.

Each example uses the same headquarters location but different regions of interest to

examine the impact of relative coordinate positioning on the ability of satellite con-

stellations to maintain the desired connectivity between the locations. Each example

uses Dayton, Ohio (OH) as the headquarters location and one or more discretized

representations of countries as the region of interest. The discretized representa-

tion of each country (excluding Australia) uses approximately 1o meshgrid sampling

to represent its respective region. The discretized representation of Australia uses

approximately 2o meshgrid sampling to help manage the size of the mathematical

programs used for its analysis.

The following assumptions define connectivity in each example. A satellite pro-

vides connectivity to a point on the Earth’s surface (i.e., the headquarters location or
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regions of interest) when the satellite exists above an elevation angle of 35o relative to

the plane tangent to the spherical Earth’s surface intersecting the point. Intersatel-

lite connectivity becomes available between two satellites when a direct line-of-sight

exists between the satellites above approximately 100 km of atmosphere (a radius of

approximately 6478 km from the center of the Earth).

The following two assumptions apply to the design and analysis of satellite con-

stellations in each example. First, semi-major axis values remain under 35,000 km

to ensure that all satellites remain in either low Earth orbit or medium Earth orbit.

Second, the analysis disregards the impact of environmental factors on the perfor-

mances of the satellite constellations. These factors include the effect of latency, as

well as the environmental hazards posed by the Van Allen radiation belts commonly

experienced by satellites in medium Earth orbit [13]. This analysis also disregards

additional drawbacks associated with higher orbits, including higher power antennas

required for communications or larger optics required to achieve desired resolutions.

Examples: Number of Satellites

Tables 22 and 23 list the satellite constellations designed for each example. Ta-

ble 22 identifies the number of satellites and the repeating ground track used to

design each common repeating ground track constellation. Algorithm 2 designs the

common repeating ground track constellations in each example. Table 23 identifies

the corresponding Walker constellation designs.
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Table 22: Common Repeating Ground Tracks used for Constellations

Example L M
a

(km)
i

(degrees)
λ0

(degrees)
Number of
Satellites

Ecuador 4 3 34,808 6.6 28.3 6
Falkland Islands 4 3 34,804 85.9 70.2 7

Uruguay 4 3 34,804 75.9 61.6 7
Norway 4 3 34,804 86.1 73.4 7
Egypt 3 2 32,177 49 61 8
Kenya 2 1 26,562 33.1 50.8 6

Madagascar 2 1 26,562 34.7 57.4 6
Malaysia 2 1 26,562 37.3 50.9 6

New Zealand 2 1 26,561 102.1 127.9 7
Japan 2 1 26,561 104.6 169.9 7

Australia 2 1 26,562 33 19.6 6
SKJMP* 2 1 26,561 40.7 79.7 6

*South Korea, Japan, Malaysia, Philippines

Table 23: Walker Constellations

Example S P F
a

(km)
i

(degrees)
Ωref

0

(degrees)

Number of
Satellites

Ecuador 7 1 0 34,246 179.9 114.7 7
Falkland Islands 4 2 1 34,140 51.6 10.6 8

Uruguay 7 1 0 34,856 0.1 6.5 7
Norway 5 2 1 33,491 115.5 64.5 10
Egypt 1 7 0 34,976 180 359.2 7
Kenya 7 1 0 34,992 180 360 7

Madagascar 7 1 0 34,988 179.9 0.5 7
Malaysia 1 7 0 34,864 0.2 356.3 7

New Zealand 3 3 0 34,702 122.1 294.9 9
Japan 5 2 0 28,985 146 19.3 10

Australia 5 2 1 30,426 33.5 304.6 10
SKJMP* 5 2 0 32,731 32.2 83 10

*South Korea, Japan, Malaysia, Philippines

The orbital inclinations used in the common repeating ground track constellations

range from approximately 6.6o to 104.6o. Roughly half of the Walker constellations use

near-equatorial orbits (inclinations of approximately 0o or 180o). It appears that the

common repeating ground track constellations use higher inclinations than the Walker

constellations. Two factors may account for this difference. First, the design method

for the common repeating ground track constellation selects a repeating ground track

to maximize the minimum coverage provided to any of the regions of interest using

a single satellite. This criteria rewards the ground tracks that pass near the regions

of interest, resulting in equal consideration of all regions regardless of latitude. The
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selected repeating ground track must balance regions both near and far from the

equator. In contrast, the design of the Walker constellations only considers the ability

of the entire constellation to provide coverage to the regions of interest. The Walker

constellation design method does not provide equal consideration to all regions of

interest, so long as it achieves continuous coverage. Second, the combination of a

moderately low elevation angle of 35o and large semi-major axis values up to 35,000

km allows the Walker constellation to use near-equatorial orbits. This combination

allows satellite coverage to span large surfaces of the Earth, removing the need to

use inclined orbits. The use of equatorial orbits would likely diminish as either the

elevation angle increases or the limit on the semi-major axis decreases.

The common repeating ground track constellation uses fewer satellites than the

Walker constellation in 10 of the 12 examples and uses the same number of satellites

in one of the examples. The Walker constellation only uses fewer satellites than the

common repeating ground track constellation in one of the examples. This suggests

that the added flexibility of asymmetric satellite constellation design frameworks may

help reduce the number of satellites used in constellations.

Examples: Satellite Constellation Robustness

The ability of each satellite constellation to maintain continuous connectivity be-

tween the headquarters location and its region of interest under an increasing number

of satellite failures acts as a measure of its robustness. The number of satellite failures

used to evaluate each constellation begins with zero failures to measure the perfor-

mance of fully-functional satellite constellations. The number of satellite failures

increases until every satellite fails within the constellation. The specific combination

of satellite failures used to optimally degrade the performance of a satellite constella-

tion is independent of previous combinations of failures used on the same constellation

(i.e., satellite constellations reset to full functionality prior to considering each number
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of satellite failures).

Figures 34-36 show a few examples of the average remaining connectivity each

satellite constellation maintains between the the headquarters location and the region

of interest before and after satellite failures degrade the network. Figures 39-47 in

the Appendix show this network degradation for the remaining examples. Table 24

provides summary statistics on the differences of the common repeating ground track

constellations against the baseline Walker constellations for each considered number

of satellite failures. The maximum, average, and minimum represent the largest

difference, the average difference, and the minimum difference in the proportion of

regions of interest observed with communications connectivity to the headquarters

location for any number of satellite failures.

Figure 34: Example: Dayton, OH - Ecuador, Under 35,000 km (Semi-Major Axis)
Comparing Communications Survivability
Common Repeating Ground Track = 6 total satellites; Walker = 7 total satellites
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Figure 35: Example: Dayton, OH - Norway, Under 35,000 km (Semi-Major Axis)
Comparing Communications Survivability
Common Repeating Ground Track = 7 total satellites; Walker = 10 total satellites

Figure 36: Example: Dayton, OH - Egypt, Under 35,000 km (Semi-Major Axis)
Comparing Communications Survivability
Common Repeating Ground Track = 8 total satellites; Walker = 7 total satellites

Figures 34-36 and Figures 39-47 in the Appendix show all fully functional satellite

constellations provide continuous or near-continuous connectivity between the head-
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Table 24: Relative Performance of Satellite Constellations for Each Number of Satel-
lite Failures (Common Repeating Ground Track Constellation - Walker Constellation)

Example
Number of

Satellite Savings

Relative Difference (%) in Satellite
Constellation Performance over the

Range of Satellite Failures
Max. Avg. Min.

Ecuador -1 0.00 -0.05 -0.13
Falkland Islands -1 0.00 -0.07 -0.20

Uruguay 0 0.00 -0.10 -0.19
Norway -3 0.00 -0.15 -0.24
Egypt 1 0.06 0.02 -0.02
Kenya -1 0.00 -0.11 -0.28

Madagascar -1 0.00 -0.09 -0.24
Malaysia -1 0.00 -0.09 -0.29

New Zealand -2 0.00 -0.10 -0.26
Japan -3 0.00 -0.12 -0.34

Australia -4 0.00 -0.14 -0.37
SKJMP -4 0.00 -0.13 -0.44
Average -1.67 0.01 -0.09 -0.25

quarters location and its region of interest. Differences in the robustness between the

two constellation frameworks becomes apparent in the presence of satellite failures.

The connectivity maintained by the common repeating ground track constellations

degrade faster than the connectivity provided by the Walker constellations in all but

one example. Figure 36 shows the similar degradation rate of the common repeating

ground track constellation and the Walker constellation in the example of providing

connectivity between Dayton, OH, and Egypt.

Table 24 provides summary statistics comparing the relative performance of the

common repeating ground track constellations against the Walker constellations over

the range of disruptions. The relative data uses the Walker constellation as the

baseline constellation (i.e., the performance metric of the Walker constellation is

subtracted from the performance metric of the common repeating ground track con-

stellation). Most of the maximum relative values are 0 and the averages are negative,

indicating that the common repeating ground track constellation rarely performs bet-

ter than the Walker constellation for any number of satellite failures. The relative

performance of the common repeating ground track constellation was similar to the
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Walker constellation in a single example (the example using Egypt as the region of

interest). Therefore, the Walker constellations appear more robust than the common

repeating ground track constellations; the Walker constellations provide an average

of approximately 9% more communications connectivity between the headquarters

location and the region of interest than the common repeating ground track constel-

lations for any number of satellite failures. The use of fewer satellites by the common

repeating ground track constellation likely makes it less robust than the Walker con-

stellations that tend to use more satellites.

Examples: Sunlight Exposure

Investigating the sun exposure received by satellites provides insights into the

reliability of energy available to satellites throughout different seasons of the year.

Such consideration of energy availability will inform engineering requirements for

satellite design. The daily average intensity of sun exposure for each satellite informs

the exposure of the entire constellation. Figure 37-38 show two examples of the

average intensity of sunlight exposure of satellites in the constellation, as well as the

minimum daily average intensity of sunlight experienced by any of the satellites in the

constellation throughout the year. Figures 48-57 in the Appendix show the sunlight

exposure of the satellites in the remaining satellite constellations. To summarize the

results in Figures 37-38 and Figures 48-57 in the Appendix, Tables 25 and 26 list the

average and minimum daily average intensity of sunlight experienced by the satellite

constellations on March 20th and June 21st, which correspond to vernal equinox and

the summer solstice, respectively.
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Figure 37: Example: Dayton, OH - Ecuador, Under 35,000 m (Semi-Major Axis)
Daily Average Sun Exposure to Satellite Constellation

Figure 38: Example: Dayton, OH - Falkland Islands, Under 35,000 m (Semi-Major
Axis)
Daily Average Sun Exposure to Satellite Constellation
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Table 25: Average Daily Average Intensity of Sun Exposure of Satellites in the Satel-
lite Constellation

Walker
Common Repeating

Ground Track
Example March 20 June 21 March 20 June 21
Ecuador 0.58 0.58 0.58 0.58

Falkland Islands 0.62 0.41 0.32 0.49
Uruguay 0.58 0.58 0.47 0.45
Norway 0.34 0.57 0.37 0.46
Egypt 0.58 0.58 0.52 0.59
Kenya 0.58 0.58 0.58 0.52

Madagascar 0.58 0.58 0.57 0.52
Malaysia 0.58 0.58 0.56 0.52

New Zealand 0.48 0.51 0.41 0.43
Japan 0.6 0.47 0.4 0.46

Australia 0.58 0.51 0.58 0.52
SKJMP 0.54 0.6 0.56 0.51

Table 26: Minimum Daily Average Intensity of Sun Exposure of Any Satellite in the
Constellation

Walker
Common Repeating

Ground Track
Example March 20 June 21 March 20 June 21
Ecuador 0.56 0.56 0.55 0.56

Falkland Islands 0.59 0.23 0.06 0.26
Uruguay 0.56 0.55 0.24 0.21
Norway 0.33 0.54 0.05 0.21
Egypt 0.55 0.55 0.42 0.56
Kenya 0.55 0.55 0.54 0.35

Madagascar 0.54 0.55 0.52 0.34
Malaysia 0.54 0.55 0.51 0.31

New Zealand 0.41 0.48 0.14 0.17
Japan 0.56 0.35 0.18 0.13

Australia 0.55 0.44 0.53 0.38
SKJMP 0.53 0.58 0.48 0.32

The following observations regarding sunlight exposure relates the satellite con-

stellation information in Tables 22-23 to the results in Figures 37-38, Figures 48-57 in

the Appendix, and Tables 25-26. First, the time of year impacts the average intensity

of sun exposure experienced by the satellite constellations due to the change in the

relative positioning of the sun and Earth.

Second, orbital inclination amplifies the impact of the seasons on sunlight exposure
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experienced by the satellite constellations. The satellite constellations using high-

inclination orbits experience greater fluctuations in daily average intensity of sunlight

exposure than the constellations using orbits with low-inclination orbits. A two-

sample t-test shows a significant difference exists between the average of the variances

of sunlight exposure to satellite constellations using high-inclination orbits (45o−135o)

and low-inclination orbits throughout the year with a p-value of approximately 0.026.

Therefore, the common repeating ground track constellations appear to experience

more sunlight exposure variability than the Walker constellations throughout the year

because they tend to use a more highly-inclined orbits than the Walker constellations

(6 of the common repeating ground track constellations use inclinations between

45o − 135o, while only 3 Walker constellations use inclinations between 45o − 135o).

Third, orbital inclination also influences the minimum daily average intensity of

exposure experienced by any of the satellites in the constellation. Satellites in constel-

lations using highly-inclined orbits will remain nearly perpendicular to the direction

of sunlight occasionally throughout the year, resulting in low sunlight exposure. In

contrast, satellites in constellations using low inclinations will always remain rela-

tively aligned with the sunlight direction each day throughout the year. Therefore,

the common repeating ground track constellations experience more variability of daily

average intensity of sunlight throughout the year, as well as more satellites that re-

ceive near-zero (< 0.1) exposure to sunlight occasionally throughout the year than the

Walker constellations because they tend to use more highly-inclined orbits than the

Walker constellations in each of the examples. In the examples, none of the satellites

in the Walker constellations received less than a daily-average minimum exposure of

0.1 any time throughout the year, while five of the common repeating ground track

constellations had satellites receiving less than a daily average minimum exposure of

0.1 multiple times throughout the year. Using the data presented in Tables 25-26, the
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p-values associated with paired t-tests on the difference between the average-intensity

and minimum-intensity of exposure provided to the Walker and common repeating

ground tack constellations were approximately 0.033 and 0.009, respectively, further

demonstrating a significant difference between the sun exposure experienced by the

two constellations.

5.4 Conclusion

This research investigates the performance of an asymmetric “string-of-pearls”

common repeating ground track constellation design framework. Three metrics eval-

uate the performance of the satellite constellation design framework: the number of

satellites used to establish continuous regional coverage, the constellation’s ability

to maintain connectivity between a headquarters location and its region of interest

in the presence of satellite failures (i.e., robustness), and the daily average exposure

to sunlight. This research presents a heuristic focused on minimizing the number of

satellites used in an asymmetric string of pearls constellation to provide continuous

regional coverage, as well as a network interdiction model to identify the worst-case

degradation inflicted onto the satellite network given specified numbers of satellite

failures.

Several illustrative examples compare the performance of asymmetric “string-of-

pearls” common repeating ground track constellations designed using the presented

heuristic against the performance of baseline Walker constellations in medium Earth

orbit. The asymmetric design aspect of the string-of-pearls constellation enables it to

use fewer satellites than the Walker constellation to maintain continuous connectivity

between the headquarters location and its region of interest. However, the use of

fewer satellites makes the asymmetric string-of-pearls constellation less robust to

satellite failures than the Walker constellation. Additionally, the asymmetric string-
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of-pearls constellations tends to use orbits with higher inclinations than the Walker

constellation, resulting in greater variability of sunlight exposure throughout the year.

Future research should examine the performance differences between these two

satellites constellation design frameworks in low Earth orbit. Additionally, more

efficient design methods for the asymmetric common repeating ground track constel-

lations, as well as generalizing the methods to include elliptical orbits will benefit the

satellite constellation design process. Future research should also include the effects

of latency into the calculations evaluating the robustness of the satellite networks.

5.5 Appendix

Figure 39: Example: Dayton, OH - Falkland Islands, Under 35,000 km (Semi-Major
Axis)
Comparing Communications Survivability
Common Repeating Ground Track = 7 total satellites; Walker = 8 total satellites
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Figure 40: Example: Dayton, OH - Uruguay, Under 35,000 km (Semi-Major Axis)
Comparing Communications Survivability
Common Repeating Ground Track = 7 total satellites; Walker = 7 total satellites

Figure 41: Example: Dayton, OH - Kenya, Under 35,000 km (Semi-Major Axis)
Comparing Communications Survivability
Common Repeating Ground Track = 6 total satellites; Walker = 7 total satellites
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Figure 42: Example: Dayton, OH - Madagascar, Under 35,000 km (Semi-Major Axis)
Comparing Communications Survivability
Common Repeating Ground Track = 6 total satellites; Walker = 7 total satellites

Figure 43: Example: Dayton, OH - Malaysia, Under 35,000 km (Semi-Major Axis)
Comparing Communications Survivability
Common Repeating Ground Track = 6 total satellites; Walker = 7 total satellites
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Figure 44: Example: Dayton, OH - New Zealand, Under 35,000 km (Semi-Major
Axis)
Comparing Communications Survivability
Common Repeating Ground Track = 7 total satellites; Walker = 9 total satellites

Figure 45: Example: Dayton, OH - Japan, Under 35,000 km (Semi-Major Axis)
Comparing Communications Survivability
Common Repeating Ground Track = 7 total satellites; Walker = 10 total satellites
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Figure 46: Example: Dayton, OH - Australia, Under 35,000 km (Semi-Major Axis)
Comparing Communications Survivability
Common Repeating Ground Track = 6 total satellites; Walker = 10 total satellites

Figure 47: Example: Dayton, OH - South Korea Japan Malaysia Philippines, Under
35,000 km (Semi-Major Axis)
Comparing Communications Survivability
Common Repeating Ground Track = 6 total satellites; Walker = 10 total satellites

Daily Average Sun Exposure
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Figure 48: Example: Dayton, OH - Uruguay, Under 35,000 m (Semi-Major Axis)
Daily Average Sun Exposure to Satellite Constellation

Figure 49: Example: Dayton, OH - Norway, Under 35,000 m (Semi-Major Axis)
Daily Average Sun Exposure to Satellite Constellation
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Figure 50: Example: Dayton, OH - Egypt, Under 35,000 m (Semi-Major Axis)
Daily Average Sun Exposure to Satellite Constellation

Figure 51: Example: Dayton, OH - Kenya, Under 35,000 m (Semi-Major Axis)
Daily Average Sun Exposure to Satellite Constellation
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Figure 52: Example: Dayton, OH - Madagascar, Under 35,000 m (Semi-Major Axis)
Daily Average Sun Exposure to Satellite Constellation

Figure 53: Example: Dayton, OH - Malaysia, Under 35,000 m (Semi-Major Axis)
Daily Average Sun Exposure to Satellite Constellation
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Figure 54: Example: Dayton, OH - New Zealand, Under 35,000 m (Semi-Major Axis)
Daily Average Sun Exposure to Satellite Constellation

Figure 55: Example: Dayton, OH - Japan, Under 35,000 m (Semi-Major Axis)
Daily Average Sun Exposure to Satellite Constellation
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Figure 56: Example: Dayton, OH - Australia, Under 35,000 m (Semi-Major Axis)
Daily Average Sun Exposure to Satellite Constellation

Figure 57: Example: Dayton, OH - South Korea Japan Malaysia Philippines, Under
35,000 m (Semi-Major Axis)
Daily Average Sun Exposure to Satellite Constellation
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VI. Conclusion

This dissertation considers the problem of ‘optimal’ satellite constellation design.

Satellite constellation design often relies on predefined geometric frameworks to sim-

plify the design problem. However, using predefined geometric frameworks raises

the question: which geometric framework performs best for each mission set? This

research leverages simulations, metaheuristics, and mathematical programming tech-

niques to help address this question for regional Earth-observation missions by focus-

ing on the following main research questions.

1. What is an appropriate construct to better understand the satellite constellation

design literature with a focus on frameworks and methods presented?

2. What orbit allows for a single satellite to best provide Earth-observation cov-

erage to one or more distinct regions?

3. What is the best satellite constellation design for Earth-observation missions of

one or more distinct regions?

This research is of interest to satellite constellation designers and researchers.

The organization of the satellite constellation design literature directs designers to

specific design methods and identifies potential research opportunities to researchers.

The developed metaheuristics and procedures support satellite constellation design

and research processes. Finally, the analysis of the performance of the investigated

satellite constellation design frameworks informs designers about their potential util-

ity for certain mission sets.
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6.1 Conclusions

Chapter II addresses the first major research question by investigating the satellite

constellation design literature. An abundant amount of literature exists examining

different factors of satellite constellation design. Organizing the literature in an ap-

propriate manner improves its benefit to the satellite constellation design community

by directing designers to specific design approaches and identifying potential research

opportunities.

Chapter II makes the following contributions. First, it presents a novel topology

approach to analyze the current state of the satellite constellation design literature.

Second, it organizes and discusses some of the most cited literature according to the

topology’s classification scheme. Finally, it maps articles in the satellite constellation

design literature to a topology for better understanding of the state of the art and

state of practice.

Chapter III addresses the second major research question by examining the prob-

lem of optimal orbit selection. The chapter focuses on the selecting the circular

repeating ground track orbit that maximizes the coverage provided to a region of

interest using a single satellite. The example provided in the this chapter focuses on

selecting a circular repeating ground track orbit to provide coverage to a discretized

representation of New Zealand.

Chapter III makes the following contributions. First, it develops a customized

metaheuristic for designing an optimal circular repeating ground track orbit for a

single satellite focused on maximizing the satellite’s coverage to a region of interest.

The metaheuristic applies a methodical application of designed experiments and re-

sponse surface analysis to explore the orbital design space. Second, it evaluates its

performance against the performance of a genetic algorithm, a simulated annealing

approach, and particle swarm optimization. The results suggest that the metaheurstic
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is more computationally efficient than the genetic algorithm and simulated annealing

approaches, and achieves comparable quality solutions as all three of these baseline

methods.

Chapter IV addresses the second major research question by examining the prob-

lem of modifying existing non-repeating ground track orbits into repeating ground

track orbits. Such non-repeating ground track orbits may exist conceptually in de-

sign methods, or may have been an existing orbit that became perturbed. Although

the satellite constellation design literature presents methods capable of optimally

converting non-repeating ground track orbits into repeating ground track orbits, the

methods rely on a priori knowledge about the desired repeating parameters of the re-

peating ground track. This chapter address the scenario where the desired repeating

parameters of the repeating ground track are unknown prior to orbit modification.

Chapter IV makes the following contributions. First, it presents a objective metric

capable of quantifying the similarities between two ground tracks. Using the objective

metric directly can be computationally expensive since it is evaluated using simula-

tions. Second, it presents an alternative objective metric and procedure to identify

the repeating ground track that most resembles the ground track of the non-repeating

ground track orbit via geometric adjustment minimization. The presented procedure

is computationally efficient and foregoes the need for simulations. Third, several il-

lustrative examples demonstrate the procedure appropriately identifies the repeating

ground track most resembling a non-repeating ground track.

Chapter V addresses the third major research question by examining the perfor-

mance of two satellite constellation design frameworks, asymmetric “string-of-pearls”

and the Walker-delta approaches, using several illustrative examples. The satellite

constellations focus on providing continuous coverage to a headquarters location and

a region of interest using the minimum number of satellites. A single point represents
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the headquarters location and discretized representations of one or more country de-

fine the regions of interest. The objective of the satellite constellations is to maintain

continuous connectivity between the headquarters location and its regions of interest.

The satellite constellations are evaluated considering the number of satellites required

to provide continuous regional coverage, their ability to maintain continuous connec-

tivity between the headquarters location and its regions of interest in the presence of

satellite failures, and the average exposure to sunlight throughout the year.

Chapter V makes the following contributions. First, it presents a heuristic to

design asymmetric “string-of-pearls” common repeating ground track constellations

focusing on providing continuous regional coverage using the fewest number of satel-

lites. Second, it presents a mathematical program modeling the dynamic satellite

network interdiction problem to identify the worst-case degradation to the satellite

network in the presence of a specified number of satellite failures. Third, several

illustrative examples compare the performance of the asymmetric “string-of-pearls”

constellation framework against a Walker-delta constellation framework considering

the number of satellites used, the robustness of the constellation, as well as the average

exposure to sunlight throughout the year.

6.2 Recommendations for Future Research

Although the research in this dissertation provides useful insights into satellite

constellation design, several opportunities exist for future development. Many of

these potential improvements address the following research assumptions.

First, the model of the field of regard of a satellite uses a conic section that

remains normal to the Earth, resulting in circular satellite coverage. Investigating

different shapes of satellite coverage would expand the applicability of this research.

Second, a satellite simultaneously provides coverage to all locations within its field
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of regard. Modeling a more realistic field of view would improve the realism of the

research. Third, the model of sensor coverage considers a spherical Earth. Incorpo-

rating geographic shielding into the model, as well as the oblate shape of the Earth,

into the sensor coverage models would make the simulations more realistic. Fourth,

the orbital models only consider perturbations due to the oblate shape of the Earth.

Effects from other environmental factors, such as atmospheric drag at low altitudes,

the effects of latency in communications, or hazards from the Van Allen radiation

belts, are assumed to be absent. Such assumptions further reduce the realism of the

simulation models.

Aside from making the simulations more realistic, future research should also fo-

cus on improving the tractability of methods designing large satellite constellations,

especially in low Earth orbit. Low Earth orbit satellite constellations are of increasing

interest as the cost to deploy satellites to space continues to decrease. The relative

speed of satellites in low Earth orbit to the Earth’s surface makes optimal design of

these satellite constellations even more challenging than medium Earth orbit. Incor-

porating latency and queuing of communications into the satellite network interdic-

tion model will improve representation of the satellite network and its identification

of worst-case scenario satellite failures. Perhaps the most promising extension of this

research will be the use of multiple distinct repeating ground tracks in constellation

construction.
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