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Abstract

Defect production from irradiation of materials with thicknesses much less than

the mean free path for neutron interaction has been extensively explored, but the ca-

pability to predict damage for actual experimental conditions and timescales is lack-

ing. Experimental measurements are expensive, taken over time scales of minutes to

days, and limited to long term effects, while computational models are severely limited

in either tractability or scope, with most simulations unable to simultaneously exceed

micron scale physical dimensions, microsecond scale timescales, and single digit keV

input energies. A method of accurately and inexpensively bridging the gaps between

computations and experiments is explored using the well-studied material magnesium

oxide and a simplified model based on bulk parameters and a reduced set of equations.

The Monte Carlo N-Particle transport code (MCNP) from Los Alamos National Lab-

oratory is used to simulate irradiation of a magnesium oxide rod using the Oak Ridge

National Laboratories’ High Flux Isotope Reactor (HFIR) neutron spectrum, track-

ing the neutron collision locations, kinetic energy changes, and identifying primary

knock-on atoms (PKA). MCNP outputs the energy deposition from each simulated

neutron collision via the particle track output (PTRAC) module. Using these results,

molecular and cluster dynamics calculations predict defect production, and output

the total number of F-centers resulting from the irradiation event. A defect formation

rate per neutron is determined and defect saturation theory is applied to produce a

relationship between neutron dose and defect concentration in the material for neu-

tron doses 1014 – 1019 n/cm2. The result is a model based on existing computational

research which efficiently and accurately predicts the concentration of atomic defects

under conditions closely matching experiments. Results are produced by the model
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in 6.9 minutes using a single Intel® Core™ i7-10870H CPU running at 2.20 GHz,

and comparison to the experimental data shows agreement within a factor of one to

two depending on dose. Collision cascade size and homogeneity of defect distribu-

tion are identified as the most likely sources of remaining disagreement. The widely

accepted theoretical formulation of defect production by Norgett, Robinson and Tor-

rens is compared against an older formulation by Kinchin and Pease in the model,

and the Kinchin-Pease formulation is found to produce stronger agreement with the

inclusion of the ionization limit LC . Inelastic scattering is identified as a large source

of error for neutron energies > 1 MeV. The accuracy and computational performance

achieved in this study for the investigated experimental scenario shows great promise

for future development of this technique and unifying the simulation-experimental

gap.
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FAST ENGINEERING MODEL FOR DEFECT PRODUCTION IN MAGNESIUM

OXIDE

I. Introduction

1.1 Background

Radiation damage in materials has been a subject of great concern for many en-

gineering fields c. 1950, with myriad applications in defense, energy, electronics, and

more. Over time, a strong understanding of the mechanics of radiation has been

accumulated, as well as of its macro and microscopic effects on materials. Despite

what progress has been made, however, there is a significant gap between what has

successfully been modeled through computational predictions and experimental mea-

surements.

The term “radiation damage” may take on many different meanings, however in

this case it refers to the displacement of atoms in a solid from their original structure

by radiation. This kind of damage can generally only be caused by mass-carrying

types of radiation such as heavy ions, protons, neutrons, and to a lesser extent, elec-

trons. A heavy particle which collides with an atom transfers kinetic energy, and, if

the lattice atom’s threshold displacement energy (TDE) is exceeded in the transfer,

the atom is able to escape the potential well created by the surrounding material.

The ways which this energy transfer is modeled depend on the type of radiation, the

energy available to the system, and the scale of the system. In literature, scale is

broadly defined using three categories: macroscopic, mesoscopic, and microscopic.

Macroscopic objects are resolved over multiple mean free paths. The mean free path
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refers to the distance a particle moving through a material travels, on average, before

colliding. The mean free path depends on the energy of the moving particle relative to

the target material, and to properties the material in question, so the generic length

scales of macroscopic materials are ambiguous, as mean free path lengths can vary

widely. In general, materials on the macroscopic scale are convenient to approach

using the continuum approximation, wherein a material is modeled as a continuum

rather than a collection of distinct atoms. The microscopic scale is, by contrast,

marked by material thicknesses for which resolution of individual atoms or subatomic

particles becomes significant - typically nanoscale or smaller. Finally, the mesoscopic

scale describes a regime of intermediary sizes between nanometer and micron thick-

nesses. Even on the microscopic scale, there is considerable complexity in accurately

modeling the time evolution of an atomic displacement by radiation in the context of

its surroundings. Nevertheless, the accumulation of many of these interactions and

their time evolution in a material causes changes in the material’s macroscopic prop-

erties. The difficult, multiscale nature of this problem, both spatial and temporal

in nature, has cultivated a broad scientific community connecting several otherwise

independent fields of study [1–5].

Of the types of radiation capable of producing defects, neutrons in particular have

been studied extensively in experimental work for their relevance to energy and de-

fense applications. Many techniques, such as optical absorption, deep level transient

spectroscopy (DLTS), and electron spin resonance (ESR), are only suitable for under-

standing and mapping the defect environment minutes to months after irradiation to

ensure enough time has elapsed for radioactive isotopes to have safely decayed away

[6–17]. This is in part due to the historic preference for experimental irradiations

aimed at assessing material damage from high neutron doses to be conducted using

nuclear reactors. While reactors have been designed which permit tailoring of the

2



neutron energy spectrum seen by the sample, a sample irradiated to a high neutron

dose using a reactor is exposed to a wide spectrum of neutron energies over minutes

to hours before being removed and inspected. This approach fails to capture the

early-time evolution of defects as they are produced in the material by irradiation,

and is only capable of investigating the material’s long term response.

Computational models directed at defect production and evolution have approached

the problem from the microscopic scale. Of particular interest are atomistic models:

these simulate the collisions of individual neutrons with atoms in a lattice, accounting

for structure and interatomic potentials - called the primary knock-on atom (PKA) -

as the neutron imparts its energy. The trajectory of the atom through the material is

modeled, along with the damage caused to the surrounding region. These models, in

contrast to experiments, have proven limited in the scope of damage they can handle,

evident in their applicable time scales, material volumes, and neutron energies [1,

18–23].

For broad application in industry and academia, codes such as Monte Carlo N-

Particle (MCNP) and GEANT have been developed for general purpose use in solving

problems of particle transport through materials, with sweeping scopes of potential

applications including reactor moderation, criticality calculations, prompt radiation

dosimetry from weapons, radiotherapy, and much more. These codes rely on Monte

Carlo random sampling methods to produce statistically accurate results from simula-

tions consisting of many individually transported particles. This approach sacrifices

microscopic details such as the particular arrangements of atoms in materials for

speed, but for its macroscopic applications still achieves quite accurate results. As

a part of these microscopic concessions, these codes do not approach the problem of

collisional damage in materials. Materials are modeled as continua with no regard

for the microscopic crystal structure using the concept of interaction cross-sections,

3



or probabilities of interaction determined from bulk measurements. Damage to the

material is not rigorously addressed; in particular, displacement of nuclei and their

evolution in time is not modeled at all.

1.2 Motivation

Historically, the need for an understanding of defect evolution in devices has not

been large. This can be seen in the development history of codes such as MCNP,

which has never broached the topic since its inception [24]. This is due to the typical

size regimes in which design takes place, and the effects of individual defects on

the properties of macroscopic objects. For devices or design elements larger than

a few mean free paths, understanding radiation damage at an atomic level is not

relevant: one can get by simply observing and characterizing trends which appear

at the macroscopic scale without ever broaching the details of crystal structure and

displacement effects. Moreover, materials need not be treated as ordered lattices of

atoms, but may instead be represented as continuous. These treatments work well

for any macroscopic object of concern, however their success is predicated on the

assumption that the material behaves as a bulk. The bulk assumption is that the

material is sufficiently large that it is both continuous and infinite with respect to

surface and boundary effects. This assumption is valid for many targets of interest,

such as a rod of uranium, the wall of a reactor, or the door of a Humvee. As technology

continues to advance, however, many electronic elements are becoming smaller and

smaller. Transistors in particular are extremely small and expected to continue to

shrink, with TSMC announcing a 3 nm transistor for 2022 and Samsung announcing

a 1.4 nm transistor slated for 2025 [25, 26].

The radii of atoms are measured on the order of tens to hundreds of pm. Transis-

tors with thicknesses in the low nm range are thus on the order of tens of atomic layers

4



thick. Such instruments call into question the bulk assumption on which analyses of

radiation effects on devices have historically been based, with Knudsen numbers on

the order of millions. The Knudsen number is defined as the ratio of the mean free

path to a representative length scale, and any value greater than one suggests the

continuum approximation is invalid. Compounding this concern is the fact that for

a device whose thickness can be measured in atomic layers or lattice parameters, the

displacement of one of those atoms has a much larger relative impact than when the

bulk assumption is valid and the material can be considered macroscopic. For any

application, it is vitally important to be able to produce realistic characterizations of

the phenomena present. It is similarly important in the course of design to be able to

repeatedly perform these preliminary analyses - this requires a method that is fast,

inexpensive, and accurate. No methods or models currently exist which satisfy these

criteria with respect to radiation effects on small electronic devices.

1.3 The Problem

Despite many approaches made to extend atomistic models out to realistic time

scales, there does not yet exist an approach for fast prediction of neutron damage

in a material which experimenters and designers can use to rapidly survey potential

scenarios. Existing computational methods extending molecular dynamics without

compromising microscopic detail are limited to shortened time scales in varying ma-

terial solids to the range of 10−12 to 10−6 s [19–21, 27–29]. Reduced sets of cluster

dynamic equations and simplified models have shown promise for extending the tem-

poral studies of defect evolution with reasonable accuracy to experimental results,

but still prove to be computationally expensive for use in experimental and design

workflows [1, 30, 31]. Moreover, these types of models have never been used to repli-

cate realistic neutron spectra, only simulating single-energy neutron sources, and are
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further unable to reach the large neutron doses potentially relevant to design applica-

tions. The intervening gap that links current computational models and experimental

observations requires attention to more accurately bridge between transient and long

term responses for materials to effects of combined radiation environments. Of partic-

ular importance is the need for efficient surveying techniques for rapid analysis when

material dimensions, such as those for microelectronics found on modern printed cir-

cuit boards, are well below the mean free path for radiation interactions. This work

presents a framework for such a model, based on converging the accuracy of atomistic

models, the speed of transport codes, and the underlying theory of defect production,

to produce estimates of defect concentration resulting from neutron irradiation of a

MgO crystal, matching the conditions of a real nuclear reactor and experimental data.

The use of a continuum approach with MCNP serves to evaluate the usefulness of

bulk-determined quantities such as interaction cross-sections for sub-mean free path

applications.

1.4 Hypothesis

The goal of this research is to formulate and test a computationally simple model

capable of predicting broadly the intensity of atomic level radiation damage resulting

from neutron irradiation of a crystal. By combining the results from molecular dy-

namics simulations with defect evolution theory and existing particle transport codes,

a simple and efficient prediction of material damage caused to a sample by a realistic

neutron spectrum can be made. Comparing this prediction to experimental results

should provide preliminary insight into the effectiveness of this method of converging

fields of study at producing a realistic result. While each of these constituent elements

arises from rigorous study, it remains to be seen whether their sum can produce a

result consistent with what has been measured.
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1.5 Methods

The ionic crystal MgO is selected as the target material for how extensively it has

been studied by both the experimental and computational communities. Baseline

data are taken from the atomistic simulations of Uberuaga et al. for determining

the damage caused by neutron collisions in the lattice [19–21]. Theory developed

by Kinchin and Pease is used to extend these results across a wide range of neutron

energies [32]. The particle transport code MCNP is used to simulate the irradiation

of a MgO sample, using the PTRAC module to extract data on a collision-by-collision

basis [33]. Python code is used to interpret and process the data, and the results are

compared against data recorded from experimental irradiations performed in the Oak

Ridge High Flux Isotope Reactor (HFIR) Hydraulic Tube System (HTS) [11, 12].

1.6 Research Objectives

At present, while there simultaneously exist many experimental and computa-

tional studies in the literature approaching the problem of defect creation and evo-

lution from the long term and short term directions, respectively, a concerted effort

has not been made to connect the two. In particular, the results of cluster dynam-

ics simulations carried out in ideal, microscopic environments have not been scaled

and validated against experiments conducted in ideal, but comparatively realistic,

scenarios. Accordingly, the primary research contributions of this work include:

• Prediction of defect concentration in a MgO crystal of sub-mean free path thick-

ness subject to a reactor neutron spectrum using cluster dynamics results and

theory calculations, and subsequent validation against experimental results

• Proof of concept for a fast computational model capable of surveying atomic

level radiation damage
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• Evidence to support the validity of MCNP, the continuum approach, and cross-

section data in the sub-mean free path regime

• Exploration of factors contributing to inaccuracy between computations of de-

fect evolution and experimental measurements
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II. Background and Literature Review

In this section, the theory and models underlying the defect prediction model

will be explained in detail. The model combines analyses of neutron irradiation and

damage in magnesium oxide primarily from five sources: experimental defect mea-

surements on irradiated samples; Monte Carlo neutron transport using MCNP; defect

production theory; molecular and cluster dynamics simulations; defect saturation the-

ory. The ordering of elements in this chapter reflects their order of relevance to the

model in Ch. III.

The focus material of this research is MgO. MgO is appealing for the extensive

catalog of experimental and computational studies investigating it, which will be

discussed in detail below. MgO is an ionic simple cubic crystal, belonging to the

space group Fm3̄m, with lattice constant a0 = 4.26 Å and a band gap of 7.7 eV [34].

2.1 Neutron Interactions with Matter

To begin investigating the damage resulting from neutron irradiation in magne-

sium oxide, the means by which neutron irradiation causes damage must first be

addressed. Broadly speaking, the event of two particles passing nearby and inducing

measurable change in one another’s internal states or trajectories is defined as an in-

teraction. When the extent of an interaction occurs over a relatively short amount of

time, it is further defined as a collision. There may be defined two states in any colli-

sion: the initial constellation, before the collision has occurred, and the final constel-

lation, after it has concluded. Collisions may then be subdivided between scattering

collisions and reactions. Scattering collisions, in which the final constellation differs

from the initial constellation either not at all or only by the excitation of the internal

states of its members, may be elastic or inelastic. Elastic scattering collisions require
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that the sum of kinetic energy present in each constellation remains the same, while

inelastic scatters are characterized by the transformation of part of the initial kinetic

energy to internal energy among the colliding particles. The kinematics of elastic

scattering events can be modeled simply by classical “hard sphere” collision between

the neutron and the nucleus, with energy transfer dependent only on their relative

masses, velocities, and recoil angle. Reactions are defined as collisions for which the

initial and final constellations are not not identical, leading to the distinction that

inelastic scattering collisions fall under the reaction umbrella. In general, the factors

which govern reactions are not trivial, and depend on the particular characteristics

of the involved particles [35, 36].

The interaction of neutrons with matter has long been useful to model as prob-

abilistic. Used to measure this probability is the cross-section for a particular type

of collision. The number of a type of collision that occurs per unit volume per unit

time depends directly on the number density of moving particles, the number density

of target particles, and the velocity of the moving particles. The constant of propor-

tionality which relates these quantities is called the microscopic cross-section, which

has units of area and is typically given in barns, or 10−24 cm2. The cross-section is

often conceptualized as the apparent size of the nucleus to the passing neutron, but in

reality is somewhat more complicated. When radiation theory was first being devel-

oped and the first experiments were being conducted, the difference in scale between

isolated collisions and matters of practical interest was large; furthermore, isolation of

single constellations to directly investigate interactions was infeasible. Experiments

would involve large fluxes of neutrons passing through bulk volumes of material, and

a quantity was needed to represent collision probability [35, 36].

The cross-sections for all interactions depend heavily on the energy of the neu-

tron relative to the target nucleus. This energy dependence is nontrivial, and is so
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important that an entire field of study has developed around the measurement and

tabulation of neutron cross-sections, the intricacies of which are beyond the scope of

this work. All cross-section data used in this work are sourced from the Evaluated Nu-

clear Data File (ENDF)/B VII.1 library, developed and released by the Cross-Section

Evaluation Working Group on December 22, 2011 [37]. Fig. 1 shows a comparison

of the total microscopic cross-sections of Pu-239, an isotope which has undergone

meticulous study for decades, and Mg-24, relevant to this work and relatively less

studied in the nuclear field. Cross-section plots by energy can be divided into three

distinct regions: thermal, fast, and resonance. The thermal region is the low energy

region where the total cross-section is at its largest. In nuclei where absorption is

energetically favorable, the thermal region is where it would most probably occur.

Conversely, the fast region corresponds to high energy neutrons. In the fast region,

the elastic cross-section is usually constant, with other cross-sections decreasing pro-

portionally to the inverse of neutron velocity. In between these two is the resonance

region. Resonances typically correspond to energies where absorption or excitation

are particularly favorable, and manifest as sharp peaks in cross-section. In Fig. 1, the

resonance region for Pu-239 is relatively well defined, while for Mg-24, there are fewer

and often wider peaks. Also worthy of note is the energy range at which resonances

begin; in Pu-239 and other heavy elements, this region is situated in the eV range,

while for light elements it appears in the MeV range [36]. It is important to consider

that nuclear resonances are still actively researched, and especially in the case of less

studied isotopes, new resonances are still being discovered. Models relying on nuclear

cross-section data can only be as accurate as these measurements. The cross-sections

shown for Mg-24 are characteristically similar to those of O-16, Mg-25, and Mg-26,

the other isotopes relevant to this work.
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Figure 1: Comparison of neutron total microscopic cross-section data between Pu-239
(a) and Mg-24 (b). Cross-section data in this work are sourced from the ENDF/B
VII.1 library, released by the CSEWG on December 22, 2011 [37].

2.2 Reactor Irradiation

The experimental irradiations being compared against in this work were performed

in the Oak Ridge High Flux Isotope Reactor (HFIR) Hydraulic Tube System (HTS).

The HFIR is outfitted with several experimental irradiation facilities, each designed

to produce a different radiation environment. The normal reactor cycle is 23 days,

which would be a limiting factor to experiments requiring very high neutron flux over

short time periods were it not for the HTS [38]. The HTS is a system which can

be used to remotely insert experimental samples into the core of the reactor while
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it is running: aluminum capsules called “rabbits” are loaded with materials to be

irradiated and hydraulically lowered into the flux trap. These rabbits are cylindrical,

and have an interior space defined by r = 0.255 in., h = 2.562 in. The neutron

spectrum at this location is provided in Fig. 2. This spectrum was recorded in 1971

by Kam and Swanks, and has since changed with the transition from the HFIR from

a highly enriched uranium to low enriched uranium, however the experiments being

compared against were conducted before this switch [39–42]. The total flux in the

HTS with this spectrum is 5× 1015 n/cm2. Across this volume at the location within

HFIR, the neutron spectrum is reported to be invariant [38, 43].

Figure 2: Neutron spectrum in the Oak Ridge HFIR HTS [39]. The total neutron
flux is 5× 1015 n/cm2, with the highest measured neutron energy being 18.3 MeV.
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2.3 Experimental Techniques

Experimental validation of defect evolution resulting in stabilized isolated cen-

ters from irradiation in MgO has long been studied and characterized with tech-

niques such as electron paramagnetic resonance (EPR) and deep level transient spec-

troscopy (DLTS) [6–9, 13, 15–17]. Early experimental work by Kingery and others

[10, 44] revealed that radiation induced defects had not only a temperature depen-

dence, but also that several different defects were present after an irradiation. Their

work also suggested an agglomeration of defects during irradiation and an annealing

of radiation-induced defects at the ambient temperatures (i.e. defect recombination).

Other studies of the long-term effects of electron and neutron irradiation on defect

formation and evolution by Chen et al. [11] have shown defect stability to at least

900◦ C (approximately 2.53 eV). Work by Halliburton et al. [15, 16] definitively

identified cation vacancies induced by neutron and high-energy electron irradiation

with thermal stability on the order of years. Additionally, oxygen interstitials were

observed by Halliburton et al [15, 16]. Evidence for anion vacancies after irradiation

was presented by Nelson et al. [17] in his work on shocked materials.

The irradiation results used to compare this model against, however, were obtained

using absorption spectroscopy [11, 12]. Absorption spectroscopy, at its simplest, in-

volves measuring the attenuation of light as it passes through the material of interest.

Often, and as is the case with MgO, there exist absorption “bands” in the material

corresponding to particular wavelengths which are absorbed preferentially. In MgO,

which is transparent when pure, absorption bands appear in the material following

irradiation. These bands correspond to particular defects which accumulate in the

material - the 250 nm absorption band corresponds to the F-center in MgO. F-centers

are defined as anionic vacancies occupied by one or more unpaired electrons, and will

be the defect species focused on in this work. Derived by Sibley and Chen is an
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equation which relates the measured absorption coefficient of this band to a concen-

tration of F-centers in the material [45]. This equation is an application of Smakula’s

equation, a generalized relationship derived in 1930 to describe the optical absorption

of defects which has been foundational in experimental defect measurements [11, 12,

45–47]. Both experimental data sets referenced in this study used this equation to

produce their results.

In both experiments, single crystals of MgO were investigated, meaning there were

no grain boundaries between crystals present in the samples. Further care was taken

to select samples for irradiation which had grown with high purity. Nevertheless, some

impurities in their samples were inevitable - these impurities have the potential to

throw off measurements, especially when their concentrations are similar or greater

than the concentration of the defect in question. A summary of irradiations and

observed defect concentrations is shown in Tab. 1, while the full data along with their

original plots are presented in appendix A.

Table 1: Summary of experimental defect concentrations by neutron dose. Experi-
mental data included come from the experiments done by Chen et al. and Mcgowan
and Sibley [11, 12].

Neutron Dose (n/cm2) Defect Concentration (n/cm3)
3.50× 1014 3.60× 1016

4.05× 1015 2.91× 1017

2.00× 1016 1.00× 1018

1.50× 1017 2.70× 1018

2.4 MCNP

The spectrum from the HFIR HTS is used to sample neutron energies irradiating

a simulated target in the model. The MCNP 6.2 software is used to simulate neutron

irradiation of a MgO sample and output neutron collision information. MCNP is a

proprietary software developed by Los Alamos National Laboratory (LANL) based
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on the theory of Monte Carlo particle transport through continuous material geome-

tries. The fundamental theory of Monte Carlo is predicated on building an estimate

of the deterministic solution to a problem by sampling on its distribution a large

number of times. In the case of particle transport, this is modeled by simulating the

histories of a number of particles, from a birth condition to a termination condition,

and typically involves several random variables - the particle’s starting energy, its di-

rection, the path length of the particle before an interaction, the type of interaction,

the energy deposited, secondary particles produced, etc. All of these random vari-

ables are contributing factors to the true distribution of the problem’s solution, and

as the number of particle histories simulated increases, this solution should resolve

itself more clearly. This approach is often preferred over deterministic methods for its

comparative tractability, but in practice comes with many limitations. Fundamen-

tally, the number of histories run and the corresponding variance in the final answer

are only indicative of the statistical precision of the simulation results. The physical

accuracy of a Monte Carlo solution is bounded not only by statistics, but also by

the physicality of the presented problem and the physicality of the model being used;

one may achieve a solution with nearly zero variance, but which was predicated on

unrealistic assumptions or nuclear data.

MCNP 6.2 is a professional Monte Carlo particle transport software, and has a

staggering suite of capabilities, ranging from criticality safety calculations to struc-

tural moderation analysis to medical applications and more [33]. In an account given

by Goorley et al., the theory behind Monte Carlo particle transport codes began to

catch traction in the 1950’s and 60’s with the development of several independent

codes at LANL [24]. In 1973, the Monte Carlo Neutron Gamma (MCNG) code was

developed by merging independent neutron and gamma transport codes Monte Carlo

Neutron (MCN) and Monte Carlo Gamma (MCG). MCN was at the time the latest
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neutron transport code developed by LANL and was designed to be as general as pos-

sible [48]. MCN handled neutron transport through systems of geometries defined by

the user from sources similarly defined by the user. Neutron interactions were pred-

icated on cross-section data provided by Lawrence Livermore National Laboratory.

Unlike in modern MCNP, cross-section data were not modified in any way and were

simply linearly interpolated on to determine interaction probabilities. The MCNG

code would later be merged with the low energy photon code, Monte Carlo Photon

(MCP), resulting in the first iteration of MCNP - at this point standing for Monte

Carlo Neutron Photon [24]. The code would later be added onto by Sandia National

Laboratories to enable electron transport as well, and subsequently more and more

particle types, becoming the modern Monte Carlo N-Particle code.

With decades of additions and refinement, MCNP 6.2 is the state of the art for

simulating macroscopic neutron transport. It supports the construction of immensely

complex geometries and the input of virtually any conceivable material composition,

with physics underpinned by extensively developed cross-section libraries. Depending

on the rigor desired from the simulation, MCNP 6.2 can simulate neutrons, photons,

electrons, protons, heavy ions, and other particles concurrently. Radiation source

specification allows for point, surface, or volume sources based on the geometry of

the problem, and source sampling is customizable with respect to particle direction,

energy, and distribution across the source. A host of pre-defined tallying routines

are provided by the software for analysis. These routines range in complexity from

counting neutrons in the specified volume, to calculating deposited energy, to re-

porting criticality values, and more. Tallies in MCNP are analyzed by the software

using a host of checks for statistical precision, and statistical uncertainty is reported

automatically alongside each tally output. Despite the extensively detailed physics

involved, MCNP 6.2 remains highly optimized and efficient, employing a wide range
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of techniques to streamline problems and improve statistics based on the desired out-

put, including variance reduction to reduce the number of histories needed to achieve

a statistically precise result.

Despite MCNP’s many strengths, a gap exists with respect to the needs of this in-

vestigation. MCNP 6.2 does not simulate the crystal structures of materials, treating

them as a continuum. MCNP determines when and where interactions occur using

input libraries of microscopic cross-section data, by default using ENDF libraries for-

matted for use using the Nuclear Data Processing System (NJOY) code. As touched

on in Sec. 2.1, these measurements do not represent the full breadth of physics in-

volved in a neutron interaction, but are convenient and accurate for determining

macroscopic cross-sections and MFP’s, for use in the macroscopic regime. This lack

of detail is recognized and specifically desired for this investigation. An assessment

of the accuracy of MCNP and a continuum based approach for microscopic damage

predictions is highly valuable to the development of a robust damage surveying tool.

Used alongside tallies in this study is the Particle Track Output (PTRAC) module.

Tallies are a convenient way to shed the cumbersome storage issues presented by

Monte Carlo, by creating a running sum for some quantity of interest, and discarding

all other information produced for each particle history. This method allows MCNP

to run vastly more efficiently and permits many more histories to be run than would

otherwise be able to be stored in memory without consuming gigabytes of space.

Before modern advancements in digital storage, when the parent codes for MCNP

were conceived, this was essential to successfully employing Monte Carlo. For decades,

MCNP had no built-in functionality to retain all of the information generated in each

neutron history. The PTRAC module is a recent development, allowing for this

storage in a separate output file. As predicting defect concentration is predicated

on individual collision cascades, the specific energy depositions and locations of all
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neutron collisions are necessary for the model in this work. Unfortunately, the use of

the PTRAC module requires that all data processing and statistics be implemented

manually. Additionally, the number of histories which can feasibly be run is severely

limited, with a storage requirement at 109 histories between the orders of hundreds to

thousands of GB. The PTRAC module is receiving vast performance improvements

with the release of MCNP 6.3 - unfortunately this update was made after this research

had completed.

2.5 Atomic Displacement Theory

The MCNP PTRAC output provides a list of energy depositions which are used to

calculate defects using atomic displacement theory and computation results. When

a neutron scatter occurs off of a lattice nucleus, there is a minimum kinetic energy

transfer requirement to lift the target nucleus out of its potential well. The barrier

it must overcome varies due to several factors, but is fundamentally the result of

the material’s bond structure and the sum of forces acting on the atom from the

rest of the lattice. While a fully detailed explanation is far beyond the scope of this

paper, this energy requirement, commonly referred to as the threshold displacement

energy (TDE), varies with material composition and crystallographic direction of

recoil. In most materials, the TDE is of the order of tens of eV, and has been

taken to be 25 eV when otherwise unknown in early work [32]. Over the course of

MgO’s study, the TDE’s for oxygen and magnesium have been investigated extensively

both experimentally and computationally. From an experimental perspective, many

different values have been found for both elements; for oxygen, values are reported

ranging from 44 to 60 eV, while values for magnesium are clustered between 60 and

64 eV [7, 9, 49]. Importantly, the crystallographic direction is not always specified

in these results, so comparison between them is questionable. Computational studies
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have found TDE’s to vary over a much wider range, with the TDE’s of both oxygen

and magnesium varying between 40 and 160 eV depending on the direction of recoil

[18–21, 50, 51]. Recommended average values vary from 47 and 41 eV respectively by

Williford et al. to 67 and 90 eV by Park et al. The molecular dynamics simulation

results used in this paper, discussed in detail in Sec. 2.6, take the values to be 65 and

90 eV, respectively. Suffice it to say, the true value of the TDE varies considerably

by recoil direction, and is not widely agreed upon in the literature. A table providing

a summary of TDE measurements is provided in appendix B.

The first widely accepted theoretical basis for defect production from various forms

of radiation was formulated by Kinchin and Pease in 1955 [32]. Treating neutron-

nucleus and interatomic collisions as hard sphere collisions, and assuming a moving

atom slows down primarily due to collisions with other stationary atoms, Kinchin and

Pease developed an early formulation for predicting neutron damage. They predicted

that a collision event will produce a cascade of displacements depending on the energy

transferred in the original collision, and that the total number of displaced atoms will

depend linearly on the energy of the primary knock-on atom (PKA) and the TDE. The

energy transfer is modeled classically, and the resulting number of defects produced

is as follows:

Emax =
4M1M2

(M1 +M2)2
E (1)

Nd =
Emax

4Ed

(2)

Here Emax is the maximum energy transfer possible from the scattering event, M1

is the mass of the moving particle, M2 is the mass of the stationary target, and E is

the energy of the neutron. In this case, M1 refers to the mass of the neutron, and M2
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to the mass of the nucleus. Nd, then, is the total number of defects produced by the

resulting collision cascade, with Ed representing the minimum displacement energy

of the PKA. It follows that for an energy transfer below 4Ed, no defects are expected

to be produced. While an interstitial-vacancy pair (Frenkel pair) may be produced

with lower energy transfer, the resulting interstitial is not energetic enough to escape

the immediate vicinity of the vacancy it has created, and recombines immediately.

For very high PKA energies, another interaction becomes important to consider

- the energy binding electrons to lattice nuclei. An atom traveling with sufficient

energy will begin to strip electrons from surrounding atoms along its path, thereby

losing energy without creating additional displacements. The energy threshold at

which a PKA begins stripping electrons is represented below by the quantity LC :

LC =
1

16

M1

m
ϵ0 =

1

16

M1

m
πa20ER(3N0

√
π)2/3 (3)

Here m refers to the mass of an electron and ϵ0 to the Fermi energy of the freed

electrons. a0 is the lattice parameter, ER is the Rydberg energy and is equal to 13.6

eV, and N0 is the number of atoms per unit volume in the material. This is called the

ionization limit, and introduces nonlinearity to the total number of defects produced

for PKA energies above it. A second relationship for Nd at energies above LC is thus

presented:

Nd =

(
2− LC

Emax

)
LC

4Ed

(4)

Shown in Fig. 3 is the nonlinear behavior introduced by the ionization limit to

the otherwise linear defect trend line. It can be seen that above LC , the number of

defects produced is drastically impacted, and energy loss to ionization rapidly becomes

a dominant phenomenon. The LC term depends on several parameters which vary
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depending on the material, namely the number density of atoms, the mass of the

target nucleus, and the lattice parameter. Shown in Fig. 4 is the impact of varying

number density and PKA mass on the number of defects produced by PKAs of one,

two, and three MeV. A similar trend is exhibited by both plots, where increasing the

parameter in question increases the number of defects produced up to a peak value,

after which it begins to decrease. The highest possible number of defects produced

increases linearly with PKA energy. From observation of Eq. 3, the ionization limit is

directly proportional to mass, and proportional to number density by the cube root

of its square - this is the cause of the slightly differing shapes between the two curves.

This set of relationships would become a baseline for the community when evalu-

Figure 3: Showcase of the impact of ionization limit on defect production. The trend
line produced using the atomistic simulation results is augmented by Eq. 4. Ionization
severely limits additional defects produced in the high energy regime.
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Figure 4: Effects of varying number density (a) and target mass (b) in Eq. 3 for three
transferred energies. Both plots show a similar relationship. There appears to be a
value in each case which maximizes defect production in the material. This value
increases, along with the maximum number of defects produced, with PKA energy.
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ating neutron damage in crystals, but left considerable room for improvement, often

failing to produce accurate predictions when compared against experiments and in-

depth simulations. The model would later be refined by Norgett using simulation

results by Robinson and Torrens as well as a semi-empirical derivation by Nelson,

resulting in the now commonly used Norgett-Robinson-Torrens (NRT) model [1, 17,

52]. This model, shown below, introduces a factor κ representative of the displace-

ment efficiency, a quantity which attempts to account for the tendency for interstitials

to instantly recombine:

Nd =
κ(E − Q̂)

2Ed

(5)

The value of κ is determined to be a constant equal to roughly 0.8, except for

energies near 2Ed. The quantity Q̂ represents the energy lost in the collision cascade

to ionization, and acts to effectively combine the two equations provided by Kinchin

and Pease for above and below the ionization limit. The difference between E and

Q̂ represents the total energy available in the system to create atomic displacements.

This version of the Kinchin and Pease (KP) formulation is what is used today, though

it still proves ineffective on its own at predicting the damage produced in a material

from irradiation. This formulation also completely neglects the nonlinear effects of the

ionization limit on large defect cascades, a shortcoming which has been overlooked by

the community for its better standalone agreement with experiments at lower energies.

For this reason, the KP model is used in the algorithm over NRT. A discussion is

provided in Sec. 4.5 addressing this choice in further detail.

2.6 Atomistic Simulations

Atomistic simulations are any of a broad range of computation techniques aimed

at studying the behavior of materials subject to perturbations at the atomic scale.
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The model in this paper is produced using the results of such a simulation. A full

explanation of all atomistic simulation methods is beyond the scope of this work,

however an explanation focused on cluster dynamics, a technique used in the study

informing this model, is provided below.

The study of cluster dynamics builds on the early displacement theory through the

use of detailed, atomic-scale simulations to predict transient material damage with

collisional models. These simulations provide finely detailed results describing not

only what types of defects are formed but where they form and how they evolve over

time in the material. In the case of traditional simulation methods, this detail comes

at the cost of computation speed, and such simulations are limited to predictions out

the the order of picoseconds before computation time becomes prohibitively slow.

A brief overview of the fundamentals of cluster dynamics is provided by Kohnert

et al. [28]. The study evolved from the earlier Mean Field Rate Theory (MFRT),

developed in the 1970’s. MFRT is based on solving a set of differential equations

describing the continuous rates of change of the concentrations of vacancies and in-

terstitials in a material subject to irradiation. The cluster dynamics method came

about as an extension of this model to account for defects of orders greater than single

interstitials and vacancies, which MFRT could not. The balance equation used by

cluster dynamics may then be expressed,

dCn

dt
= −∇J̇n + gn +Rn(

−→
C )−Dnk

2
nCn, (6)

for n defect species of interest. C is concentration, J is the flux of the given

species, g describes defect production during recoil events, D is the species diffusion

coefficient, and k2 describes the strength of sinks for removal of defects. Rn(
−→
C ) is

more involved, represented as follows:
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Rn(
−→
C ) =

∑
i+j→n

k+
i,jCiCj −

∑
i+n→m
n+i→m

k+
i,nCiCn +

∑
m−i→n
m−n→j

k−
m,iCm −

∑
n−i→j

k−
n,iCn (7)

Rn(
−→
C ) generally accounts for the interactions of clusters in the system with one

another. The formation of species n is governed by the first and third terms, account-

ing each for combination of smaller species and dissociation of larger species into n,

while the second and fourth terms describe the corresponding losses from n. In prin-

ciple, this expression can be taken broadly to account for many orders of clusters or

narrowly to only consider low order defects, with the choice of scope affecting the

computational tenability of the problem but providing new depth of insight into the

behavior of a material subject to irradiation. Crucially, this model may additionally

be expanded to allow for explicit spatial resolution, providing insight into the effects

of defect arrangement on their development over time.

Traditional cluster dynamics calculations rapidly become intractable for situations

of high doses and volumes, as the number of equations involved increases exponen-

tially with additional species [28]. Both in response to this issue and independent

of it, several alternative models and methods have been conceived which circumvent

or mitigate this problem. The next most computationally difficult is a group of ap-

proaches collectively described as Kinetic Monte Carlo (KMC) methods. As described

by Stoller et al., KMC is predicated on the complete simulation of the crystal lat-

tice, wherein every point defect and defect cluster has an explicitly defined location

within a finite simulation cell [53]. Under irradiation, defects are simply introduced

to the cell at discrete locations and times. The behavior - mobility, combination, dis-

sociation, etcetera - of defects within the volume is simulated directly using kinetic

Monte Carlo. KMC methods avoid the combinatorics issue of traditional cluster dy-
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namics, but are still computationally restricted to very small problem sizes relative

to experimental scales. The explicit simulation of the crystal lattice typically limits

KMC to cell volumes < 100 nm across, which results in poor resolution at the exper-

imental scale and increases in computation time exponentially [22]. The concepts of

KMC inspired a Monte Carlo approach to the traditional cluster dynamics equations,

resulting in stochastic cluster dynamics (SCD) [54]. Discretization and stochastic

integration of the cluster dynamics equations allows for a substantially faster solution

to large volume problems, but still struggles with high species count [28]. An alterna-

tive approach was contrived to instead reduce the number of equations needing to be

solved, using a grouping scheme, however this approach trades accuracy for efficiency,

neglecting correlations as the problem evolves [55, 56]. While some more than oth-

ers, all approaches to reducing complexity of cluster dynamics calculations succeed at

improving their efficiency for large simulations. Despite all these advances, however,

there still does not exist a commonplace method for efficient predictions that are

readily comparable to experiments. While successful in incorporating great detail,

cluster dynamics models for the time being remain limited in their capacity to cover

broad energy spectra, large volumes, and high doses.

Despite their shortcomings, cluster dynamics models have contributed immensely

to the modern understanding of radiation effects in materials. Indeed, existing results

of cluster dynamics models may be leveraged in bridging the gap between simulation

capability and experiments. In this work, the results of a set of simulations by Uberu-

aga et al. are implemented alongside the defect production theory of the previous

section to inform the number of defects produced by each neutron collision simulated

[19–21]. These particular simulations apply a combination of multiscale methods

following their initial cluster dynamics to extend their results out to time scales ap-

proaching those observed in experiment, including temperature-accelerated dynamics
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and density functional theory. Collision cascades were simulated for three different

PKA energies: 400 eV, 2 keV, and 5 keV. 20 cascades were simulated at 400 eV, while

12 were simulated at 2 and 5 keV. Uberuaga et al. report results as totals across all

simulations for each energy. They include the total number of displacements which

occur along with the number of defects lasting longer than 8 ps. Additionally, they

provide a breakdown of the types of defects produced, however this information is

largely beyond the scope of the model developed in this work. Notably, they find

that there is no strong preference in collision cascades for displacements of cations

or anions, a detail which becomes useful for comparison with experimental results

that will be discussed further in chapter III. The simulation findings of interest are

presented in Tab. 2, averaged per neutron for each energy.

Table 2: Simulation results taken from Uberuaga, 2004. In this context, defects refer
to Frenkel pairs. All reported values are averaged per neutron. Reproduced with
permission from Uberuaga and Physical Review [19]

PKA Energy (keV) Displaced Atoms Post-Collisional Defects
0.4 9 0.5
2 48 7
5 124 18

2.7 Defect Saturation

The final element to the model is the concept of defect saturation. When a ma-

terial is subjected to very high doses of heavy particle irradiation, the rate of defect

formation decreases until the material is saturated, at which point defect concentra-

tion becomes constant with dose. The increasing density of vacancies, interstitials,

and resultant defect cascades begins placing transient and more stable defects in closer

proximity [57]. This has been modeled using the concept of a “forbidden volume,”

inside which recombination will immediately occur if a vacancy is present. This con-

cept is also used in cluster dynamics models, referred to by that community as the
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capture radius. A set of equations is presented by Henderson and Bowen for neutron

irradiation of magnesium oxide, based on experimental observations [13]:

F (t) = F (∞)

(
t

t+ τ

)
(8)

F (∞) =
2

v
(9)

τ =
F (∞)(
dF
dt

)
0

(10)

where t is dose, F is defect concentration, and v is the forbidden volume. The

forbidden volume is determined to be a sphere of radius nearly nine times the lattice

constant for MgO based on experimental results [13]. The initial formation rate of

F+ centers, (dF/dt)0 depends on the energy or spectrum of energies of the incoming

neutrons and scales linearly with fluence. In the model presented here, (dF/dt)0

is determined using the theory and molecular dynamics results of sections 2.5 and

2.6. The equations above were developed specifically for F-centers, making their use

for comparison against experiments convenient. It is additionally assumed that the

temperature is within a range where interstitials are mobile and the F-centers are not

[57]. In magnesium oxide, the temperature at which the F-centers become mobile is

of the order 400◦C, which makes this assumption reasonable for most applications

[13].
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III. Methodology

The methodology described in this chapter combines the detailed results of an

MCNP neutron transport simulation with the results of an atomistic simulation

study and atomic displacement theory to survey long-lasting radiation damage in

MgO rods. The methodology described in this chapter leverages MCNP’s excellent

neutron transport capability to accurately mimic the irradiation conditions of two ex-

periments conducted at the Oak Ridge HFIR. The results of a cluster dynamics study

are combined with atomic displacement and defect saturation theory, and applied to

the collision information recorded from MCNP. A flowchart for the defect prediction

method is shown in Fig. 5. This methodology produces an estimate of defect con-

centration over a range of input doses for an experimentally relevant scenario in a

short amount of time, and in the results chapter is validated against corresponding

experimental data.

The flowchart describes a linear process for the model with three distinct stages

before experimental comparison. Beginning with MCNP, a neutron transport sim-

ulation is run based on the irradiation conditions of the relevant experiments. The

results are then output using the PTRAC module, which writes particle by particle

information to a large output file. The second stage of the model begins with the

processing of this output file in Python. The energy deposition of each collision is

converted to a defect total using the atomistic study results and kinematic defect

theory. The resulting defect total is converted to defect concentration over neutron

dose using the output of an integrated neutron flux tally from MCNP. Finally, sat-

uration theory is applied in the process of scaling this initial concentration to dose

ratio to experimentally relevant doses. The results of this process are plotted against

the experimental data for analysis.
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Figure 5: Flowchart indicating the steps in the defect prediction algorithm. The
algorithm begins with the MCNP simulation, incorporating the irradiation conditions
of the experiments. From MCNP’s PTRAC module, collision information is output
and processed using a python script. The trend line from Uberuaga et al. is paired
with the theory for reduced cascade size at high energies to determine the initial rate
of defect formation, (dF/dt)0. Finally, saturation theory is applied and the result is
scaled to relevant doses, for comparison against the experimental data.
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3.1 Experimental Data

Before any steps of the model’s process could be performed, the experimental

conditions and data had to be determined. The magnesium oxide rods in each ex-

periment were cleaved from single crystal grown by W. and C. Spicer Co. Ltd., with

lengths ranging from 0.5 cm to 1 cm, and cross-sectional dimensions ranging from

0.01 cm2 to 0.1 cm2. The placement of the rods within the rabbits in the HTS was

not specified in either experimental paper; furthermore, the presence and arrange-

ment of other materials potentially affecting the neutron spectrum inside the rabbits

was also not discussed. Rods were irradiated for times ranging from minutes to days,

and measurements were made within an hour of removal from the reactor. Optical

absorption measurements were made and the magnitude of the 250 nm absorption

band was used in conjunction with following equation to determine the concentration

of F-centers in the sample,

fnF = 4.0× 1015α250, (11)

with f = 1 [11, 12]. Samples were optically bleached before absorption band

measurements were made.

Data from the experiments were extracted from plots using the WebPlotDigitizer

software since the tabulated data were unavailable. The particular plots extracted

from may be found in referenced papers by Chen et al. and Mcgowan and Sibley [11,

12]. Shown in Fig. 6 is the interface of the software used to extract the data. The

user manually indicates the axes of the plot, as well as two reference points on each

axis to establish scale. The software can be set to assume the plots are log scaled.

The user must then place an overlaid marker on each point on the figure to tell the

software where the relevant data are in the image. At any point, the user may view
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the coordinates of each overlaid point and export them as a CSV file. A zoom feature

and pixel-by-pixel adjustments are supported to maximize precision when aligning

axes and distinguishing points. In total, 32 points were extracted across the two

experiments.

In McGowan and Sibley’s experiment [12], data from two plots had to be matched

up to align neutron dose with reported F-center concentration. The first plot depicted

increase in flow stress over neutron dose, and the second increase in flow stress over

concentration of F-centers. The data were extracted from each plot and matched

together, showing agreement to within 5%. This error was determined by taking the

difference observed when matching the data of the two plots together, and represents

the fidelity of the software used to extract them. Chen et al. [11] reported neutron

dose against the intensity of the 250 nm absorption band, and the concentration

of F-centers had to be calculated. The data were extracted and attributed with a

Figure 6: GUI of the WebPlotDigitizer software. The user begins by importing an
image and identifying four points on the image to align the axes, with the option to
treat either axis as log scale. The user may then select points on the image, with the
aid of the top right window. Once the desired points have been selected, the precise
coordinates of these points relative to the user defined axes are reported using the
“view data” option. The plot in this image was reproduced from Chen et al. [11]
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relative error of 13%, dominated by the error reported in the paper. Tab. 1 previously

discussed in Sec. 2.3 shows a snippet of the extracted data, while the full tables are

included in appendix A.

The neutron spectrum used in the simulation was measured in the HFIR HTS in

1971 by Kam and Swanks, and is shown in Fig. 2 in Sec. 2.2. It should be noted

that this spectrum was measured for Hydraulic Tube (HT) 5, while the experiments

in question were both conducted in HT-12. These locations are all located within the

flux trap of the reactor. The spectrum at each location is considered uniform based

on the flattened flux profile of the reactor [39]. The spectrum was determined using

transport theory computations to calculate the neutron energy and flux spectra, then

compared against selected monitors for validity. The results of the calculations and

measurements are reported to be within 10% agreement.

3.2 MCNP Setup

As outlined in Fig. 5, the first stage of the model is the MCNP neutron transport

simulation. MCNP 6.2 was used to simulate neutron irradiation of MgO samples

under nearly identical conditions to the experiments. Mimicking the experimental

geometry in MCNP required that assumptions be made regarding several parameters

of the experiments, due to their absence from the corresponding papers. From the size

of the cavity inside the rabbit, it was assumed that absent any complicating interior

geometry, the neutron spectrum and flux are uniform. The choices of the containment

geometry and composition were not specified, and so assumed to be arbitrary. The

geometry was thus chosen to be a magnesium oxide block of dimensions 1 cm × 0.01

cm2, suspended in a spherical vacuum cavity of radius 0.51 cm, to minimized the

complexity of the simulation. The choice to fill the cavity with void, rather than air,

was made to minimize complexity in the PTRAC output file. While the interior of
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a rabbit is not a perfect vacuum, this assumption is valid with the understanding

that the measurement of the spectrum was made at the same location, and so should

include any effects caused by the presence of air. The neutron energy spectrum

used was recorded at the same location in the reactor, so to match the experiments,

the rod must be subjected to an isotropic flux of neutrons with identical energies.

The choice of cavity shape was made to maximize efficiency by reducing geometry

specifications. This radius was chosen to maximize neutron flux through the block,

in order to minimize the number of neutrons needed in the simulation. Neutron

starting position was sampled uniformly across the spherical surface, and neutron

direction was sampled isotropically in the azimuthal direction. The cosine of the

angle between the neutron’s direction of flight and the normal vector to the surface

was sampled from 0 to 1. This effectively mimicked the random paths of neutrons in

the HFIR HTS facility, but resulted in many source neutrons missing the MgO block

entirely, which had to be considered when evaluating statistics of the final result. The

material composition of the block was chosen based on the compositions of natural

magnesium and oxygen. Natural magnesium is 79% Mg-24, 10% Mg-25, and 11%

Mg-26, making an isotopic breakdown necessary for accuracy. The composition of

the sample in MCNP was specified to be 39.5% Mg-24, 5% Mg-25, 5.5% Mg-26, and

50% O-16. The energy spectrum of the neutrons was input as a probability density

function with bins defined by the report of Kam and Swanks [39]. The binned nature

of the reactor spectrum means that changes in the sampling probability by energy

occur abruptly at specified intervals. This suggests that for j energy bins, there

exists a spread of energy ∆Ej over which the sampling probability is uniform. Due to

the nature of energy transfer due to downscattering, the input spectrum is multiscale

with energy, and its energy bins are defined on a logarithmic scale. This results in the

energy spread ∆Ej increasing for higher j. To prevent this nonuniform bin width from

35



distorting the sampling probabilities of energies in wider bins, the input spectrum was

normalized taking the integral over the data provided by Kam and Swanks. An f4

tally from MCNP, evaluating integrated flux across a specified surface, was employed

for the MgO rod in order to convert simulation results from number of histories to

dose. The integrated flux normalized per neutron was determined to be 1.223 cm−2

with a statistical uncertainty of 0.03%, and was multiplied together with the number

of histories to determine the dose to the rod. The input deck is provided in Appendix

C.

The PTRAC module was used to write every particle event in the simulation to

a separate output file. A simulation of 108 histories produced output files of 60 GB,

prohibitive for work on a single machine; therefore, 107 histories were typically run

to save time and space. Results from the PTRAC simulation are later scaled to ex-

perimentally relevant doses between 1014 and 1019 n/cm2. While the PTRAC card in

MCNP allows for customization of its output to mitigate file size, no optimization op-

tions were sufficient accommodate all of the information desired for analysis. PTRAC

files contain full details on every event which occurs in a given simulation, and thus

require bulk processing to interface with efficiently. From each neutron collision, the

target nucleus, the incoming neutron energy, the outgoing neutron energy, and the

XYZ coordinates in the sample were desired. A python script was developed to pro-

cess an input PTRAC file and output a CSV file containing the listed information for

each neutron collision that occurred - this processing reduced the file size of a 6 GB

PTRAC file to a 3.5 MB CSV file. While the uncertainty in the f4 tally is straightfor-

ward to quantify using MCNP’s built-in statistics, any uncertainty originating from

the PTRAC data must investigated manually.
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3.3 Uncertainty

Two major sources of uncertainty are introduced by this stage of the simulation:

cross-sections and statistics. The cross-sections, taken from ENDF/B-VII.1, are tab-

ulated with associated uncertainties, however the format of ENDF files is challenging

to interpret and requires a significant time investment to properly handle. Addi-

tionally, the processing and doppler-broadening of these cross-sections with NJOY

introduces further uncertainty to the data used by MCNP. Rather than attempt to

directly investigate the uncertainty included in the ENDF files, a comparison test

was performed in the interest of time. The ENDF/B-VII.1 cross-section library was

compared against the ENDF/B-VIII.0 library for otherwise identical simulations, and

the defect totals predicted across 10 different seeds were compared. The maximum

variation observed between defect totals on identical seeds was 5.1%, with an aver-

age variation of 3.2%. This suggests reasonable agreement between the data of each

library and that the cross-section data may be considered reliable. This study is

heavily limited due to a lack of data for the Mg-25 and Mg-26 isotopes. These are the

only two libraries supported by the MCNP community which contain complete data

for these isotopes. While other libraries exist with cross-section data for Mg-25 and

Mg-26, use of them in MCNP would first require labor intensive processing beyond

the scope of this work. A worst-case error of 5.1% in the defect total predicted is

assumed to result from the cross-section data used this study.

Statistical uncertainty arises in both the f4 tally result and the PTRAC data.

The statistical uncertainty in the f4 tally is consistently < 0.1%. The resolution of

the energy distribution of the HFIR spectrum is the largest contributor to statistical

uncertainty in the PTRAC data. For speed of simulation and practical implementa-

tion on a single machine, achieving a result with sufficient precision using simulations

of 107 histories was desirable. The statistics produced by this number of histories
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required investigation to ensure low uncertainty resulted from this choice. Statisti-

cal uncertainties < 1% were desired to ensure the history count was not prohibiting

accuracy of the simulation. Based on the input spectrum, incident neutron energies

> 3.4 MeV have very low probabilities to be sampled, and present a potentially large

source of uncertainty in the defect total produced. A linear combination approach

was used, simulating 107 neutrons per bin, to ensure proper representation of each

bin. Based on counting statistics, where uncertainty is defined as follows:

σ =
√
N (12)

the statistical uncertainty within each source bin was calculated. here σ is the

absolute error in observation N . The uncertainty introduced by source bin represen-

tation from this method was 0.7%. This was sufficient to conclude that statistical

uncertainty would not play a major role in the overall uncertainty of the final defect

total.

Conducting a complete analysis of uncertainty in the final defect concentration

prediction of the model inclusive of error from MCNP as well as in the defect pre-

diction model is considerably more involved than what is presented above, and was

not performed in this work. Consideration would need to be given to the measure-

ment uncertainties of all physical parameters included in the model, many of which

do not have uncertainties explicitly provided. The uncertainty contributions from

each of these parameters would need to be propagated through the model to develop

an estimate of the uncertainty in the number of defects predicted for an individual

neutron collision. This uncertainty would also depend on the input energy, which in-

forms what operations are performed, and as a result, what parameters are involved.

This would then be coupled with the MCNP input to produce a defect total with

an uncertainty depending on the statistics in MCNP, the operations performed by
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the defect prediction model, and the physical parameters involved in that prediction.

This result would still neglect uncertainties in the cross-section data employed within

MCNP. An incomplete attempt to characterize uncertainty in the defect total is pro-

vided in Appendix D, making several assumptions to simplify the process. A more

comprehensive uncertainty analysis is recommended as future work.

3.4 Post-Processing

The remaining stages in Fig. 5 were carried out in a collection of post-processing

scripts. The Python programming language was used with multiple general-purpose

libraries for all post-processing and data analysis, mainly for its versatility as a data

processing platform. Overall, the code can be broken up into three stages: reading,

initialization, and analysis. At the first stage, the code reads the PTRAC output file

and picks through for collision information, discarding everything else. The initial-

ization then involves calculating several quantities of interest, including the number

of defects associated with each collision, and outputting an expanded table. These

two stages comprise the “defect prediction” stage of Fig. 5. Finally, using this table,

several modules allow for various investigations into the data, as well as the appli-

cation of the saturation stage and comparison against experimental results. The full

code is included separately, with a detailed description provided below.

3.4.1 PTRAC Reading

The first step of post-processing is to parse and trim the PTRAC output file into

a CSV file containing only the desired information. Shown in Fig. 7 the bulk of

a PTRAC file is organized as a sequence of particle histories, with each particle’s

history described by a sequence of events. The first digit in a particle history will be

the number of the particle, followed by the source event tag. The following lines are
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grouped in pairs, with each pair of lines corresponding to a new event and containing

all of the information describing it. The beginning number in the first pair of each

lines is a flag identifying an event type. Unlike all other information in the given pair

of lines, this flag corresponds to the end of the track segment described in that pair

of lines, rather than the beginning. This means that the flag indicating a collision

is not situated in the same two lines as that collision’s information, but two lines

earlier. The parsing script operates by opening the file line by line, searching for the

4000 flag, corresponding to a collision event. Once the flag is detected, it saves its

position, opens the next three lines, and extracts the collision position, nuclide, and

energy deposited, before returning to its original position and continuing through the

file.

Fig. 7 is useful for examples. The first history shown, #74, is one of the most

common types seen in a typical output file, and one which the parser script completely

ignores. Line one indicates that the particle is born, with its history number followed

by the 1000 flag. It completely misses the MgO rod in its trajectory, eventually

intersecting with the edge of the problem geometry, indicated by the single 3000 flag

for intersection with a surface in the problem geometry. This is followed by the 5000

flag, indicating termination of the neutron, and finally the 9000 flag, terminating the

history. The position information of the particle at birth is contained in the first three

numbers on line three, below the 3000 flag, and its position at termination is given

in line five. The information in line seven is identical to that of line five, repeated

to indicate that both the neutron and the history were terminated here. Since this

history contains no 4000 flags, the parser script ignores it.

The second example, #75, begins again with the source flag. The neutron in-

tersects with the MgO rod, indicated by flag 3000, and the surface designator 10.4

(cell 10, surface 4) in the third column two lines below (line 11). The neutron then
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Figure 7: Example set of histories from the PTRAC output file. Histories numbered
74, 75, and 76 are shown. Each history begins with its number, and ‘1000’ indicating
the particle being born. Each subsequent track segment terminating in an event is
described by a pair of lines. The first number at the first line of each pair indicates
the type of event terminating the track segment: 3000 corresponds to crossing a cell
boundary, 4000 to a collision, 5000 to a history termination, and 9000 to the final
entry in a history. Note that while these initial flags describe the event at the end of
the current track, the rest of the information contained in the line pair describes the
beginning of the track, resulting in some nuance in automated file processing. The
other important numbers are as follows: the third number of the first line describes
the starting surface or point of the track, which, following a collision, is the ID of
the nuclide collided with; the first three numbers of the second line are the particle’s
XYZ position; the seventh number of the second line is the neutron’s energy.

undergoes a collision, indicated by flag 4000 in line 11. This triggers the parser, and

it opens lines 12-14. Again, the third column two lines below in line 13 indicates

the target, in this case 8016 (O-16). The initial and final energies in this collision

are given in column 7 of lines 12 and 14, respectively. The position of the collision

is given by the first three entries of line 14. After processing these three lines, the

parser returns to line 11 and continues. The neutron then passes out of the rod and

terminates.

The third example introduces an important complication. History #76 undergoes
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two back to back collisions, identified on lines 24 and 26. Lines 26 and 28 identify

the target nuclides, 8016 in both collisions. The initial and final energies of the first

collision are given in lines 25 and 27, while those of the second collision are in lines

27 and 29. This introduces a problem, however, with common file reading schemes.

Typically in data processing it is sufficient to read line-by-line, or block-by-block,

discarding each block when it has been processed to save memory. Were that the

procedure used here, the parser would identify the 4000 flag on line 24, read forward

to extract its collision information, and in the process, overlook the second 4000 flag.

This is why it is critical for the parser to save its position upon identifying a 4000

flag, and return after extracting data. All extracted data are written to a CSV file,

with each line containing the information of a unique collision. The loop iterates until

all lines in the file have been read.

3.4.2 Initialization

The remainder of the post-processing code is organized under the “PTRAC” class.

When the class is instantiated, the user must specify the file path to a processed

CSV file, and the data read-in by the PTRAC reader script are pre-processed in the

initialization of the class object. The initialize function iterates through the PTRAC

CSV file and determines the number of defects produced by each collision, using the

theory discussed in Section 2.5 along with the cluster dynamics results presented in

Section 2.6.

The main purpose of the initialization is to determine the number of defects pro-

duced by each recorded collision. Before reading any data, the function first sets up

several preliminary variables. Many of these are storage tools to make later data

processing more smooth, but two critical quantities are established at this point. The

first is LC , the ionization limit discussed in Section 2.5. This variable stores separate
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values for Mg and O, which are later selected depending on the target nuclide identi-

fied by PTRAC. As discussed in Sec. 2.5, the NRT model does not handle collisions

above the ionization limit realistically, so the ionization limit is handled with the

original KP formulation. The second quantity is a linear inter/extrapolation function

based on the data taken from Uberuaga et al. [19–21]. This will be the baseline for

predicting the number of defects produced by a collision cascade, with situational

modifications applied as necessary from theory.

For each collision, the handling of the deposited energy depends on which regime

it belongs. Collisions depositing less than 350 eV create no lasting displacements,

and are immediately discarded. Depositions between 350 eV and the ionization limit

LC of the target nucleus produce defects linearly with energy according to the cluster

dynamics results. Depositions above LC follow the nonlinear relationship defined by

Kinchin and Pease in Section 2.5, adjusted to align with the cluster dynamics line

[32]. This adjustment will be further discussed later. Finally, the energy deposited is

compared against the maximum possible elastic energy transfer using the incoming

neutron energy and the target nucleus. This check is important to determine if

inelastic scatter occurred. There are several excitation levels in MgO to which an

MeV-order neutron may scatter, however only the lowest three are explicitly handled

in this work [58]. For these lowest 3 levels, if the energy deposition falls within a

particular level’s range, the variable storing the energy deposition is corrected down

by the energy of the nuclear excited state to determine the kinetic energy transfer.

Inelastic scatters to levels above the bottom three are discarded; reasons for this

decision are discussed in Sec. 4.4.2. After calculating the defect contribution of each

collision, the initialize function outputs the following information: the total number

of defects; the total numbers of oxygen versus magnesium collisions; a trimmed array,

containing all baseline information on each collision event which transfers enough
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energy to produce a defect, along with the defects produced by each collision. This

array also contains several additional quantities for analysis:

• The total number of displacements produced in each collision cascade, before

any recombination occurs.

• The adjusted kinetic energy transfer.

• An integer counter identifying the source bin of the colliding neutron.

• A flag indicating whether the neutron was discarded for exceptional inelastic

scatter.

• The defects produced by the collision squared, for the earlier discussed coeffi-

cient of variation analysis.

This information is all stored in the class object and available to its constituent

methods. Once this information is determined, the user may call various methods

from the PTRAC object to retrieve information, generate plots, or perform analysis.

The adjustment made to align the KP equation for defects above the ionization

limit with the trend line produced from the cluster dynamics results requires atten-

tion. Referring to Sec. 2.5, the only quantity in the formulation of Eq. 4 which is not

definitively known is Ed (a.k.a. the TDE); furthermore, this equation was formulated

assuming a homogeneous material, and does not intrinsically support the existence

of two TDE’s. This requires that a single average TDE across the material must be

chosen, a decision which is advantageous for several additional reasons. The discrep-

ancies between the reported experimental and computational values make assignments

of the individual displacement energies for Mg or O challenging. As discussed pre-

viously, MCNP also has granularity introduced through the PTRAC module which

identifies the PKA and energy change of the incoming and outgoing neutron, but
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not the individual collisions within the resultant cascade or the ionization. Bonding

within the perfect MgO lattice is identical for each direction and therefore, variations

in the displacement energy are primarily driven by the mass difference. Reporting

has indicated that near equal interactions are expected between incident neutrons

and either Mg or O at the energies expected to create stable defects [7, 13], further

making definitive attribution of displacement energies difficult. In addition, the sam-

ple dimensions that are compared to the simulations are well below the mean free

path for MgO. This characteristic may contribute to small variations in the TDE

as a function of distance as the material begins deviating from bulk properties and

assumptions of local potentials. The selection of an average displacement energy

enables the circumvention of these limitations.

Eq. 4 was adjusted to align with the cluster dynamics line by equating the two at

their connection point and solving for the TDE. This resulted in a predicted TDE of

66 eV. In theory, the result of such an adjustment should represent an average TDE

for the material. Perhaps fortuitously, this value of 66 eV, compared alongside the

predictions of TDE discussed in Sec. 2.5, appears to be quite a reasonable average.

For comparison, the same procedure was used with the NRT model to investigate

whether the NRT model would produce a TDE value closer to the experimental and

computational predictions. The results of this investigation are presented in Sec. 4.5.

3.4.3 Experimental Comparison

The plotting of defect concentration as a function of dose for experimental com-

parison is the stage at which saturation is incorporated. Until this point, defect

information has been stored as the total number of defects produced in the MCNP

simulation against the number of histories; these must be converted to concentration

and dose, respectively. The conversion from total neutrons to dose is performed using

45



the result of MCNP’s f4 tally over the surface of the MgO sample, and concentration

simply uses the volume. A baseline defect concentration per unit dose is determined

this way, and then passed to the saturation equation. A slight difference arises in the

code at this point from the discussion in Sec. 2.7. The saturation equation used is as

follows:

F (D) = F (∞)

(
D

D + τ

)
(13)

Where Eq. 8 is in terms of irradiation time, the code instead handles dose directly.

In practice, these achieve identical results, however the treatment of irradiation time

is more experimentally correct, while treatment of dose is more direct for computation

[13, 57].

The experimental papers do not report the concentrations of total defects by dose,

but the concentrations of F-centers by dose. It is thus necessary to determine the

ratio of F-centers to other defect types produced by neutron irradiation. In the cluster

dynamics case, a defect refers to a lasting frenkel pair, or an interstitial-vacancy pair

which does not anneal out in the first 8 ps of its existence [19–21]. There is information

in the cluster dynamics simulations regarding the number of oxygen and magnesium

vacancies produced: in the 400 eV PKA shots, 3 oxygen monovacancies were produced

and 1 magnesium; in the 2 keV shots, 33 oxygen and 30 magnesium; in the 5 keV

shots, 78 oxygen and 80 magnesium. PKA’s were split evenly between oxygen and

magnesium, and these results indicate that as PKA energy increases, there is no clear

preference in the collision cascade toward displacing oxygen over magnesium or vice

versa.

The PTRAC results and cross sections used by MCNP were also investigated to

determine if a preference exists for the PKA. The ratio of defect-producing collisions

between oxygen and magnesium PKA’s was 1:0.9, or 52% oxygen to 48% magnesium.
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Interestingly, however, a comparison of the total neutron cross-sections between mag-

nesium and oxygen in this energy range is instead 1:1.2, or 45.5% oxygen to 54.5%

magnesium. The explanation for this difference is most likely the inconsistent scat-

tering angles of incoming neutrons. A 5 keV neutron does not produce a 5 keV PKA;

furthermore, whatever amount of energy it does transfer will not always be the same.

This means the direct investigation of neutron cross-sections is less useful than the

actual simulation results. Nevertheless, both these figures point toward the prefer-

ence of PKA between oxygen and magnesium being about 50/50. Treating this as

the case, a factor of 0.5 was applied to the defect concentration prediction to consider

only anionic vacancies. With changes to this factor, the agreement with the exper-

imental data changes linearly; unfortunately, without substantially greater detail in

the model, the production of F-centers cannot be calculated directly. With this final

correction, the simulation results may be plotted against the experimental F-center

concentration measurements and compared.

3.4.4 Other Analyses

Several functions exist within the PTRAC class for additional analysis. These

functions may broadly be divided into three categories: spatial, temporal, and colli-

sional analyses. For spatial analysis, three different plotting schemes were used. All

defect producing collisions were plotted spatially in a 3D scatterplot for preliminary

inspection of their distribution. Subsequently, density plots were created along the X,

Y, and Z centerlines of the sample. Densities were determined by dividing the sample

along the axis of interest into rectangular segments. This method provides collision

density in 1D along the axis of interest, which when analyzed for all 3 spatial axes,

provides insight into the distribution of collisions around the edges of the volume

relative to the interior.
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The third function investigates the distribution of nearest neighbor distances be-

tween defect-producing collisions in the sample. This function was particularly chal-

lenging to implement efficiently, due to the exponential growth of operations the

computer must perform with an increasing sample size. This growth forces the con-

sideration of only a subset of the data, which creates an additional concern with

respect to analysis. A user specified number of points is isolated from the larger

dataset, and each point’s nearest neighbor distance is calculated by iterating through

all other points in the set. A histogram of the spread in nearest neighbor distances is

produced for 104 defect producing collisions. In this case, considering fewer points not

only weakens the statistics of the results, but also fundamentally changes the quantity

being investigated. When the data set is smaller, the number of points within the

considered volume is smaller, and so the average distance between points is larger.

This phenomenon must be considered when analyzing the results.

For temporal analysis, a set of exponential decay plots is produced for each ex-

perimental point. The exponential curves are fit between three points: the total

number of displacements before annealing predicted by the cluster dynamics, the

later prediction of remaining defects, and the experimental measurement. This anal-

ysis encountered several issues, all discussed in detail in the next chapter. Finally,

the collisional analysis entails several plots investigating the distribution of collisions

for incident energy and deposited energy, including scatter plots and histograms.
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IV. Results and Analysis

This chapter focuses first on an analysis of the model’s output compared against

the results of the experiments by Chen et al. and Mcgowan and Sibley [11, 12]. In

the following subsections, several analyses are conducted relating to the main results,

primarily focusing on disagreement with the model’s prediction. Saturation behavior

is investigated first, with macroscopic collision density and nearest neighbor distance

analyzed for their potential impacts on the effects of saturation as dose increases. A

temporal analysis is conducted to attempt to characterize time-dependent annealing

in the sample and whether it not being considered substantially impacted the model’s

output. A broad investigation into the energy deposition outputs from MCNP iden-

tifies several peculiarities which are discussed. The choice of TDE and the impact of

using the KP formulation over NRT in the model is investigated. Finally, the model

is used to produce outputs for three additional neutron spectra to investigate the

effects of changing the input spectrum and whether expected behavior is observed.

4.1 Simulation Results

The predicted concentration of defects in the MgO sample for a varying neutron

dose is plotted against the experimental irradiations in Fig. 8. These results were pro-

duced using 107 histories, with the total time to produce the final defect calculation

being 6.9 minutes on a single Intel® Core™ i7-10870H CPU running at 2.20 GHz.

Damage is quantified in F-centers per cm3, and also in displacements per atom (dpa).

The prediction shows strong agreement with the experimental results for low doses

< 3× 1016 n/cm2. Above 3× 1016 n/cm2 agreement weakens, to a peak overestimate

within a factor of 2.2. Above 1018 n/cm2, the experiments and the prediction agree

more closely again, as both approach the saturation limit of MgO. As discussed pre-
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viously, a full assessment of uncertainty on the simulation output was not conducted.

Error bars are not plotted on the experimental data as they are smaller than the points

themselves on the presented scale. The time to complete this simulation using only

a single laptop renders it several orders of magnitude faster than the more involved

cluster dynamics models typically used for defect analysis; furthermore, the results

themselves are comparably accurate to currently existing methods for predicting bulk

material damage out to long times.

For doses below 3× 1016 n/cm2, the strong agreement can be characterized by a

lack of saturation behavior. The computational and experimental models each follow

a similar linear growth pattern in this regime, with the experimental irradiations

describing a slightly shallower slope in relation to dose than the computation. There is

large variation in the experimental irradiations at low dose. These may be outliers, or

they further indicate a mismatch in the true slope of F-center production in this region

compared against the computation. Regardless, the strong agreement and linearity

of this region suggest that for doses between 1015 and 3× 1016 n/cm2, the results of

low energy, short time scale cluster dynamics simulations may be used in conjunction

with an ionization limit model to accurately predict F-center concentration in MgO;

furthermore, using a realistic neutron spectrum that incorporates a broad spectrum of

neutron energies, it can be seen that the effects of F-center saturation are unimportant

in this regime.

The experimental data show variations which clearly exceed the uncertainties

quantified in Sec. 3.1. At the bottom of the range of experimental data, two points

recorded by Mcgowan and Sibley stand out as outliers to the general pattern [12].

While a direct explanation is not given in their paper, they outline clearly that the

chemical purity and dislocation content of MgO samples vary widely from crystal to

crystal, and large variations may be expected to arise between samples as a result. It is
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Figure 8: Comparison of the results of the model to the results of experimental
irradiations performed by Chen et al. and Mcgowan [11, 12]. The saturation limit
F(∞) is also included. Agreement is excellent for doses below 3×1016 n/cm2. Between
the regions of 3 × 1016 and 3 × 1018 n/cm2, agreement worsens to within a factor of
2.2, before converging back toward the experiments near the saturation limit.

plausible that these compositional differences between samples are more pronounced

in the low dose regime, where F-center concentration produced by irradiation is still

relatively low (< 10−6 dpa), and become less relevant as dose increases. This tracks

with the general trend of the experimental data becoming more clustered as dose

increases, with the exception of irradiations by Chen et al. near saturation dose [11].

This may again be due to the irregularities of experimental MgO samples, and to the

effects of impurities in MgO crystals. Chen et al. present a table of impurity con-

centrations in a sample batch of MgO specimens, listing several elemental impurities
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on the order of tens of parts-per-million (ppm), or 1018 nuclei/cm3, including Ca,

Al, Si, and Zn, along with several more elements in lower concentrations. Similar to

the effects of doping on semiconductors, it is possible that the presence of so many

impurities alters the structure of the potentials in the lattice, such that the saturation

limit of the material is reduced on a specimen-by-specimen basis depending on the

impurity profile.

Above 3× 1016 n/cm2, poor agreement as the model tends to overestimate defect

concentration suggests that there are either inaccuracies in elements of the current

model, or other unaccounted for phenomena. The following discussions will inves-

tigate potential sources of this disagreement. While the experimental irradiations

follow a consistent, gradually decreasing slope with respect to dose from this point

up to the saturation region, the computation largely retains its linearity until above

1017 n/cm2, overshooting the experiments and then tapering off relatively abruptly

as it approaches the saturation limit. This disparity suggests that there is some inad-

equacy in the handling of F-center saturation in the computation. It is proposed that

this model would be improved with the accounting of interaction between defect cas-

cades in the sample. Presently, no spatial resolution of defect cascades is accounted

for by the model, and it is possible that as dose increases, defect cascades which are

placed in close proximity to one another will have fringe interactions, contributing

to an earlier onset of saturation effects than otherwise predicted. This potential ex-

planation is further investigated in Sec. 4.2. Several additional possible sources of

disagreement are discussed in further sections, including time-dependence, inelastic

scattering, and the selection of an average Ed, along with other potential sources of

inaccuracy.
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4.2 Saturation

The most prominent question derived from the results of the computation regards

the disparity between its saturation response and that of the experiments. Upon

first review, a prime candidate for investigation was the macroscopic distribution of

defects across the sample. Collision and defect density plots were produced along

the x- y- and z-axes of the simulated sample, and the x-axis plots are displayed

in Fig. 9. The y- and z-axis plots are not included, as they appear qualitatively

identical. The extremely noisy appearance of these plots suggests that there is no

spatial distribution preference across the volume, and defect producing collisions can

be taken to be distributed randomly. This reinforces the idea that in the sub-mean

free path regime, the distribution of neutron interactions across a given length of

material will be uniform [22].

Related to the investigation of macroscopic defect density is the question of mi-

croscopic defect density. Even in the case of uniform defect distribution across the

material, some defect cascades are closer to each other than others. As discussed

previously, interaction between defect cascades and the resultant early onset of satu-

ration effects is tied into this notion. The distribution of nearest-neighbor distances

by frequency of occurrence was investigated to provide a better grasp on this phe-

nomenon. As discussed in Sec. 3.4.4, the determination of nearest neighbor distance is

a difficult computation problem to optimize. This investigation focused on an initial

computation for nearest neighbor distances testing the theoretical assumption of cas-

cade interaction. Shown in Fig. 10 is a histogram of nearest neighbor distances, with

10,000 points from the PTRAC dataset considered. The average separation distance

for this sample size is 56 um. Ten successive trials were conducted for different sets

of points, with an average variance of 441 um, corresponding to a standard deviation

of 21 um. The standard deviation is roughly 37% the magnitude of the average,
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Figure 9: Collision (a) and defect (b) density plots along the x-axis of the MgO
sample simulated in MCNP. Density fluctuations resemble random noise, and are
qualitatively identical along the other spatial axes.

indicating a wide spread in the nearest neighbor distance.

As discussed in Sec. 3.4.4, 10,000 points were considered for this study. Com-

puting nearest neighbor distance becomes exponentially more expensive with more

data, so considering the full dataset was not possible. The 10,000 point computation

took one hour and 57 minutes to complete on a single Intel® Core™ i7-10870H CPU

running at 2.20 GHz. As will be discussed below, these results still serve effectively
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Figure 10: Histogram of the distances between nearest neighbors for a set of points
taken from the PTRAC data. The average separation distance is 0.0056 cm with
significant spread.

to characterize nearest neighbor distance for analysis, so the use of high performance

computing resources to include more points was deemed unnecessary. The nearest

neighbor distance scales with the cube root of the density of points in the volume -

even with high performance computing resources, it is infeasible to directly compute

this distance for relevant doses. Using the number of collisions and the normalized

integrated flux from the f4 tally, the nearest neighbor distances for 10,000 points

were scaled to the dose range of interest. Shown in Tab. 3 are the scaled nearest

neighbor distances for relevant neutron doses. The forbidden volume, 9a0, with a

lattice constant equal to 4.26 Å, is equal to 3.7 nm [13, 34]. At 3 × 1016 n/cm2,

the separation distance between PKA events is 21.5 nm, or 5.6 × 9a0. While the

length scales of collision cascades for varying energy are not accounted for, the pro-

duction of multiple lasting defects in a cascade implies they are at least larger than

a single forbidden volume, and would often be several times larger; furthermore, the
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probability distribution of nearest neighbor distances is wide, with many PKA events

having considerably shorter separation distances than the average. It is therefore not

unreasonable to expect defect cascade overlap begins to appear near doses of 3×1016

n/cm2, and becomes more pronounced as dose increases. By a dose of 1019 n/cm2, the

separation distance of PKA events is less than twice the radius of the forbidden vol-

ume, suggesting that most defects produced across the sample are annihilating, and

collision cascades are producing fewer defects on average, in keeping with saturation

theory.

Table 3: Average distance between PKA sites for varying experimentally relevant
doses. The radius within which recombination is expected to occur instantly is 3.7
nm [13].

Neutron Dose (n/cm2) Nearest Neighbor Distance (nm)
1014 285.6
1015 132.5
1016 61.5
1017 28.6
1018 13.3
1019 6.2

4.3 Annealing Behavior

Also a prominent potential source of disagreement is the difference in annealing

conditions between the experimental and computational results. As previously dis-

cussed, the experiments were conducted in a reactor over a range of one to tens of

hours [11, 12]. When removed from the reactor environment, extreme care to prevent

optical bleaching and temperature changes was not taken. This introduces myriad

complications in comparing the two samples, and none of these complications can be

corrected for within the scope of this work due to lack of documentation. This limits

the granularity one can achieve from an annealing investigation, but at least some

intuition may be applied from earlier discussions. Referring again to the results by

56



Uberuaga et al., the number of defects existing in the material following irradiation

is heavily time-dependent [19–21]. Following a particular collision cascade, the total

number of defects in the material peaks within the first tens of femtoseconds, and

drops to a relative plateau by around ten picoseconds. Much later, on the order of

hours, the experimental results show that a small amount of further annealing has

occurred.

A straightforward model for this behavior is an exponential fit in log scale. Two

example results of this fit are shown in Fig. 11. These fits compare the defect con-

centration at a particular dose over varying time, defined by three points:

• The total displacement count from Uberuaga et al.

• The number of “lasting defects” from the computation

• The experimental result

The first fit is to a dose within the region of strong agreement between computation

and experiment, while the second fit is taken from the region of worst disagreement.

In the low dose regime, it is indicated that the vast majority of annealing is undergone

in the first 10 ps, with the defect concentration stabilizing long before experimental

time scales are reached. Conversely, for middling to high dose, it is suggested that

substantially more annealing occurs between the end of the cluster dynamics data and

the experimental measurements. This would further indicate that defect saturation

plays a larger role at high dose than is predicted by the model.

Implied in these fits is the assumption that the underlying computational model

accounts for all dominant physical processes. The model does not possess a complete

physical accounting of processes for defect saturation. Any characterization of the

time scales over which post-collisional saturation effects cause further annealing is

thus incomplete. This not only means that the relative placement of the “lasting
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defects” prediction is off, but also potentially smears out the annealing curve for

defect-saturated materials. A further contributing factor to this issue is the neutron

flux in the HFIR HTS - as mentioned before, the total neutron flux is 5×1015 n/cm2-

s. With this flux, over the 10 ps window where most of the annealing occurs, a dose

of only 5× 104 n/cm2 is undertaken by the material. To achieve even the lower dose

of the two fits shown, the duration of the sample’s irradiation will be on the order of

tens to hundreds of seconds. For larger doses, several hours are needed. This relaxes

the core assumption in these fits that the entire dose is deposited at once, implying

that over time, defect cascades will be introduced to the system in isolation from

each other due to the very short time scale of the ballistic phase. If modeled with the

temporal effects of experiment, a log-log plot of defect concentration across time scales

should show steady linear growth, then taper off with saturation, matching closely

to the main results plot; this tracks with reporting in the literature, as total dose is

time dependent [11, 12]. Considering this, a coarse analysis of time dependence offers

a suggestion of the mathematical formulation of combined defect annealing behavior.

An accurate assessment of annealing behavior and its time dependence would require

a more thorough representation of experimental conditions and reactor environment,

along with a deeper understanding of defect cascade annealing and saturation effects.

Regardless, the presented analysis provides some insight: the vast majority of defect

annealing, following a collision cascade, occurs within the first 10 ps. Exactly what

this fraction is cannot be determined, but taking the strong agreement at low dose

as accurate, the fraction outweighs annealing which occurs at larger time scales. It

may then be inferred that the optical bleaching and handling of the samples post-

irradiation did not strongly affect on the defect concentration in the samples.

F (t) = 10ae
bx+c (14)
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The method used to produce the fits must also be addressed. Initially, attempts

were made to fit an exponential curve directly to the data, however these attempts

were unsuccessful. The relationship between the points in the plots only appears

exponential in a log-log scale. Fitting attempts were successful after the data were log-

scaled, however this produces fits of the form: 10ae
bx
, an functional form which does

not have a physical analog. This further supports the notion that annealing behavior

does not adhere to a simple exponential relationship, but perhaps is represented by

multiple annihilation processes. There is insufficient data to test whether this is the

case, however further investigation is warranted.
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Figure 11: Exponential fits to the number of defects predicted or measured in the
MgO sample across time scales. These plots showcase multiple complications with a
direct time scale analysis. The doses of each plot - 3.6×1016 (a) and 8.1×1017 n/cm2

(b) - showcase the differences examining the regions of strong agreement vs strong
disagreement between the experiments and the computation. For low dose, the vast
majority of annealing appears to occur within 10 ps, while for high dose, a significant
fraction appears to occur over larger time scales.
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4.4 Collisional Analysis

4.4.1 Initial investigation

Further investigation was also carried out into the energy distribution of colli-

sions and PKA’s produced by MCNP from the HFIR spectrum. This investigation

unearthed several peculiarities rooted in MCNP’s limitations and its handling of neu-

tron transport, which would otherwise have gone unnoticed. The collisional behavior

was first analyzed using a scatter plot of all incoming neutron energies and their cor-

responding deposited energies. Shown in Fig. 12, the expected relationship of kinetic

energy deposition from elastic scattering can be seen in the smooth linearity of the

region above 10 eV incoming energy. The maximum transferable energy increases

linearly with energy available in the system. In the regime of high incident energy, a

few scatters can be seen which break this rule - these are the inelastic scatter events

which were touched on in Ch. III, and are discussed in detail further below. Addi-

tionally, in the low energy regime, the elastic scatter relationship exhibits peculiar

behavior. This is most likely explained by thermal effects, where the energy in the

target relative to the incident neutron is not negligibly small. In some extreme cases,

neutron upscattering occurs in this regime. The energy range of these effects renders

them irrelevant, so they may be safely ignored. Finally, horizontal lines can be ob-

served all along the spectrum. These lines suggest that several incident neutrons of

different energies have deposited exactly the same energy upon collision. The reason

this occurs is unclear. Whatever the reason, close inspection of the data reveals that

there are very few of these anomalies relative to total collisions, and further that

they only occur for relatively low energy deposition. These are therefore also safe to

ignore.

Fig. 13 emphasizes additional features of the energy deposition scatterplot with

two additional graphics. Plot (a) is a reproduction of Fig. 12 with dot size scaled
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Figure 12: Scatter plot of incident neutron energies and corresponding deposited
energies. Several characteristics may be observed, including inelastic scatter in the
high energy regime, thermal effects in the low energy regime, and suspicious horizontal
lines for low energy deposition across all incident energies.

down by a factor of 104, serving as an effective heat map of collision frequency. As

expected, the majority of observed collisions are seen at the low and high ends of

the spectrum. This follows as expected with the probability distribution of the HFIR

spectrum. At high energy, the resonances in the O and Mg cross-sections can be

observed. Unexpected, however, are the abrupt vertical lines across the mid-range of

incident energies. These lines suggest that at intervals, the overall likelihood of colli-

sion occurrence abruptly drops. Furthermore, the likelihood of occurrence appears to

increase with energy across each of these regions. The most likely possible explana-

tion for this phenomenon is the piece-wise nature of the provided HFIR spectrum. As

the measured energy spectrum was not continuous with energy, MCNP could only be

provided the “blocky” spectrum given in Fig. 2. Across a given energy bin, MCNP
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samples uniformly. Across a wide range of energies, this results in several chunks of

equiprobable energies which are not inter-continuous. This is an unavoidable out-

come which would arise in any application of the measured reactor spectrum. Due to

the indirect nature of neutron detection, it is infeasible to obtain a fully continuous

measurement of a reactor neutron spectrum [59].

4.4.2 Inelastic Scattering

Shown in Fig. 13 (b) is a closeup of the inelastic scatter region, highlighted in the

top right of plot (a). (b) includes a red line indicating the maximum transferable

energy by elastic scattering. From the overall plot, the relative occurrence of inelastic

scatters is quite low; however, these events may not be ignored due to their relatively

high energy deposition. As mentioned in Sec. 3.4.2, the first three nuclear excited

states are accounted for in the code. These correspond to all energy transfers which

fall below the maximum elastically transferable energy plus 1.38 MeV, the first excited

state of Mg-24 [58]. As seen in Fig. 13, however, this only accounts for a fraction of the

inelastic scatters observed. Nuclear excited states are not well characterized for many

nuclides, especially for those without appreciable applications in nuclear engineering.

Nuclides of O and Mg, are not among the best characterized, and while data exist

on observed excited states, they are often unclear, and hundreds or thousands of

excited states are reported to exist [58]. These excited states become more densely

packed and worse characterized as energy increases [60]. While this alone does not

warrant discarding these collisions, considerably more important are the cross-sections

for these interactions occurring. Many excited states have only been experimentally

verified a handful of times, and as a result the existing cross-section data are extremely

poor [60]. It is important to consider that MCNP can only predict these interactions

based on provided cross-section data, and that these collision events come directly
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Figure 13: Scatter plot of incident neutron energies from the HFIR spectrum in
MCNP and corresponding deposited energies with reduced dot size, along with closeup
of the inelastic scatter region, indicated by the red square in part (a). Regions of high
collision frequency stand out: resonances can be seen in the high energy regime, and
the piece-wise nature of the input spectrum appears in the form of vertical cutoffs.

64



from these poor cross-section data. While it is reasonable to assume the lowest energy

excited states have been characterized reasonably well, as energy increases the the

inelastic scatter events give the appearance of occurring on a continuous spectrum.

This is a limitation which severely inhibits accurate neutron transport simulations

of any kind in the high energy regime. The problematic nature of this continuous

appearance was compounded by an inability to parse specific excitation energies from

the PTRAC output. The first three levels were clearly distinct from one another and

could be manually corrected, however the blending together of higher energy scatters

made the excitation energies indistinguishable from an energy transfer perspective.

These complications resulted in the decision to discard inelastic scatters above the

lowest three states. The exclusion of these uncorrected-for events appears to change

the overall defect total by 0.9%, so for the HFIR spectrum, this limitation does not

egregiously impact the results.

4.4.3 Collision Histograms

Collision frequency by energy was also modeled directly using a histogram. Shown

in Fig. 14 are two histograms, showing number of collisions and defects produced by

energy as they relate to incident and deposited energy. The first histogram, depicting

number of collisions, provides an additional perspective on some of the properties dis-

cussed above from the scatter plots. Interestingly, the incident energy line showcases

the energy bin cutoffs quite clearly, while their effects do not seem to manifest in

deposited energy nearly as much. Additionally, the resonances can again be seen in

the energies of the neutrons on collision, however the actual deposited energy severely

mutes their presence. These are both likely results of the stochastic nature of energy

deposition, which can be expected to have a smoothing effect on any jagged features

in the incident spectrum. Finally, the inelastic scatter events can be seen at the up-
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per end of the deposited energy histogram, bridging the gap between incident and

deposited energy which normally results from elastic scattering. Again it is notable

that these events comprise few counts overall. This figure matches closely to Fig. 2,

indicating that the MCNP deck is running as expected.

The second histogram characterizes the reactor spectrum in terms of defects pro-

duced, plotting the number of collisions by incident energy against the number of

defects produced by deposited energy, omitting all collisions which produce no de-

fects. This figure builds intuition on how defect production depends on energy and

provides insight into what can be expected from other spectra based on their en-

ergy distributions. The energy cutoff below which defect production cannot occur is

clearly represented. Moreover, the linear energy dependence of defects produced is

also evident. Based on both histograms, the deposited energy consistently lags below

the incident energy - this is an expected result from the hard sphere collision model

used with elastic scattering. This along with the expected energy dependence sug-

gests that the plateauing of defects produced by deposited energy near 1 MeV is not

solely the result of this displacement. Based on the theoretical models, this plateau

behavior is likely the ionization limit LC taking effect, which weakens the growth of

defects produced by energy once it is exceeded. This suggests that for neutron sources

with higher energies, the ionization limit should be expected to play a large role in

effectively characterizing damage.

4.4.4 Interstitial Collision Tendency

The analyses above lead into yet another potential contributor to the deviations

between the models and experiment for larger neutron doses. As dose and overall

damage increase, the displacements created in the lattice lead to large numbers of

trapped interstitials across the sample. Statistically, as the concentration of inter-
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Figure 14: Histograms of number of collisions (a) and defects produced (b) by energy,
comparing incident energy to energy deposited. Plot (a) showcases the energy bin
cutoffs, resonances, and inelastic scatter events discussed previously, and otherwise
matches well with Fig. 2. (b) is a histogram comparing neutron collisions by incident
energy to defects produced by deposited energy. Only defect-producing collisions are
included.
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stitials increases, it is likely that some small number of neutron scatters will occur

between an incident neutron and an interstitial, rather than a lattice ion. Theory

and computational models do not provide strong insight into behavior of interstitial

PKA’s and the characteristics of their collision cascades, however it can reasonably

be expected that a high energy interstitial PKA will behave similarly to a normal

one. However, Uberuaga et al. report the diffusion barriers for isolated interstitials

in MgO at 0.40 eV for O and 0.32 eV for Mg [19]. This considerably lower barrier to

movement compared to the displacement energies of O and Mg ions from the lattice

indicates that interstitials may be lifted over the diffusion barrier by neutron energy

transfers much lower than those required to generate defects. Based on the separation

distances provided in Tab. 3, it is reasonable that for doses > 3×1016 and high enough

dose rates, collision cascades may be close enough together for neutron-stimulated in-

terstitial diffusion to contribute appreciably to overall defect annealing. An order of

magnitude analysis was carried out to determine whether or not this was feasible.

Interaction cross-sections being the same, the likelihood of a neutron colliding with

an interstitial over a lattice ion depends on the fractional presence of existing intersti-

tials. If the number of interstitials is assumed to be equal to the number of vacancies,

then one would expect, even at saturation, for the ratio of interstitials to lattice ions

to be on the order of 1:1000 or less. For a dose of 1019 n/cm2, using the surface area

of the sample and generalizing the ratio of particles seen by the sample to collisions in

the sample reported by PTRAC for fewer histories, approximately 4.2× 1016 neutron

collisions are expected to occur. Of these, only 4.2 × 1013 would then be expected

to occur with interstitials. Even assuming every interstitial collision produces a 1:1

recombination, this number is far too low to produce an appreciable impact on the

overall defect concentration. For lower doses, this number can be expected to de-

crease rapidly, as the ratio of interstitials to lattice ions decreases according to defect
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concentration. This indicates that interstitial collisions should not be considered a

substantial source of annealing.

4.5 TDE Comparison

The results of the investigation into average TDE predicted by the KP model

versus NRT are presented in Fig. 15. As discussed across Sec. 2.5 and Sec. 3.4.2, the

selection of an average TDE over two separate TDE’s for Mg and O was required. An

average TDE of 66 eV is found from equating the KP equations to the line developed

off of the cluster dynamics results and solving for Ed. This produces quite strong

agreement with the predictions discussed in Sec. 2.5, but an unanswered question

remains as to whether the newer NRT model produces a more accurate result. Using

the same method, an alternative average TDE value of 105 eV is determined. Based

only on the various experimental measurements and simulation predictions of TDE’s

in MgO, 105 eV does not agree nearly as well with what would be expected to be

the average. Further comparison is drawn in Fig. 15, which showcases the difference

produced by these values. In orange is the saturation-free prediction made by the

cluster dynamics results combined with the KP equations for the TDE value of 66 eV,

while in teal is what NRT would predict using the same value. Substituting the KP

value of 66 eV into the NRT model over-predicts the F-center defect concentration

by a factor of 2.1. This value also predicts the onset of saturation from the HFIR

to occur for doses of > 6 × 1018 n/cm2 and energy deposition distances of < 7.29

nm, a value 1.9 times larger than the forbidden volume radius [13, 57]. This onset of

saturation occurs well below what is expected from the formulated forbidden volume

and saturation limit for MgO. Alternatively, the inverse occurs if the TDE determined

from NRT is applied to the KP model - the F-center concentration is under-predicted

by a factor of 2.1, and suggests that saturation occurs for doses of > 1.4×1019 n/cm2

69



and distances of < 5.5 nm which is 1.4 greater than the accepted forbidden volume

radius. An Ed = 105 eV is near twice the experimental measurements for either Mg

or O and more than 10% higher than most computational values, and this provides

further support for the choice of the KP model over NRT [7, 9, 18–21, 49–51].

Figure 15: Modified plot of the overall sim results including a comparison with the
TDE predicted by the NRT model.
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4.6 Other Spectra

In the interest of generalizing the applicability of this model, three additional

spectra have been applied, and their outputs are compared in Fig. 16. This investiga-

tion served to explore whether changing the input spectrum for the model produced

results in line with expectations, or whether any strange behavior could be identified.

The spectra investigated are a prompt U-235 fission spectrum, a 14.1 MeV D-T fusion

source resembling the National Ignition Facility (NIF), and a 2.45 MeV D-D fusion

source to resemble AFIT’s neutron source in the Extreme Light Laboratory. Each

source will be discussed in its own respective subsection. Overall, each of these sources

appears to produce many more defects in the target than the HFIR spectrum, with

the D-D source producing the fewest of the alternatives, and prompt fission source

producing slightly fewer than the D-T source. This result is to be expected, consider-

ing relatively few neutrons sampled from the HFIR spectrum are capable of producing

defects at all, while these spectra consist almost entirely of MeV range neutrons.

4.6.1 D-T Source

The D-T source, nearly replicating the neutron spectrum produced by the NIF,

along with the other two spectra additional spectra, showcases a critical shortcom-

ing within this model and the literature at large. The D-T source was the first of

the three spectra to be investigated, and consists of a single line source of 14.1 MeV

neutrons. This achieves the highest defect production of all the sources plotted, but

considering the overwhelmingly high energies of these neutrons compared to those of

the HFIR, one would expect the damage predictions to be even higher. As it stands,

the D-T source produces roughly seven times the defects of the HFIR spectrum using

this model for an identical neutron dose. It should produce substantially more, how-

ever inelastic scattering accounts for nearly half the recorded collisions and must be
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Figure 16: Comparison of HFIR results to other neutron sources, including the U-235
prompt fission spectrum, a D-T fusion source, and a D-D fusion source. All com-
pared sources produce more defects, though this is expected considering the energy
distribution of the HFIR spectrum is relatively low.

discarded for reasons discussed in Sec. 4.4.2. As discussed previously, when using the

HFIR spectrum, the number of collisions which must be discarded is an insignificant

number. Compared to the total number of collisions recorded, on average 0.06% of

them are discarded. In the case of the D-T spectrum, on the other hand, 41.1%

of collisions are inelastic scatters that are too energetic to be handled. The other

spectra also exemplify this issue to a lesser extent. The problem with accounting

for all of these inelastic scatters in the post-processing code, as discussed above, is

that excited nuclear states are not well studied. Inherently, the study of excited

nuclear states is extremely difficult, because as neutron energy increases into the
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MeV range and beyond, the number of nuclear excited states increases exponentially

until it appears continuous [58]. This is a very important problem when consider-

ing any computational model involving high energy neutron radiation, because due

to the overwhelming lack of corroborating cross-sectional data, model validation is

extremely difficult in this regime.

4.6.2 Prompt Fission Spectrum

The prompt fission spectrum of U-235 is particularly interesting to compare against

the HFIR spectrum. The wide difference in defect production between the two high-

lights how much moderation occurs in the HFIR to result in a neutron spectrum

where only around 25% of neutrons are energetic enough to produce defects. The

fission spectrum used is the common calculated Watt fission spectrum, and is shown

in Fig. 17. The numbers of neutron scatters across a spectrum of energies are plotted

and fit with a line. Based on this spectrum, near all prompt fission neutrons are

energetic enough to produce defects, so a side by side comparison of equal dose from

each spectrum should be expected to be different. Interestingly, this spectrum also

produces more defects than the D-D source, which is represented as a line source

of 2.45 MeV neutrons. The prompt fission spectrum peaks at around 1 MeV, but

with a long tail of high energy neutrons extending above 10 MeV. This may make it a

more energetic source overall than the D-D source, however it is alternatively possible

that inelastic scattering makes the D-D source appear low. It is difficult to compare

the prompt spectrum results to the D-T source, however this time the results are

not nearly as heavily impacted by the inelastic scattering. In this case, only 0.8%

of collisions were discarded, making this result relatively reliable. This additionally

provides a point of reference for the expectation of the D-T prediction. The differ-

ence between 0.8% and 41.1% indicates that the D-T spectrum should produce near
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double the damage it currently shows, at minimum.

4.6.3 D-D Source

Finally, a D-D fusion source was investigated for its relevance to AFIT, and to

better understand the cutoff at which inelastic scattering impacts results. The D-D

source is the least energetic overall of the additional sources. Interestingly, however, in

this case the percentage of results discarded is 1.5%, almost double that of the prompt

fission spectrum. This highlights that from the prompt spectrum, a large number of

collisions are relatively low energy neutrons which are less prone to inelastic scatter,

while the 2.45 MeV neutrons from the D-D source are all high enough energy for

inelastic scatter to be a concern. Although significant, the 1.5% inaccuracy of D-D

fusion neutrons provides a useful statistical comparison between the continuum source

of prompt fission neutrons and the higher energy line source neutrons of D-T reactions.

In this regime, a correction factor could potentially be determined, broadening the

uncertainty on the model’s result while preserving its utility as a surveying tool.

The investigation of these three spectra has produced encouraging results. While

the D-T source proved far too energetic for the model to handle, the prompt fission

spectrum and D-D source each showed to be relatively unaffected by the inelastic scat-

ter cutoff in the post-processing code. This investigation provides confidence in the

behavior of the model for alternative neutron spectra, and has served to characterize

the impact of inelastic scattering on the validity of any results. The logical next step

in determining this model’s utility is acquiring experimental data to compare against

the two spectra which are not substantially impacted. Of course, inelastic scattering

is not the only element of the model which might produce inaccuracy; the behavior

of high energy PKA’s in collision cascades as a whole is not as well characterized as

those produced from keV-order neutrons. The generalization of cluster dynamics data
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Figure 17: Overlay comparing the normalized HFIR spectrum to the normalized U-
235 calculated prompt fission spectrum. The Watt fission spectrum was projected
against identical energy bins to the HFIR spectrum for consistency. The prompt
fission spectrum consists primarily of high neutron energies by comparison, and as a
result produces more defects for equivalent dose.

from keV into the MeV range using older theory leaves open questions on the spatial

extent of defect cascades and the role of excited nuclear states in cascade formation

and propagation.
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V. Conclusions

5.1 Summary

The study of radiation-induced defect production in a material and subsequent de-

fect evolution is broad, multifaceted, and extremely difficult. Computational and ex-

perimental researchers have worked to characterize the behavior of radiation-induced

material defects for almost a century, and no comprehensive tool or model yet exists

to handle the problem. This is largely due to the multiscale nature of the phenomena

at play, with collision cascades and initial annealing of defects predicted to occur on

the order of picoseconds while the earliest experimental data are recorded as early

as seconds after irradiation has occurred. Computational efforts to investigate defect

evolution are often limited either by time scale, size, or range of incident neutron

energies, with no model yet developed able to completely replicate an experimental

setup. Experiments, along with many desired applications of various devices, are

subjected to sweeping spectra of incident radiation, do not exist in a vacuum iso-

lated from the rest of the world, and are concerned with large time scale effects. As

technology and manufacturing techniques advance, the importance of understanding

radiation effects on newer, smaller, more delicate devices grows. Neither the existing

experimental techniques nor computational models currently available are suitably

fast and inexpensive to keep pace with rapid advancements of device evolution.

The goal of this research was to develop a fast model capable of surveying F-center

production in MgO crystal for varying doses and producing results consistent with

experiments. This model used MCNP to handle neutron transport through a MgO

rod matching the conditions of the experiments, employed defect production theory

by Kinchin and Pease along with atomistic simulation results from Uberuaga et al.

to predict the production of defects in the target crystal, and finally applied defect
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saturation theory to produce a relationship between F-center concentration and neu-

tron dose compared against the experimental data. The model produced results in

strong agreement with experimental data for doses < 3× 1016, while disagreeing for

larger doses by a factor as high as 2.2. Several potential explanations for disagreement

between the model and experiments were investigated, including poor accounting for

the sizes and potential interaction of collision cascades, wide fluctuation in nearest

neighbor distance, no consideration for annealing between 10 ps and long term, pecu-

liarities in the conditions of the simulation, and neutron collisions with interstitials.

Of these, the most promising are the dimensions of the collision cascades and ac-

counting for the fluctuations in nearest neighbor distance. The temporal analysis

indicated that for doses below 3× 1016 n/cm2, annealing is minimal after the first 10

ps. Investigating the collision profile output from PTRAC highlighted several inaccu-

racies including the handling of inelastic scattering, the saw-tooth representation of

the input spectrum, and machine precision. Of these, only the input spectrum could

feasibly affect the results, however it could not be accounted for more accurately.

Also discussed was the choice of the TDE, as well as comparisons made between

the HFIR results and those of a prompt U-235 fission source, a D-T fusion source, and

a D-D fusion source. The TDE predicted using the KP formulation was compared

against that of NRT and it was determined that prediction made using KP was

more accurate. This supports the decision to use the KP formulation over NRT in

the model. From the additional spectra investigation, the important conclusion was

drawn that high energy neutron damage is inherently problematic to predict. The D-

T fusion source could not be adequately investigated due to 41.1% of collisions needing

to be discarded due to being high energy inelastic scatter events. Inelastic scattering

is poorly understood and lacking detailed cross-section data. The prompt fission

spectrum and D-D source were observed to be less impacted by inelastic scattering,
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with the potential for a correction factor to be used without compromising usability.

This work primarily contributed the following to the academic community:

• Accurate, inexpensive prediction of defect concentration in a material resulting

from neutron irradiation in a realistic experimental environment.

• Proof of concept for development of a fast computational model capable of

surveying radiation damage based on existing research and tools.

• Evidence to support the validity of MCNP, the continuum approach, and cross-

section data in the sub-mean free path regime.

• Exploration of factors contributing to inaccuracy between computations of de-

fect evolution and experimental measurements.

5.2 Limitations

Inherently, tackling a problem as multifaceted and multiscale as predicting long

term atomic radiation damage within this work’s scope requires extensive simplifica-

tion. This model combines results, techniques, and products from several different

fields, and cannot incorporate the entire scope of each study. From an experimen-

tal perspective, the model only considers the results of two experiments for a single

spectrum. From a cluster dynamics perspective, the microscopic detail of this model

tracking individual ion movement is not present. A continuum approach is used

rather than crystal structure, defect cascades, interactions with surrounding nuclei,

clustering, and mobility are neglected, and grain boundaries and impurities are as-

sumed to be absent. All of these assumptions were made deliberately, with the intent

to avoid concepts used in cluster dynamics which have never been validated through

experimental measurement, and to gauge the relative importance of concepts such as

defect clustering in producing accurate long term estimates. Nevertheless, this lack of
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detail must be acknowledged as a shortcoming compared to existing cluster dynamics

studies.

Many broad statements can be made regarding the validity if this model and

its portability to other materials. All quantities relevant to the final prediction are

specific to MgO, including the experimental data, cluster dynamics results, TDE

values, interatomic separation, forbidden volume, and more. Expanding this model to

another material would require extensive study of that material and an overhaul of the

data in the existing framework. The accuracy of the model when generalized to other

materials has yet to be validated. Fundamentally, this model and the comparisons

made in this work serve as a proof of concept.

5.3 Future Work

Several additional investigations are warranted following this work. The model

produced indicates strong potential for wide application and surveying of materials.

There is ample room for improvement in this application. Most pressing is inves-

tigation into the disagreements between the model and the experiments for doses

> 3× 1016 n/cm2. Several paths forward exist in this respect, including:

• Investigate the observed disagreement between apparent slopes of the exper-

imental data versus the model. A mathematical analysis exploring physical

functional forms which accurately fit the experimental data, along with research

into defect concentrations in materials subject to low or zero neutron dose, may

highlight assumptions made regarding the linearity of F-center concentration

with dose.

• Investigate overlap of collision cascades and the varying nearest neighbor dis-

tances of collision sites, and their effects on defect saturation as dose increases,
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and methodically examining the role of dose rate. This has been identified as

the most likely source of disagreement in the high dose region.

• Investigate annealing behavior observed either experimentally or computation-

ally between the orders of picoseconds and seconds. The temporal analysis

conducted here did not resolve the question of whether long term annealing is

responsible for disagreement at high dose.

• Produce results for different spectra and geometries and compare against corre-

sponding data to confirm the trends observed here. The present model has been

developed from a limited data set. Using the D-D fusion source at AFIT, one

could collect new data to compare against the prediction made in this paper.

• Investigate the appearance of linear regions in the experimental data used in

this work. A preliminary analysis is provided in Appendix E, and a deeper

study is recommended.

While refining the model for MgO should be the primary followup to this research,

it is not the only matter warranting attention. Several further avenues of future work

have become evident from this work, including the following:

• The model should be expanded to investigate other materials - particularly, ma-

terials with different bonding types and structures. It remains to be determined

whether this model works for all materials, or only with ionic crystals, or only

with MgO, among other possibilities.

• There exists no experimental data confirming computational predictions made

of the ballistic phase following a neutron collision. Data exploring these time

scales would be invaluable to the community, and could be achieved using mod-

ern technology with careful setup.
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• MCNP 6.3 brings a more optimized and user friendly version of the PTRAC

module to the table, as well as built in capability for parallelization of simula-

tions. This should be integrated into this model and investigated for improve-

ments in performance and efficiency.
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Appendix A. Experimental Data

Neutron Dose (n/cm2) Defect Concentration (n/cm3)
1.36E+15 2.81E+16
1.79E+15 1.84E+16
2.70E+15 4.44E+16
3.62E+15 3.60E+16
7.23E+15 6.71E+16
1.08E+16 9.13E+16
1.44E+16 1.18E+17
1.66E+16 1.39E+17
2.05E+16 2.09E+17
2.70E+16 2.27E+17
3.46E+16 2.56E+17
5.39E+16 3.74E+17
6.19E+16 4.19E+17
6.91E+16 4.51E+17
8.31E+16 4.99E+17
1.11E+17 6.26E+17
1.25E+17 6.70E+17
1.66E+17 8.11E+17
2.17E+17 9.87E+17
2.49E+17 1.04E+18
2.51E+17 1.05E+18
4.33E+17 1.51E+18
5.01E+17 1.63E+18
8.75E+17 2.31E+18
9.99E+17 2.33E+18
1.61E+18 2.56E+18
1.67E+18 2.90E+18
2.16E+18 3.58E+18
3.21E+18 4.49E+18
4.36E+18 4.34E+18
5.40E+18 5.98E+18
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Appendix B. MCNP Input Deck
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Appendix C. TDE Measurements

Table 4: Compilation of threshold displacement energies from various experimental
and computational papers. In addition to these values, refer to Kittiratanawasin et
al. for a computation of TDE’s over a continuum of directions [51].
Nucleus Displacement Energy (eV) Crystallographic Direction Reference
O
Experiments 60 Unknown [49]

97 [0 0 2] [7]
44 [0 0 1] [9]
46 [1 1 1] [9]
64 [0 1 1] [9]

Simulations 47.5 [1 2 1] [18]
67 [1 2 1], [1 3 1] [50]
73 [1 3 5] [50]

>150 [1 7 11] [50]
>65 Unknown [19]

Mg
Experiments 64 [0 0 2] [7]

60 [0 0 1], [0 1 1], [1 1 1] [9]
Simulations 41.5 Average Value [18]

136 [1 0 0] [50]
153 [1 2 0] [50]
90 [1 3 1] [50]
>90 Unknown [19]
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Appendix D. Defect Total Poisson Analysis

The following analysis attempts to consider the impact of MCNP’s statistical

uncertainty on the final defect total using coefficients of variation. A few notes should

be taken before reading:

• Predominantly, the error implicit in the number of defects predicted from each

neutron collision was assumed to be 100% accurate.

• The error introduced to the assessment of neutron collisions by MCNP resulting

from cross-section covariances was assumed to be zero.

• The validity of the coefficient of variation to describe a non-poisson distributed

random variable is uncertain.

• Mean values were used to convert relative error to absolute error, when the

quantity of interest was not a mean, but a total.

• The final step of summing the weighted errors should have been performed in

quadrature, as each variable in question was independent.

Due to the relationships between energy transfer and defects produced, the higher

energy bins in the reactor spectrum contribute substantially more to the defect total

than the lower bins. This is further complicated by incident neutron energies > 3.4

MeV from the HFIR spectrum having low probabilities to be sampled, and presents

a potentially large source of uncertainty in the defect total produced. In order to

characterize the uncertainty potentially introduced by these high energy bins, a lin-

ear combination approach is used. 107 histories are simulated for each bin in the

input spectrum to ensure sufficient statistical representation of each bin. Due to the

energy transfer dependence of the defect calculation, each collision resulting from a

given energy bin of index j must first be sorted into downscatter bins of index i.
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The variation within bin downscatter bin i of source bin j is modeled by a Poisson

distribution, and the uncertainty is quantified using the coefficient of variation [61],

CVi =

√√√√√√√√ N

(N − 1)


∑
k

µ2
ki(E)(∑

k

µki(E)

)2 − 1

N

. (15)

Here each µki(E) corresponds to the defects produced by a single neutron k of energy

E within the ith downscattering bin of the jth source bin simulation. N corresponds

to the number of neutrons which downscattered to that bin, and CVi to the coeffi-

cient of variation for the ith downscattering bin. After determining all CVi, CVj is

calculated using the following relationship:

CVj =

∑
i

CViµ̄i

µ̄j

(16)

First in this equation, the sum is computed of all CVi times the average number of

defects produced per collision for the ith downscatter bin, µ̄i. Multiplying CVi by µ̄i

converts from relative error to absolute error for each bin. Working in absolute errors

permits reliance on common uncertainty propagation relationships. In this case, the

defect total for the source bin is the sum of defect totals for each downscatter bin, so

the absolute errors of each downscatter bin may be summed to provide an estimate of

the absolute error of the total. The final step, dividing by µ̄j, or the average number

of defects produced per neutron for the jth source bin, converts this absolute error

back to relative. Once coefficients of variation are obtained for each source energy

bin, each is projected against the source bin’s associated sampling probability, pj and

summed as follows:

δ =
∑
j

pjCVj (17)
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Here, δ represents the relative uncertainty in the overall defect total produced by

the linear combination of all source energy bin simulations, weighted according to

the probabilities of the HFIR neutron energy spectrum. The resulting uncertainty

is 0.91%. This is sufficiently low to conclude that the relative representation of bins

does not contribute significantly to uncertainty in the final defect total.
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Appendix E. Experiment Linearity

When viewing the experimental data in Fig. 8, they appear to adhere predom-

inantly to a piece-wise linear relationship in log-log space. The experimental data

are plotted in isolation in Fig. 18 with linear fits in log-log to investigate this ob-

servation. The data are broken up by the paper they were pulled from. Fig. 18 (a)

shows the data from Chen et al., which appear to adhere strongly to the observed

piece-wise linear relationship. By contrast, the data from Mcgowan and Sibley do not

appear to exhibit two distinct linear relationships, instead more loosely appearing lin-

ear throughout. Plot (a) shows a more convincing fit overall than (b), with tighter

data and two relatively strongly defined regions. It is suggested that the continuous

linear appearance in (b) may be the result of outliers in the low dose region, where

impurities in the sample dominate in concentration. This is discussed in more detail

below. The relationship exhibited in (a) further suggests that saturation or annealing

effects may onset earlier than predicted by the model, and that additional phenomena

are involved.

Comparison of the slopes of the experimental fits and the defect algorithm in its

linear region reveals a potential inaccuracy in the overall formulation of defect accu-

mulation as a function of dose. Due to the log-scale nature of the region of interest,

the fits were produced under log-scale and then exponentiated, making them nonlin-

ear at low dose. The slopes compared are the slopes in the region of interest. The

slope of the model in its linear region is 10.87 cm−1, while the slope of the low dose

fit to the data in Fig. 18 (a) is 8.17 cm−1. This indicates that the description of

defect concentration in a material subject to low neutron dose as depending solely on

a constant defect formation rate (dF/dt) is not fundamentally accurate; nevertheless,

the model and the experimental data align closely in this regime. The particular

reason for this behavior is unclear. Considering the model assumes zero defects exist
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Figure 18: Linear fits applied to experimental data to showcase behavior in disagree-
ment with the model. The data from Chen et al. (a) appear to agree strongly with
a piece-wise linear relationship, while for Mcgowan and Sibley (b) they follow a con-
tinuous linear relationship with worse consistency.
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at zero dose, it can be concluded from extrapolation of the experimental dose that

some initial concentration of defects exists in the sample at zero dose. Due to the

exponential nature of these fits, the precise value of the y-intercept cannot be accu-

rately predicted, however its existence suggests that the experimental data and the

model agree in the region of interest due to convergence from potentially vastly differ-

ent starting values. One possible explanation is the model’s basis on experimentally

determined parameters and relationships - the region of agreement corresponds to a

dose range well characterized by experiments. The phenomena responsible for this

difference in slope are nevertheless unclear, however, and this observation warrants

further investigation.
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