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Abstract

The germanium tin band gap is responsive to wavelengths in the mid to near

infrared spectrum; this shows promise in meeting the detection demands of the next

generation infrared detectors. Recent developments in germanium tin (GeSn) alloy

growth techniques have peaked the scientific community’s interest in GeSn based op-

toelectrical and detection devices. Detection materials made entirely of group IV

elements are compatible with complementary metal-oxide semiconductor manufac-

turing techniques. Understanding the surface chemistry of this alloy is fundamental

for solid state device design and must be analyzed to optimize device performance.

Studies have shown that with the addition of tin, the indirect band gap energy of

germanium transitions to a direct band gap. The band structures and oxidation

states impact semiconductor device performance. This work interrogated the surface

of GeSn alloys using x-ray photoelectron spectroscopy (XPS) to study the surface

chemistry by measurement in both core and valence regions. The XPS valence band

spectra were used to estimate the band gap energies. GeSn alloys with reported Sn

concentrations of 7.5, 8.8, 12.5, and 19.3% were analyzed with observed band gap

values of 0.57, 0.47, 0.34, and 0.35 eV respectively. The oxide percentages present

within the Sn 3d and Ge 3p photoelectron features were calculated showing a varying

percentage based on angle resolve XPS.

iv



Acknowledgements

Acknowledgments First, I would like to recognize Air Force Research Laboratory

(AFRL) and Air Force Office of Scientific Research (AFOSR) that provided research

money, equipment, and work support for my research. I want to thank Air Force

Institute of Technology (AFIT) for providing the equipment and laboratory space

to analyze the samples. I want to recognize the instructors, scientists, engineers,

and technicians who worked with me locally at AFIT. First, I sincerely thank my

research advisor, LTC Christina Dugan, who equipped me with the knowledge and

tools necessary for this research. Next, I would like to thank Dr. Daniel Felker for his

time in the lab, and his willingness to teach and reteach the same skills. I would also

like to thank my research committee members, Dr. John McClory and Dr. Jonathan

Evans, who provided helpful advice and input during this research. I would also like

to thank my fellow cohort who, with their help and encouragement, motivated me to

finish. I want to thank my two sons and four daughters who helped carry the torch

at home while I completed my studies. Especially, I would like to thank my wife,

who supported me by taking care of the family while completing her own master’s

and internship program in counseling. Her ability to manage her schoolwork and the

needs of each of our children demonstrates her strength and capacity. Thank you for

your support and understanding.

Jeremy M. Hunter

v



Table of Contents

Page

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Research Purpose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

II. Theory and Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1 Preamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Band Gap Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1 Band Gap Energy with XPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Group IV Semiconductors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 SiGeSn Growth and Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 XPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4.1 Introduction to XPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.2 Angle Resolved X-ray Photoelectron

Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.3 Photoelectron Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.4 Understanding the Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.5 Photoelectron Peaks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.6 Auger Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.7 X-ray Satellites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.8 Valence Band . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.9 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.5 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

III. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.1 Preamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Test Sample Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Preparing the Sample for Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3.1 Cleaning and Cutting the Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.2 Fixing the Material to the Sample Plate . . . . . . . . . . . . . . . . . . . . . 38
3.3.3 Preparing the XPS Chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.4 Analyzing the Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.5 Band Gap Energy Determination . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

vi



Page

IV. Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.1 Preamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2.1 Angle Resolved XPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2.2 Sn Fraction Impacts on Photoelectron Binding

Energy Peaks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3 Band Gap Determination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.3.1 Ge and Sn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.2 GeSn Alloys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.3 7.5% Sn in GeSn Alloy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3.4 8.8% Sn in GeSn Alloy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.5 12.5% Sn in GeSn Alloy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3.6 19.3% Sn in GeSn Alloy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3.7 Potential Contaminants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

V. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.1 Research Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Appendix A. Angle Resolved Plots and Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Appendix B. Additional XPS Results Cr and Fe Presence . . . . . . . . . . . . . . . . . . . 74

Appendix C. Python Angle Subtraction Comparison . . . . . . . . . . . . . . . . . . . . . . . . 76

Appendix D. Python Band Gap Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Appendix E. Python Angle Resolved Plotting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

vii



List of Figures

Figure Page

1. Energy Band Gap in Solids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2. P-type and N-type Doping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3. Ge1−xSnx Indirect to Direct Band Gap Color Map . . . . . . . . . . . . . . . . . . . 9

4. Ge1−xSnx Calculated Indirect and Direct Band Gaps . . . . . . . . . . . . . . . . . 9

5. Band Gap Representations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

6. RPECVD Growth Chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

7. XPS Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

8. Ge Photoelectron Spectrum Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

9. Angle Resolved X-ray Interrogation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

10. Photoelectron Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

11. Ge Spectrum Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

12. Sn 3d Split Peak Feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

13. Auger Electron Production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

14. Ge 3s Peak Feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

15. Valence Band Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

16. Defining the Shirley Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

17. Shirley Background Regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

18. Shirley Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

19. Ge.925Sn.075/Ge Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

20. Mounting the Ge.925Sn.075 Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

21. Sample Chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

22. Angle Resolved Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

viii



Figure Page

23. Estimated Ge Band Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

24. Ge Spectrum Photoelectron Peak Identification . . . . . . . . . . . . . . . . . . . . . 46

25. Angle Resolved XPS of the Ge.912Sn.088 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

26. Angle Resolved XPS of the Intrinsic Sn . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

27. Angle Resolved XPS of the Intrinsic Ge . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

28. Angle Resolved XPS of the Ge.925Sn.075/Ge Alloy . . . . . . . . . . . . . . . . . . . 51

29. Extended Valence Band Region of Intrinsic Ge . . . . . . . . . . . . . . . . . . . . . . 55

30. Extended Valence Band Region of Intrinsic Sn . . . . . . . . . . . . . . . . . . . . . . 55

31. Extended Valence Band Region of Ge.807Sn.193 . . . . . . . . . . . . . . . . . . . . . . 56

32. Sn Band Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

33. Ge.925Sn.075 Band Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

34. Ge.912Sn.088 Band Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

35. Ge.875Sn.125 Band Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

36. Ge.807Sn.193 Band Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

37. Projected Band Gap Determination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

38. Casa XPS Spectrum: Cr Presence in Ge.912Sn.088 Alloy . . . . . . . . . . . . . . 63

39. Python: Cr Presence in Ge.912Sn.088 Alloy . . . . . . . . . . . . . . . . . . . . . . . . . . 63

40. Fe Presence in Ge.912Sn.088 Alloy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

41. Intrinsic Ge O1s Feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

42. Ge.925Sn.075 O1s Feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

43. Ge.912Sn.088 O1s Feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

44. Ge.807Sn.193 O1s Feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

45. Intrinsic Sn O 1s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

46. Extended Valence Band Region of Ge.925Sn.075 . . . . . . . . . . . . . . . . . . . . . . 71

ix



Figure Page

47. Extended Valence Band Region of Intrinsic Ge.912Sn.088 . . . . . . . . . . . . . . 72

48. Angle Resolved XPS of the Ge.912Sn.088/Si Alloy . . . . . . . . . . . . . . . . . . . . 72

49. Angle Resolved XPS of the Ge.807Sn.193/Si Alloy . . . . . . . . . . . . . . . . . . . . 73

50. Angle Resolved XPS of the Ge.912Sn.088/Si Alloy . . . . . . . . . . . . . . . . . . . . 73

51. CasaXPS: Cr Presence in Ge.807Sn.193 Alloy . . . . . . . . . . . . . . . . . . . . . . . . 74

52. Cr Presence in Ge.807Sn.193 Alloy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

53. CasaXPS: Cr Presence in Ge.925Sn.075 Alloy . . . . . . . . . . . . . . . . . . . . . . . . 75

54. Cr Presence in Ge.925Sn.075 Alloy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

x



List of Tables

Table Page

1. XPS Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2. Angle Resolved Oxidation Trends of the Sn 3d
Photoelectron Peak . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3. Angle Resolved Oxidation Trends of the Ge 3p1/2

Photoelectron Peak . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4. Angle Resolved Oxidation Trends of the Ge 3p3/2

Photoelectron Peak . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5. Band Gap Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

xi



Angle Resolved Photoelectron Spectroscopy Study of Germanium Tin:

Experimentally Determined Electronic Band Gap and Surface Analysis

I. Introduction

1.1 Motivation

Semiconductors have many applications in the electronic industry. Silicon, germa-

nium (Ge), and their alloys have long dominated electronic applications. Silicon-based

components are appealing for photonic integrated circuits due to their low cost and

scalable manufacturing processes [1]. Their use is widespread in electronics, but the

indirect band gap of silicon (Si) limits their applicability for some purposes. A semi-

conductor has a direct band gap if the conduction band minimum (CBM) occurs

at the same point in k-space as the valence band maximum (VBM) [2]. When there

is a shift in the k-space between the CBM and the VBM, the material will have an

indirect band gap. Whether a semiconductor has an indirect or direct band gap is

fundamentally important to its application. Materials with a direct band gap and

allowable electric dipole transitions from VBM to CBM have a high probability of

radiative recombination [2]. Radiative recombination make high efficient light emit-

ters essential for photonic devices like lasers, light emitting diodes, and detectors.

Materials with indirect band gaps are not efficient light emitters (recombination is

discussed in greater detail in Section 2.2.2).

The size of the band gap energy (Eg) measures a material’s ability to absorb or

emit light. Equation (1) shows that the wavelength of light absorbed by a material is

inversely proportional to the band gap size. A larger band gap responds to a shorter
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wavelength, while a smaller the band gap responds to a longer wavelength.

λ = 1240 eV · nm/Eg (1)

Intrinsic Ge has a band gap of 0.66 eV that corresponds to a wavelength near

1.8 µm [3, 4]. The incorporation of Sn enables the potential for absorption of wave

lengths up to 12 µm [4]. This range covers most of the near-to-mid-infrared light

spectrum.

Previous research has been conducted to transition the indirect band gap of group

IV elements to a direct band gap, including the attempt to combine them with group

III or group V elements [5]. In order to overcome an indirect band gap it is important

to understand what cause it in the first place. Si, Ge Diamond, and Al-containing

group III-V semiconductors without an active occupied d band have indirect band

gaps [2]. Occupied cation d bands play a role in the forming of a direct band gap

in semiconductors via the s-d and p-d couplings. These combinations repel the con-

duction band energy levels of X- and L-valley but leave the Γ-valley intact (L and Γ

direct to indirect transition as shown in Figure 5)[2]. By combining some group III

and V elements with Si the occupied cation d orbitals are brought energetically closer

to the anion s and p orbitals. This occupation in the d orbital leads to the s-d and

p-d coupling to be more energetically favored. The transition changes the behavior

of the semiconductor from an indirect to a direct band gap material. However, it cre-

ates new challenges. Some of these include significant lattice constant mismatches,

high-temperature bonding requirements, and the difficulty of large-scale production

[6].

Recently group VI alloys, such as silicon germanium tin (SiGeSn) and germanium

tin (GeSn) grown by remote plasma enhanced chemical vapor deposition (RPECVD)

by Air Force Research Laboratory (AFRL), have garnered more attention. Combining
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the diamond cubic lattice Sn (α-Sn) in sufficient concentrations with Ge results in

a Ge1−xSnx alloy with a direct energy band gap [7]. As discussed in the previous

paragraph combining Sn with Ge provides electrons in the d orbital for s-d and p-d

couplings. Sufficient quantities of Sn create a direct band gap behavior in GeSn alloys.

The higher the concentration of Sn the more d orbital electrons are available. An

increase in these electrons lowers the threshold energy needed to excite the electrons

across the band gap. With a sufficient quantity of Sn the material will began to act

like a conductor and less like a semiconductor. In controlled quantities, Sn improves

the material properties by:

1. Changing the material behavior to a direct band gap [8].

2. Independent tuning of the band gap and lattice constant by altering the com-

position of Sn [9, 10, 11].

3. Wavelength coverage up to 12 µm [10, 12].

4. Low-temperature growth using methods such as remote plasma chemical vapor

deposition (RPCVD) that is compatible with the complementary metal-oxide-

semiconductor process (CMOS) process [7, 13].

The advantage of SiGeSn over other alloys is its compatibility with high-performance

Si on insulator and electro-optical (EO) components [14]. This makes GeSn and

SiGeSn materials strong candidates for silicon-based factory-compatible high-performance

integrated photonics technology [15]. Ge1−xSnx alloys have the potential as low-cost

detectors and emitters in the near to mid-infrared spectral regions, which can be

incorporated in a variety of components [16]. The ability to tune the band gap and

lattice constant has increased the potential for Ge1−xSnx based detectors to succeed

where other tunable detectors have under-performed. Specific interest in this research

is the potential for high-performance GeSn-based infrared detectors.
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1.2 Research Purpose

Infrared detectors are used throughout the military, specifically in night vision,

on all aircraft, intelligent munitions, heat-seeking technology, and research telescopes

and satellites. One of those programs, called the space based infrared system (SBIRS)

program, is in the process of being replaced. SBIRS is supported by the United States

Air Force and consists of geosynchronous earth orbit satellites, orbital sensors on host

satellites, legacy satellites, and associated ground deployed systems designed to sup-

port the Department of Defense (DOD) [17]. The SBIRS program has successfully

aided many DOD and other government programs. In addition, the program is de-

signed to provide defined requirements of DOD and other government agencies on

early warning systems, missile defense, operational awareness, and intelligence gath-

ering. However, the design configuration of SBIRS is decades old, and has a limited

ability to be adapted to current operational and strategic demands [18].

The primary near infrared detector used in these systems is a mercury cadmium

telluride (HgCdTe) detector (HgCdTe and MCT are used interchangeably for HgCdTe

IR detectors). HgCdTe is a chemical compound of cadmium telluride (CdTe) and mer-

cury telluride (HgTe) with a tunable band gap spanning the shortwave infrared to

the very long wave infrared regions. The amount of cadmium (Cd) in the alloy is

chosen to tune the material’s optical absorption to the desired infrared wavelength.

CdTe is a semiconductor with a band gap of approximately 1.5 eV at room temper-

ature. HgTe is a semi-metal, meaning its band gap energy is zero. Mixing these

two substances at different concentrations allows for possible band gaps between 0

and 1.5 eV. Mercury cadmium telluride (MCT) detectors have historically provided

a relatively stable, tunable detector [19]. Limitations in the properties of CdTe and

difficulties in its bulk growth have prompted continued research in alternative detec-

tor mediums [20]. The main limitation of MCT is a low thermal conductivity. This
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makes it unsuitable for high powered devices and requires cooling for many other

applications. For acceptable MCT based detector performance it must be cooled to

near 77 K.

In December of 2017, the Joint Requirements Oversight Council (JROC) defined

the requirements for the replacement program the Next Generation Overhead Persis-

tent Infrared system (Next Gen OPIR). As of September 2021, the U.S. Space Force

planned to spend 14.4 billion dollars over five years to develop the Next Gen OPIR

[18]. Next Gen OPIR is designed to bridge between SBIRS and a future undefined

system. Increased performance and detection capabilities from the current detectors

are one of the key upgrades in these systems. For example, SiGeSn and GeSn de-

tectors have demonstrated initial potential in exceeding the performance of legacy

detector systems while meeting space worthiness testing (thermal and vacuum) and

integration requirements in future space-bound systems.
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II. Theory and Literature Review

2.1 Preamble

The theory and literature review chapter covers several topics starting with band

gap theory and ending with curve fitting techniques. Section 2.2 will discuss the band

gap and why it is essential in the detector and semiconductor field. It is followed by

Section 2.2.2 with an introduction to group IV semiconductors. It continues with

SIGeSn growth and characterization in Section 2.3 and continues with a background

on XPS in Section 2.4. After the XPS discussion, techniques and instructions on

curve fitting are addressed in Section 2.5.

2.2 Band Gap Theory

Band gap theory classifies crystalline material into three categories; conductors,

semiconductors, and insulators. Classifying a given material into one of these cate-

gories depends on the available electron energy within the material [21]. The energy

states available to the electrons form energy bands. The absorption process in a ma-

terial depends on the location of the electrons in the energy bands and the gap that

separates full bands from empty bands. Valence bands are where unexcited electrons

are most likely to be found. The absorption process occurs when one of the electrons

in the valence band absorbs enough energy and moves into the conduction band. The

valence and conduction bands overlap in energy in a conductor, making the energy

gap between the two states essentially zero. This characteristic makes metals ideal

for transmitting electricity. In a conductor, a portion of the valence electrons are free

to move throughout the material under the influence of an electric or magnetic field.

On the other hand, an insulator has a large forbidden region between the valence

band and the conduction band, as shown in Figure 1.
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Figure 1: Energy Band Gap in Solids: A depiction of how a band gap energy is defined
in a solid material comparing an insulator, a semiconductor, and a conductor. The
Fermi level (Ef ) is the thermodynamic work required to add one electron to the body
(it excludes the energy to remove the electron from where it came from). The large
energy gap represents an insulator. The smaller band gap in the middle represents a
semiconductor and the conductor on the right has no band gap. The size of the gap
depicts the amount in the energy required to move an electron from the valence band
to the conduction band [22].

Impurities present in crystal structures can change the conductive properties of the

material. Intrinsic (naturally occurring) and extrinsic (added dopant) impurities are

sometimes used to create a desired behavior with the crystal. Dopants can produce

an n-type (donor) or a p-type (acceptor) atom in a semiconductor (see Figure 2).

N- and p-type doping of semiconductors involves the substitution of donor atoms or

acceptor atoms in the crystal lattice.

The change in the conductivity of Ge with the addition of tin (Sn) is not caused

by doping. When doping occurs, the added atoms have a different total number of

electrons in their outer bands. The different number of electrons creates the additional

acceptor or donor state. Ge and Sn have the same number of electrons (4) in their
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outer bands. The change in the germanium (Ge) crystal properties comes not from

the dopant mechanism but rather from the difference in the lattice structure itself.

2.2.1 Band Gap Energy with XPS

Beyond material identification, x-ray photoelectron spectroscopy (XPS) can be

used to determine the band gap of materials. The band gap defines the difference in

the energy of the valence band and the conduction band of the Ge1−xSnx samples.

In most materials, XPS is an effective tool in determining the band gap. A benefit

to using XPS is that the band gaps are measured directly rather than through the

derivation of electrical quantities or modeling [23]. The values found and reported

here can be compared to references in the bibliography (as shown in [24, 25] for

Ge1−xSnx band gap energy values).

Several things need to be considered when gathering surface data using XPS in-

cluding scan parameters, pass energy, step size, and dwell time. The parameters set

for collecting data can vary based on the desired resolution of the spectra and the

capability of the instrument. A survey spectra does not require high resolution as the

spectrum needed for determining the band gap. With a larger step size and a shorter

the dwell time a faster and less defined spectrum will be produced. The settings

chosen determine the resolution of the data collected.

Figure 2: P-type and N-type Doping: The effects of n-type and p-type doping of
semiconductors creating vacancies near the valence or conduction region compared to
an undoped crystal [22]. Doping the crystal changes the Fermi energy level.
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Figure 3: Ge1−xSnx Indirect to Direct Band Gap Color Map: The band gap of
Ge1−xSnx grown on relaxed Ge1−ySny [24]. The color bar on the right is modeled
band gap energy in eV. The alloys used in this study had a relaxed crystal strain.
This figure and Figure 4 were used to determine the expected band gap of the GeSn
alloys in this study.

Figure 4: Ge1−xSnx Calculated Indirect (red) and Direct Band Gaps (black): Cal-
culated direct and indirect band gap energies of GeSn alloys as a function of Sn
percentages. This linear plot was compared to Figure 3 in order to determine the
expected band gap energy based on Sn percentages in the GeSn alloys provided by
AFRL [25].
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The settings listed in Chapter III were used for gathering data for the band gap

energy determinations. Figure 3 and Figure 4 are two plots recreated from previous

computationally studies in which the band gap of Ge1−xSnx alloys were proposed.

The values from Figure 4 were determined by the empirical pseudo-potential method

(EPM) with spin–orbit interaction from Moontragoon et al. used to calculate semi-

conductor band structures for Ge1−xSnx of varying Sn percentages (see Figure 4 for a

more detailed explanation of the band gap determination) [25]. In Figure 3 the band

gap was determined computationally using local density functional theory and the

self-consistent pseudo-potential plane wave method (see Figure 4 for a more detailed

explanation of the band gap calculations). By using both Figure 3 and Figure 4, an

estimate of an expected band gap energy value of each of the alloys is proposed. The

method and proposed values are discussed further in Chapter III and in Chapter IV.

2.2.2 Group IV Semiconductors

Generally, semiconductors have band gaps that range from 0.25 to 2.5 eV. For

example, Si has an indirect band gap of 1.12 eV while, Ge has a direct band gap

of 0.8 eV and an indirect band gap of 0.66 eV [3, 26]. α-Sn, another Group IV

semiconductor, is sometimes referred to as a metal because of its zero-band gap (Eg

= 0 eV). On the other hand, Sn is recognized as a semiconductor because a finite band

gap appears at distinct points in momentum space [26]. The mixing of metals and

semiconductors such as Sn and Ge and the previously discussed mercury cadmium

telluride (HgCdTe) sometimes creates a tune-able band gap energy. In the case of

GeSn the band gap can be tuned based on the concentration of Sn with respect to Ge

in the alloy. Another feature of Ge is that it has both a direct and an indirect band

gap. Intrinsic Ge’s indirect band gap is more energetically favorable than its direct

band gap. Germanium’s indirect band gap is 0.66 eV and it’s direct band gap is 0.74
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eV. Figure 5 (a) shows an example of a tunable indirect to direct band gap as could

be represented by Ge1−xSnx. The indirect band gap indicates that the conduction

band and the valence band are not aligned in momentum space. With an indirect

band gap, a change in momentum is introduced when the electrons transition from

the valence band to the conduction band. Figure 5 (b) represents a conductor, which

does not have a band gap.

A direct band gap exchange, as seen in Figure 5 (c), has no change in momentum.

The electron in the valence band is able to transition into the conduction band,

crossing the direct band gap. The amount of energy needed to move an electron from

the valence band to the conduction band determines the conductivity. Narrow gaps

are excited by lower energy photons, which is ideal for infrared detectors. Wider band

gap materials are used in light-emitting diodes, electronics, and solar cells.

The addition of Sn in a Ge semiconductor, as noted previously, can be used to

alter the properties of the Ge band gap. In Figure 5 (a), the figure demonstrates the

change in the band gap properties as the level of Sn in the Ge material increases. The

Ge semiconductor properties transition from indirect to direct with the addition of 7-

Figure 5: This figure captures different band gap material characteristics. (a) Rep-
resents an energy-crystal momentum visualization of non-radiative recombination of
Ge in an indirect band gap. It also shows the transition to a direct radiative recom-
bination with increasing amounts of Sn. (b) Captures a zero band gap momentum
space representing Sn. (c) Represents a direct band gap which requires no momentum
change to excite electrons into the conduction band.
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8% Sn based on photoluminescence (PL) studies. Density functional theory predicts

direct band gap domination with Sn percentages as low as 6.3% [27, 28, 29, 30]. There

is a large discrepancy based on different modeling techniques on the amount of Sn

required to transition Ge1−xSnx into a direct band gap, but research and modeling

agree that increasing the Sn fraction transitions the indirect band gap to a direct

band gap.

Theoretical models have been used to calculate the related offsets of band gaps.

Models are inaccurate because they fail to consider all of the forces affecting the band

gap. The physics of indirect band gaps are not entirely understood making it difficult

to model correctly [31].

2.3 SiGeSn Growth and Characterization

The maximum equilibrium solid solubility of Sn in Ge is around 1.1% at 400◦ C

[32]. Because of the limited solubility, unique growth methods have been developed to

grow increasing percentages of Sn in Ge. GeSn/Si and GeSn/Ge alloys in this study

were produced by AFRL through the growth process of remote plasma enhanced

chemical vapor deposition (RPECVD).

The initial growth of these alloys in the field were produced using a chemical vapor

deposition (CVD) process with tin deuteride (SnD4) [33, 34, 35]. Because of thermal

stability and supply issues with SnD4, tin tetra-chloride (SnCl4) was introduced as

a viable substitute. SnCl4 is a liquid with a reasonably high vapor pressure, and

it exhibits acceptable growth qualities in GeSn alloys. Since the introduction of

SnCl4, remote plasma chemical vapor deposition (RPCVD) has become the preferred

method of Ge1−xSnx growth. This method has produced high quality Ge1−xSnx films

with concentrations of Sn as high as x=0.3 [36]. The method, while much improved,

still has some limitations. There is still a requirement for high precursor partial
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pressure ratios to ensure the substitution of Sn with a high degree of crystallinity.

This requirement has led to alloy growth on one or more buffer layers. To overcome

this limitation, RPECVD, a variation of RPCVD, was used to grow films at lower

temperatures than conventional CVD methods.

RPECVD utilizes an inert gas, usually, He or Ar, which is excited with an in-

ductively coupled plasma source (see Figure 6). The excited gas (He) interacts with

precursor gases introduced downstream. The interaction activates the precursor al-

lowing for a thin deposition of the group IV alloys at reduced temperatures. Using

the precursors GeH4, SiH4, and SnCl4, growths with Sn percentages of 10% with-

out surface segregation have been achieved [7]. This growth method has produced

nearly strain relaxed group IV alloys with Sn grown on Si substrates without the

Figure 6: Equipment configuration of the RPECVD growth chamber used to produce
the GeSn alloys used in this study. An in-depth description of the growth by AFRL
can be found in Claflin [7].(figure used with permission).
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previously required buffer layers. A relaxed strain indicates minimal stress between

the lattice mismatch of Si and GeSn alloy. This is achieved by the deposition of Ge

on the Si first followed by Ge with increasing amounts of Sn. This growth process

decreases the stress seen in other growth processes. The decoupling of the substrate

temperature from the precursor decomposition allows for independent control of the

growth temperature optimizing desired characteristics. In addition, RPECVD use of

the precursor partial pressure ratio commensurate with the target film results in a

more efficient growth process [7]. Samples provided for this analysis were reported

to contain percentages of Sn of 7.5, 8.8, 12.5, and 19.3% by AFRL. A more in-depth

description of the growth and analysis by AFRL can be found in Claflin [7].

2.4 XPS

2.4.1 Introduction to XPS

A basic description of the XPS system consists of four components: an x-ray

source, an electron energy analyzer, a data analytic system, and an ultra-high vacuum

chamber. The x-ray source forms a beam used to eject electrons from the sample’s

surface. The electron analyzer measures the kinetic energy of the ejected electrons.

The high vacuum system is designed to prevent ejected electrons from colliding with

ambient particles within the chamber and ensure surface cleanliness. The data system

interprets the results from the analyzer and produces data that can be used for

analysis and fitting [37].

XPS is a surface characterization method that analyzes a sample to a given depth

based on the energy of the interacting photons and the surface material. XPS, also

reveals the chemical elements and the nature of the chemical bonds between the sur-

face elements. In XPS, the sample is irradiated with low energy x-rays (< 6 keV)

to produce the photoelectric effect. At its core, XPS measures the kinetic energy
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of ejected electrons from a material. Because XPS is surface sensitive with sample

penetration limited to 5-15 nm, surface contamination is problematic for data anal-

ysis. The bombardment of photons from the x-ray source excites electrons with the

sufficient energy to overcome the binding energy of the material. The excited elec-

trons are ejected from the material. The ejected electrons energies are measured by

a hemispherical analyzer producing a measurement of their kinetic energy. The mea-

surement is captured as counts per unit of time or intensity. The two characteristics

of XPS that make it a useful analytical tool are its ability to reveal chemical state

and information and its surface sensitivity.

Analysis is conducted under ultra-high vacuum, in the range of 10−8 to 10−10 torr

[1]. The high vacuum serves two purposes: it facilitates the transmission of electrons

to the detector and it minimizes surface contamination. Minimizing contamination

enables a more precise count of excited electrons and the measurement of their kinetic

energy. Vacuum pressures greater than 10−6 torr fail to remove gases that can be

absorbed into the surface [37]. Absorbed gases can affect the XPS measurements by

producing excited electrons through x-rays absorption and the atomic forces within

the gases may alter the kinetic energy of electrons attempting to escape the surface

(this is discussed further in Section 2.4.4). Turbo and molecular ion pumps are

used to bring the vacuum down to acceptable levels. Turbomolecular pumps are

used for pumping large chambers from 10−3 to 10−9 or 10−10 torr. Utilizing the

turbomolecular pump allows each sample to be analyzed at a vacuum lower than

10−9 torr. Turbomolecular vacuum pumps work by moving gas molecules in a specific

direction creating a vacuum within the XPS. In addition to the turbo pump, an ion

pump was also employed. The ion pump removes molecules from the chamber and

traps molecules inside the pump. The process works by employing magnets and high

voltages. The ion pump traps charged particles through a strong electrical potential.
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The trapped material will carry with it gases from the XPS chamber further increasing

the vacuum within the chamber.

The x-ray source is typically a twin anode source in which x-rays are generated

by bombarding an anode source material with electrons from a thermal tungsten

filament or other suitable material. The primary x-ray sources used in this study

were magnesium (Mg) and aluminum (Al). The photon energy from these sources

are 1253.6 eV and 1486.6 eV, respectively. Both are capable of exciting the lightest

elements of the periodic table [37]. Each produces a narrow x-ray width which does

not broaden the spectrum compared to other x-ray sources. Utilizing x-rays from both

Al and Mg can help to distinguish and define features observed in a given spectrum.

Using a different x-ray source will manifest photoelectron energy features in different

locations based on the energy of the x-ray and the work function of the material (see

Equation (2) for the relationship between the binding energy (BE), kinetic energy

Figure 7: XPS Diagram: Drawing of a typical setup of an XPS showing the trajectory
of electrons from the sample to the detector [37].
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(KE), and the work function (ϕsystem + ϕsurface)).

BE = KE + ϕsurface + ϕsystem (2)

Features represented at different energies will have the same energy offset between

features regardless of the energy of the x-ray source. For example, the Sn 3d5/2

binding energies can have three different energy values. The values come from the

Sn, Sn2+, and the Sn4+ within the 3d orbital. The separation of these peaks are

known from previous studies and can be used to calculate oxide percentages within

a sample. A second example is the binding energy that separates the C 1s and the

O 1s peaks. The C 1s is featured at 284.6 eV, the O 1s is found at 532 eV. While

comparing like materials, the separation of these peaks will not change based on the

x-ray source used to measure a material.

In Figure 7 the path of the electron is shown from the sample chamber into the

detector. The hemispherical analyzer is designed to filter electrons by their KE.

Magnetic fields can affect the trajectory of these electrons. The earth’s magnetic

field can significantly impact the trajectory of the electrons within the XPS chamber.

The hemispherical analyzer has an interior and an exterior wall within the cylinder

at different electrical potentials. The outer is maintained at a negative potential

while the inner is kept at ground. When electrons travel through the hemispherical

analyzer they possess the KE corresponding to the difference between the BE, the

work function of the surface of the material, the work function of the analyzer, and the

x-ray source energy, as shown in Equation (2). By controlling the applied voltage on

the outer chamber, the trajectory of the electrons is sorted by their KE [37]. Electrons

of differing KE will interact with the detector at different locations. Electrons of

insufficient energy will not make it to the detector. The electron interactions from

the analyzer are then interpreted through software and packaged as counted into bins
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Figure 8: Ge Photoelectron Spectrum: An example of a Ge spectrum produced using
a Mg Kα 1253.6 eV x-ray source plotting intensity over binding energy.

based on KE. This data is visually presented as a spectrum of intensity of arbitrary

units (a.u.) over kinetic or binding energy (as shown in Figure 8).

XPS is capable of producing a spectrum of most elements with the exception of

hydrogen and helium [38]. Hydrogen is difficult to detect because it has a relatively

small absorption cross-section and it shares its lone electron when forming bonds

with other atoms. The number of hydrogen photon interactions does not produce

distinguishable features above the background in a spectrum. In addition to the low

probability of interactions, the lone electron from hydrogen is shared with other ele-

ments, hence the binding energy of the valence-like orbital of the electron varies from

compound to compound further masking the interactions. Helium, like hydrogen,

has a very small absorption cross-section and also does not readily form into a solid.

These characteristics make it challenging to produce measurable photon interactions
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with either helium or hydrogen [39]. Beyond material identification, XPS can be used

to determine the band gap of materials. Using XPS the band offsets are measured

directly rather than through the derivation of electrical quantities or modeling [23].

2.4.2 Angle Resolved X-ray Photoelectron Spectroscopy

Angle-resolved x-ray photoelectron spectroscopy (ARXPS) is a variation of XPS.

It is used to study the surface profile samples. The data can provide a profile of

surface chemistry of a sample at different penetration depths. The kinetic energies

of the photoelectrons ejected from a samples surface are measured in XPS. The mea-

sured electron energies are presented as a spectrum and are used to determine the

elemental composition and chemical state of the surface. In an ARXPS experiment,

the photoelectrons are produced over different x-ray penetration angles. The reported

angles in this study are based of the surface normal in relation to the detector (shown

in Figure 9. The resulting spectra are used to determine the angular dependence of

the electronic states near the samples surface. In ARXPS, the sample is placed in the

same high-vacuum chamber as the XPS, the x-ray beam is directed onto the surface

of the sample, and the sample is rotated to different angles. A survey is taken at each

angle providing photoelectron emissions from the surface which are collected over a

range of emission angles (as shown in Figure 9).

Further analysis of the positions and intensities of the features in the angle-resolved

spectra can provide the energy angular dependence of the electronic states near the

surface as a function of depth. The surface analysis utilizing ARXPS is used to more

fully define surface chemistry, surface oxidation, and study the surface passivization.

It is used in physics, materials science, and chemistry to study the properties of

materials, including but not limited to, insulators, metals, and semiconductors.
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Figure 9: Angle Resolved X-ray Photoelectron Spectroscopy: A depiction of the
method by which x-rays interrogate a sample at different depths within a sample.

2.4.3 Photoelectron Generation

hν = BE +KE + ϕsystem + ϕsurface (3)

When a sample is irradiated with x-rays of sufficient energy the photoelectric effect

is observed (shown in Figure 10). An x-ray (hν) interacts with an electron on the

surface of the material. The energy from the photon is transferred to the electron.

When the energy of the absorbed photon is greater than the BE and the work function

of the material (ϕsurface), the electron is ejected from the surface. In order to calculate

Figure 10: Photoelectron Generation: A depiction of the production of a single photo-
electron after being excited by an x-ray [39].
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BE, the energy of the x-ray plus the kinetic energy of the excited electron and the

work function of the spectrometer ϕsystem are summed, as in Equation (3).

The spectrometer measures the kinetic energy of the electron that has been ejected

from the material surface. The measurement is typically recorded in kinetic energy

or binding energy. The photoemission binding energy of the electron is determined

by comparing the energy of the parts of the system both before and after the pho-

toemission. The initial energy state of the system is the x-ray hν plus the energy of

the target atom in its initial state Ei. The KE of the ejected electron is measured

by taking the Ei and hν and subtracting out the final state of the atom Ef , the

work function of the system ϕsystem and the work function of the surface ϕsurface (as

shown in Equation (4). Ei plus Ef is defined as the binding energy Eb. To calculate

the binding energy you subtract the Ek, ϕsystem, and ϕsurface from hν as shown in

Equation (2) [39].

Ek(e
−) = hν − EB − Ef − ϕsystem − ϕsurface (4)

Eb = hν − Ek(e
−)− ϕsystem − ϕsurface (5)

2.4.4 Understanding the Spectrum

An XPS spectrum is a set of intensities or counts of detected electrons sorted

by KE. The spectrum can be displayed in either KE or converted to BE. The KE

increases from left to right and the BE decreases from left to right. This is done

to make the spectra of KE and BE of the same material look similar. The counts

are then combined into a spectrum that create peaks and valley type features, as

shown in Figure 11. The shapes offer both topographical and chemical information

about the surface of the interrogated sample. The background, heights, widths, and
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positions of each feature enable the determination of chemical identity and concentra-

tions. The final product in an XPS instrument is a plot consisting of photoelectron

intensity against electron energy displayed in either KE or BE. Figure 11 shows an

x-ray photoelectron spectrum of a sample of Ge. An Mg Kα 1253.6 eV x-ray source

at a 0.5 eV step size and a 1 s dwell time was used to stimulate photoemission. This

spectrum shown here is from 1000 eV to 0 eV binding energy with low resolution.

Larger binding energies are to the left of the x-axis trending with smaller energies

to the right. In Figure 11 the following features have been labeled: photoelectron

peaks, auger electron peaks, x-ray satellites, plasmon peaks, valence band energies,

and background. (Each of these features are defined later in this section). They are

identified to assist with the deduction of what a spectrum can reveal to us. The pho-

toelectric line on the spectrum for a given x-ray source is controlled by the sampling

depth variation as a function of the ejected energy of the electrons. Variations in

intensities for lines from an element exists due to differences in the sample depths by

individual lines [40].

2.4.5 Photoelectron Peaks

The most intense lines that appear on the spectrum are the photoelectron lines.

These lines are generally symmetrical and appear narrow on a spectrum. The pho-

toelectric or photoemission peaks are the binding energies of emitted electrons that

have interacted with a photon from the original x-ray source. The peak intensities

are recorded in counts per minute or counts per bin.

A feature often observed near the photoelectron peak are two photoemission peaks

close in proximity to each other. This feature is created by spin-orbit coupling and is

called spin-orbit splitting. The spin-orbit coupling is seen because of the interaction

between the electron spin and the parallel or anti-parallel angular momentum vector
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Figure 11: A photoelectron spectrum of Ge exposed to a Mg Kα x-ray source of 1253.6
eV plotted with intensity versus binding energy. Bremsstrahlung radiation is noted
as a source of background in the figure, however the use of a monochromatic source
greatly reduces the impact of bremsstrahlung radiation. Some prominent features are
highlighted and further explained in the text [39].

of the orbital. The anti-parallel alignment is favorable and has higher binding energy.

In Figure 12 a split peak of a Sn 3d orbital with a Sn 3d3/2 and Sn 3d5/2 lines is

shown. This is because the orbital angular momentum quantum number is l = 2 and

the electron spin quantum numbers s = ±1/2 creating a total angular momentum j

of either 5/2 (lower binding energy) or 3/2 (higher binding energy). The intensities

of the two peaks are a function of the degeneracy g. For the 5/2 level, g = 6 and for

the 3/2 level g = 4. This creates a count intensity of a 2 to 3 ratio. This ratio is

important to understand because complex peaks can be better understood by defining

the split components. This technique is used in the peak fitting part of this study.

Peak splitting characteristics are not present in s orbitals.
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Figure 12: Split peak feature of Sn 3d orbital with Sn 3d3/2 and Sn 3d5/2 peaks [37].

2.4.6 Auger Electrons

The Auger electrons are emitted when an electron hole is created in the lower

shells (K, L, or M ) which is subsequently filled by one of the electrons in a higher

shell. They are sometimes identified on a spectrum by the element symbol followed

by KLL, LMM, MNN, and NOO based on the initial and final vacancies in the auger

transition and the energy states of emitted electrons. The excess energy is released

as a photon of some energy E = hν. This photon is then absorbed and emits another

electron. The kinetic energy of this electron is detected and recorded exclusively in

the energy levels of this region [41]. It possesses kinetic energy equal to the difference

between the energy of the initial ion and the doubly charged final ion. Its energy is

independent of the mode of the initial ionization. The emitted Auger electrons with

kinetic energies are dependent only on the electronic state of the element responsible

for the ejection. Photoionization will usually lead to the emission of two electrons,

a photoelectron and an Auger electron, with a combined energy not to exceed the

ionization energy [42].

All binding energies represented in an Auger peak are characteristic of specific
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electron orbitals of the interacting atoms [39]. A simplified diagram of this behavior

is captured in Figure 13. The equation included in the figure shows mathematically

how to calculate the binding energy of these Auger electrons. These features can

appear similar to the direct photoemission features.

Photons that penetrate the surface beyond surface levels of the material are re-

sponsible for the photoelectric and Auger features. The electrons emitted here have a

high probability of interacting within the sample undergoing inelastic collisions before

absorption. These collisions will alter the kinetic energy of these electrons creating

energy states distinct from the expected characteristic energies of the elements in

the sample. The background feature lines are created generally from excited elec-

trons created by Bremsstrahlung radiation at low binding energies and from inelastic

scattering of photoelectrons at higher binding energies [39]. The background counts

seen from bremsstrahlung radiation were significantly reduced in this study by the

use of a monochramtic source. This characteristic XPS feature may create peak-like

structures that are not material-generated characteristic peaks but are part of the

Figure 13: Auger Electron Production: This figure demonstrates how the creation of
the Auger electron is measured at a different energy than the original photon [39].
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background. These features are intrinsic to the photoexcitation mechanism within an

XPS spectrum [40].

2.4.7 X-ray Satellites

A satellite feature arises when a core electron is removed from its orbit by pho-

toionization. The hole that is left creates a perturbation that affects the outgoing

electron. The perturbation causes one of two general behaviors. The photoelectron

may interact with the valence band exciting an electron to a higher energy state.

This interaction results in a reduction in the core electron energy creating a satellite

structure a few eV below where it would normally appear. The second interaction

occurs when the valence electron is ejected from the system entirely; this electron

becomes part of the background of the spectrum. In Figure 14 both the Ge 3s peak

and its corresponding satellite peak are visible.

Figure 14: Ge 3s Peak: This figure is a CasaXPS produced Ge 3s peak with associated
satellite peak [37].
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2.4.8 Valence Band

Valence bands, also called valence lines, are found in the low-binding energy region

of the spectrum. They are usually found in the 25 to 0 eV binding energy. Electrons

ejected from this region will have the highest kinetic energy. These lines are produced

by photoelectron emission from molecular orbitals and from solid-state energy bands.

Valence bands in the low energy region, as shown in Figure 11 and Figure 15, are

typically created from electrons that are shared between atoms. With an achromatic

x-ray source, these features can be identified by their positions and intensity relative

to the photoelectric peaks [42].

2.4.9 Background

The background is the area on the spectrum below which the photoelectron fea-

tures are defined. The background counts are the collection of photoelectrons that

have lost part of their energy before detection. The background is primarily created

Figure 15: Valence Band Region: This figure is a CasaXPS produced spectrum of
a Ge showing an extended valence band region and associated characteristics. The
spectrum shows the intensity of counts taper off near 0 eV. This decrease in counts
to the background level is indicative of the band gap energy value [37].
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from inelastically scattered photoelectrons at higher binding energies. Inelastically

scattered electrons can lose up to all their kinetic energy before they leave the surface

of the material. Scattered electrons will leave the surface at every measured energy

creating background counts throughout the spectrum.

Spikes, which are not defined on Figure 11, can also be seen on XPS spectra.

Spikes are sometimes created by anomalous variations in the system itself, such as

power supply fluctuations. These fluctuations are based on the stability of the system

and are difficult to control. Compiling multiple runs of the same sample can minimize

and help to identify these anomalous features [40]. Even with multiple runs it is not

possible to remove all of the noise present in the system. Comparing XPS results

with known spectra of similar materials can also assist in identifing errant features.

2.5 Data Analysis

Curve fitting or peak fitting is used for post data analysis procedures in XPS.

The purpose is to identify and quantify the different chemical species that are present

in the sample by characterizing each component of the spectrum. There is no one

scientifically correct procedure, methodology, or algorithm for peak fitting which will

inevitably produce the right fit [37]. A successful curve fit is dependent upon three

things:

1. The accurate assignments for the constituent photoelectric lines (peak identifi-

cation).

2. Accurate mathematical functional forms for the data producing accurate syn-

thetic line-shapes.

3. The proper interpretation and treatment of the background [37].

Two methods were used to identify and assign each constituent peak identification.
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The online library in CasaXPS was referenced for the preliminary identification of

each feature on the spectrum. This identification was followed by a literature search to

confirm the identify of each feature. Using two sources to identify and confirm feature

identification provides high confidence in the peak identifications in this study.

Using appropriate and consistent mathematical functional forms are key to pro-

ducing accurate synthetic line shapes. There are several built-in line fitting techniques

in CasaXPS designed to fit a variety of peak shapes. The method used in this study is

a Gaussian-Lorentzian function. A Gausian-Lorentzian fit is a common peak-fitting

technique used to analyze XPS data. It is used to determine the relative contributions

of each function in describing the photoelectron peak. A Gaussian function is used to

describe a symmetric shape. A Lorentzian function is used to describe an asymmetric

peak with a tail on each side. Combining the two is useful in describing peaks that

have both symmetric and asymmetric components. By changing the contribution of

each function a best fit can be obtained to capture the area under a photoelectron

peak. By combining the two a more accurate fit can be obtained then by using a

single function. Equation (6) shows the method in which the Gaussian fit is calcu-

lated while Equation (7) shows the Lorentzian fit technique. Equation (8) captures

the combination of the two techniques. In these equations, m is an integer between

0 and 499 defining the width of the Gaussian, x is the energy offset of an electron

during a loss event, E is the kinetic energy of the electron, and F is the energy loss

cross-section. The Gaussian-Lorentzian fit uses a combination of the Gaussian pro-

cess which includes the x-ray line shape, the Doppler and thermal broadening, and

the Lorentzian process [37]. The Lorentzian part models the lifetime broadening due

to the uncertainty principle relating to the energy and lifetime of ejected electrons

[37]. This technique is the least prone to application error due to the Gaussian and

Lorentzian line fit’s application of measuring peak intensity in both functions [37].
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Both the Gaussian and Lorentzian functions utilized the least squares fit technique.

G(x, F,E,m) = exp

[
−4(ln 2)

(
1− m

100

) (x− E)2

F 2

]
(6)

L(x, F,E,m) =
1

1 + 4m (x−E)2

F 2

(7)

GL(x,E, F,m) = G(x, F,E,m)L(x, F,E,m) (8)

Going a step further, a tail modification was applied to the fit function when

necessary to accomplish a more accurate fit. A tail modifier is used when the function

used to define the area under the curve inadequately describe it. A tail modifier can

adjust the peak function to accurately capture experimental data. Its use can provide

a more accurate determination of the peak location and area. Equation (9) shows the

mathematical calculations employed in the CasaXPS tail modifier. The tail modifier

is applied to create different tails on either side of the peak. In addition to the

previously defined variables, κ is the step size and s is the standard deviation or the

width of distribution.

T (x, s, κ, F, E) =

s · exp
(
−κx−E

F

)
x ≤ E

1 otherwise
(9)

Finally, a Shirley background type was selected for use in interpreting the back-

ground intensity (I). The Shirley fit (as shown in Equation (10)) is an iterative de-

termination of the background intensity S at energy E:

S(E) = I2 + κ

(
A2(E)

A1(E) + A2(E)

)
(10)

Here κ is defined as the step size by taking the current measured intensity and
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Figure 16: Defining the Shirley Background: A Shirley background example computed
from Sn 3d peak from a modeled GeSn sample [37]. A1 and A2 represent the area
under the photoelectron peak after the removal of the background.

subtracting the new intensity from it (I − I2). I and I2 represent two binding energy

points on the spectrum. The difference between the two determined by the step size.

A1(E) and A2(E) represent the area under each peak (shown in Figure 16). Shown

in Figure 16 the doublet pair represents a single background for both peaks. With a

larger separation, using a Shirley background on both peaks would be an improper

curve fitting technique. Using the separated peak approach, a two region Shirley

background would be applied. Utilizing expected ratios and peak separation from

previous studies you can determine the relative intensity of the doublet peak. Fig-

ure 18 shows a Sn 3d3/2 and Sn 3d5/2 spectrum modeling a the two-region approach.

The expected intensity for peak 1 (P1) and peak 2 (P2) for this split is 2:3 [37]. When

the ratio is wrong, it is likely an improper application of the background was applied.

A correct ratio does not automatically imply the background was applied correctly.

In this study, a Shirley background was applied for each curve fit.

The Shirley method is proportional to the integrated photoelectron intensity to
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the higher kinetic energy [43]. A Shirley background is used for narrow peaks and

small changes in intensity levels [43]. A standard Shirley requires two points which

are the left and the right boundary of the photoelectron feature being analyzed, these

points correspond to A(E,I) and B(Eright,Iright) in Figure 17.

The construction of the background is an iterative process which uses Equa-

tions (11) to (13) [44]. Here, Bn(E) is the nth iteration of the background calculation,

E is KE, kn is the iterative value of the scattering factor, and I(E) is the photoelectric

signal [44]. The kn is defined by normalizing with respect to the area of the spectrum

after the background subtraction[44].

B1(E) = k1

∫ Eright

E

dE ′ [I(E ′)− Iright] , (11)

B2(E) = k2

∫ Eright

E

dE ′ [I(E ′)− Iright −B1(E
′)] for Eleft ≤ E < Eright (12)

Figure 17: Shirley Background Regions: The figure here generically shows how the
regions of a Shirley background are defined and the reference points used for calcu-
lating the background.
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Bn(E) = kn

∫ Eright

E

dE ′ [I(E ′)− Iright −Bn−1(E
′)] , (13)

For each iteration, the value kn is selected to ensure the total background goes

through the elected point on the left (Eleft, Ileft)) as seen in Equation (14) [44]. The

complete background is the sum of Iright and the calculated background. Outside of

the range the background equals zero. Building the equation this way ensures only

values captured between E and Eright are included in the background.

kn =
Ileft − Iright∫ Eright

Eleft
dE ′ [I(E ′)− Iright −Bn−1(E ′)]

(14)

The scattering factor is defined in each step by normalizing with respect toe the

area of the spectrum after removing the background [44]. This is done utilizing

Equation (15)

Bn(E) =
k′
n

∫ Eright

E
dE ′ [I(e′)− Iright −Bn−1(E

′)]∫ Eright

Eleft
dE ′ [I(e′)− Iright −Bn−1(E ′)]

(15)

Other peak fitting concerns not discussed in Section 2.5 but worth noting are

listed here. One should be careful to avoid:

1. Improperly defining the material properties of a sample utilizing spikes or other

background noise.

2. Interpreting data with excessive noise.

3. Attempting a fit with poor energy resolution.

4. Truncating data with narrow peak scans.

5. Having widely varying peak widths without adequate reasoning.

6. Adding additional synthetic peaks to improve the fit without statistical validity.
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Figure 18: Shirley Background: The spectrum is GeSn modeled using the Sn 3d peaks
with two regions each defined by a Shirley background (A). The lower background
curve is the Shirley background computed using the combined peaks. The expected
intensity ratio for a 3/2 to 5/2 split peak is 2:3 [37]. P1 and P2 as used to label and
reference the first and second peak.

7. Applying an incorrect line shapes and ignoring asymmetry or other line features.

This list does not include all the pitfalls associated with line fitting techniques.

The list is included to demonstrate the difficulty of line fitting and the efforts made

here to address each of these common mistakes. Specific efforts made in line fitting

are discussed further in the Chapter IV.
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III. Methodology

3.1 Preamble

The steps described here are intended to be detailed enough for someone with a

working knowledge of Omicron x-ray photoelectron spectroscopy (XPS) system with

Omicron Vernissage Version V2.3.3 data processing, CasaXPS 2.3.25 and Python

3.8.13 to be able to reproduce the results of this experiment. Furthermore, general

knowledge of the data analysis, use, and access to an XPS, while utilizing a different

analysis software tool and computational means, should produce similar results. This

chapter will discuss the sample description in Section 3.2 and the sample preparation

and analysis in Section 3.3.

3.2 Test Sample Description

As described in the Section 2.3, the samples provided for analysis contain per-

centages of Sn 7.5, 8.8, 12.5 and 19.3%. The thickness of the Ge.925Sn.075/Ge sample

is 980 nm, the Ge.912Sn.088/Si sample is 986 nm, the Ge.875Sn.125/Si sample is 1010

nm, and the Ge.807Sn.193 sample thickness was measured to be 1000 nm. In addi-

tion, intrinsic Sn and Ge were also probed in the XPS. This study did not analyze

the substrate or the chemical stoichiometry of the materials used for growth. The

percentages were taken at face value for naming convention in this study. The nam-

ing convention was used for uniformity and sample tracking, the reported values are

not intended to confirm or imply a homogeneous makeup throughout the sample.

Concurrent studies by Major Christopher Sutphin indicate that the samples appear

inhomogeneous and have varying Sn percentages based on the depth at which the Sn

concentration is measured [45]. The Ge.925Sn.075 sample was grown on a Ge substrate,

the Ge.912Sn.088, Ge.875Sn.125 and Ge.807Sn.193 samples were grown on Si substrates.
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This study was conducted on the surface of the sample containing the GeSn alloy.

The substrate on which the sample was grown was not analyzed in this study and

did not impact the surface chemistry. For more information on the full makeup of

the sample, see reference [45].

3.3 Preparing the Sample for Analysis

An essential step in XPS sample mounting is to prepare the sample material, while

minimizing charge and differential charging [42]. Charge effects occur when a sample

is charged during the XPS interrogation. Charging causes a shift in the binding

energy of the XPS peaks. This shift is caused by the depletion or accumulation of

electrons on the sample surface. The change in the electrons on the surface lead to a

change in the electric field on the surface of the sample. This field will impact the KE

of the electrons escaping the surface. Charging can broaden the XPS peaks distorting

the expected features.

Differential charging is similar to charge effects on the surface but are localized

to smaller areas on the surface. Differential charging leads to variations in charge at

different locations. This can effect peak positions and intensities. Several steps can

be taken to minimize charge effects. Charge compensation and neutralization are two

things that can combat charge effects during data collection.

Prior to interrogating the sample, cleaning, annealing, and conditioning the sample

can help to minimize charge and differential charge effects. Applying these methods

can help reduce charging and will create reproducible data. A important step is

removing any surface contaminants and preventing additional contamination. The

steps listed below are a way to reproduce the findings in the study, as other techniques

may produce similar results. Each sample was prepared using the same techniques

for the Ge, GeSn, and SiGeSn samples. The intrinsic Sn sample, produced by Fisher
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Scientific and provided by the Analytical Lab at Air Force Institute of Technology

(AFIT), required an additional step of abrading the surface with a razor blade to

remove potential surface oxidation and contamination during storage. The Sn sample

was previously cut to size and did not need to be resized for analysis.

3.3.1 Cleaning and Cutting the Sample

Each sample was cut into smaller pieces for two reasons. The first reason was to

create several testable samples of the same size. The second reason was to obtain

a sample with the correct dimensions for fixing to the sample plate. The samples

were cut in a clean room to limit the introduction of contaminants in the cutting

process. The sample was first washed with high pressure liquid chromatography

(HPLC) methanol to remove any surface debris that may have been introduced during

storage and handling. Once the HPLC methanol dried, a clean diamond scribe was

used to score the sample’s surface. The sample was placed between two glass plates

aligned with the scored line. Light pressure was placed on the edge of the sample to

cleave the sample along the scored line. Each sample was rinsed again with HPLC

methanol to remove particulates from the cutting process. The goal of cutting the

sample was to make it small enough to fix to the platform plate without hindering

the ability to secure the sample in the XPS chamber. With a washed and cut sample,

the next step was to fix the sample to the mounting plate (as shown in Figure 19).

A method not used in this study, but would be an alternate cleaning technique, is to

sputter the sample surface clean. Sputtering the sample removes a layer of the surface.

Utilizing an ion sputter gun would remove oxidation and environmental contaminants

that accumulate on the sample material. The Sn sample had been previously cut and

did not need to be cut using this process.
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Figure 19: Ge.925Sn.075 grown on a Ge Substrate by RPECVD cut with a diamond
scribe, washed with HPLC methanol, and prepped for mounting. The blue haze seen
on the surface is attributable to the growth process and appeared unaffected by the
washing of the sample.

3.3.2 Fixing the Material to the Sample Plate

A stainless-steel sample mount was used to fix the sample material for the XPS.

Different methods are acceptable in the scientific community for fixing the sample

to the sample plate. The use of carbon tape and other adhesives was discarded as

an option because of the potential to off-gas within the XPS chamber affecting both

the background counts and the vacuum levels. Additionally, the adhesive can easily

transfer contaminants to the surface of the sample. The chosen method was to fix

the sample to the sample mount by spot welding a tantalum wire over the corners of

the sample. This method was selected because the wire does not off-gas and there

is no adhesive material that can transfer to the sample when using tantalum wire

(shown in Figure 20). Another reason tantalum wire was chosen was that the sample

material was not exposed to tantalum in the growth, preparation, or storage phase.

This provided a metric by which potential contamination could be measured. As seen
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and discussed further in Chapter IV, tantalum was not detected in the data analysis,

while carbon was present in every sample. Before spot welding the material to the

sample mount, the material, the wire, the welding apparatus, and the work bench

were all rinsed with HPLC methanol, removing foreign contaminants.

3.3.3 Preparing the XPS Chamber

The XPS is essentially a light source and an electron energy detector inside a

ultra high vacuum (UHV) chamber (see Figure 21). One of the most important steps

in XPS is achieving and maintaining a UHV. A perfect vacuum of 0 torr would be

ideal, but is theoretically impossible. Vacuum in space is on the order of 10−17 torr.

UHV is defined as 10−9 to 10−12 torr. Positive displacement, momentum transfer,

and entrapment pumps help achieve high vacuum. Turbomolecular pumps are used

for pumping large chambers from 10−3 to 10−9 or 10−10 torr. Utilizing the turbo-

molecular pump allows each sample to be analyzed at a vacuum lower than 10−9 torr.

Turbomolecular vacuum pumps work by moving gas molecules in a specific direction

creating a vacuum within the XPS. In addition to the turbo pump, an ion pump

Figure 20: Mounting the Ge.925Sn.075 sample to a stainless steel plate utilizing Tan-
talum wire and a spot welder.
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was also employed. The ion pump removes molecules from the chamber and traps

molecules inside the pump. The process works by employing magnets and high volt-

ages. The ion pump traps charged particles through a strong electrical potential. The

trapped material will carry with it gases from the XPS chamber further increasing

the vacuum within the chamber. The overall goal of UHV is to prevent contaminants

from building up on the sample’s surface or in the surrounding air, thereby reducing

background interactions. A typical range for UHV XPS is 10−9 torr while 10−10 torr

is considered optimum [46].

Figure 21: An image of the Omicron XPS chamber in which a sample is loaded and
prepared for analysis.
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3.3.4 Analyzing the Sample

Once each sample is loaded into the XPS, the next step is determining the areas of

interest to explore. This is done by first taking an XPS survey of the sample with the

setting listed in Table 1. The settings were kept constant throughout the experiment.

These setting were used to create an overall spectrum of the sample (Figure 8

shows a Ge survey example). Each feature in the survey is then studied to determine

what information can be gathered from it. An attempt was made to identify all of

the peak features of interest present in the overall survey. Features of interest in this

study include C 1s, O 1s, Sn 3p1/2, Sn 3p3/2, Sn 3d3/2, Sn 3d5/2, Ge 3s, Ge 3p1/2,

Ge 3p3/2, Ge 3d3/2, Ge 3d5/2, Ge LMM, Cr, and Fe features. The C 1s and O 1s

were used for uniformity and spectrum alignment. All of the Ge and Sn features

were used to identify the percentage and oxidation states of the atoms in the sample.

The oxidation study was conducted by altering the angle of the XPS interrogation,

as shown in Figure 21. Cr and Fe were identified as potential contaminants from

the growth process that were not present in the Ge and Sn sample but were present

in identifiable quantities in the Ge1−xSnx alloys. The curve fitting methodology was

conducted as discussed in Chapter II.

3.3.5 Band Gap Energy Determination

Figure 23 is an example of how the band gap energy is determined in this study.

Figure 23 is of intrinsic Ge that was used as a control in this study. The expected

band gap of Ge is 0.66 eV. Utilizing the method described below, the expected band

gap energy of 0.66 eV was determined. The XPS band gap energy spectra data were

collected as listed in Table 1. In order to determine the band gap energy, each of the

following the steps were taken:

1. Each of the data sets were adjusted for the C 1s shift.
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Table 1: XPS Settings for each peak feature analyzed.

Spectrum Start (eV) End (eV) Step (eV) Sweeps Dwell (sec)
Survey 253.6 1253.6 0.5 20 1.0
C 1s 955.6 997.6 0.5 10 1.0
O 1s 710.6 736.6 0.5 10 1.0
Sn 3p 518.6 560.6 0.5 20 1.0
Sn 3d 743.6 778.6 0.5 20 1.0
Ge 3s 1058.6 1083.6 0.5 20 1.0
Ge 3p 1058.6 1163.6 0.5 20 1.0
Ge LMM 1058.6 1163.6 0.5 20 1.0
Ge 3d 1203.6 1258.6 0.5 20 1.0
Cr 253.6 1253.6 0.5 20 1.0
Cr 2d 658.6 688.6 0.5 20 1.0
Fe 253.6 1253.6 0.5 20 1.0
Valence 1203.6 1258.6 0.5 20 1.0
Fermi 1249.6 1254.6 0.1 15 1.0

Figure 22: An image of the Omicron XPS chamber with a depiction of how the sample
is manipulated to collect angle resolved data.

2. The counts at each bin at each angle were summed together and divided by the

number of bins summed. The average counts at each bin was stored as a new

single data set.

3. A spectrum was created from the newly created data set.
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4. Two lines were created using a single polynomial fit to create two lines for

estimating the band gap energy (as seen in Figure 23).

5. The band gap energy was determined and compared to expected values.

To determine the band gap a slope of the counts was taken around the 0.5 eV

to 3 eV binding energy. The slope of the incoming counts was taken as the counts

decreased to noise. A second slope was taken from measurements below zero. The

detector does not measure counts below zero. Any counts below zero were assumed to

be background noise. The value of where the two lines intersected was the proposed

band gap energy of the material being interrogated. The blue line in Figure 23 is the

slope of the electron counts. The red line is the proposed background noise beyond

the range of the detector. The purpose of incorporating the red line is to minimize the

noise seen in the sample beyond the scope of the detector. A first-degree polynomial

was used to create a linear fit in the 0.5 eV to 3 eV range of the spectrum. The value

of the x component from the intersection of the two lines is determined to be the band

Figure 23: Estimated Ge Band Gap: Measurement of the band gap of Ge sample. The
XPS determined band gap values are based off the process described in Section 3.3.5.
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gap of the sample as modeled in Figure 23. The increase of counts from background

to some value above background represents electrons that have overcome the binding

energy of their corresponding orbital. The value at which the first electrons escape

is the defined here as the binding energy. The method used follows examples used in

both Zhang et al. and Nichols et al. [47, 48].
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IV. Results and Analysis

4.1 Preamble

In this chapter, an analysis of the x-ray photoelectron spectroscopy (XPS) de-

tailing curve fitting and determined band gap energies of Ge1−xSnx alloys will be

provided. The XPS data was collected on a single Omicron XPS system with Omi-

cron Vernissage Version 2.3.3 data processing program located at Air Force Institute

of Technology (AFIT). The data was reprocessed with CasaXPS 2.3.25 processing

software which offers analysis techniques for both spectral and imaging data [49].

Further evaluation was conducted using Python 3.8.13 and local development code

for parsing and interpreting the XPS data sets (see Appendices D and E)[50]. All

data from the different samples were collected using the same sample preparation and

equipment settings as described in Chapter II and Chapter III. Some samples were

analyzed with more scans than are described in the methodology, and surveys were

repeated to confirm the initial survey data. The procedures outlined in the method-

ology should produce the same results. The repetition of some of the data collection

was exploratory in nature and is optional and therefore has been left out of both the

methodology and results sections. Care was taken to create a uniform setting for

each sample, including a consistent environmental setting within the lab. Samples

were probed during regular work weekday hours to avoid potential fluctuations in the

power grid frequency and thermostat settings that could affect the performance of

the equipment.

4.2 Data Analysis

As discussed in the Chapter III, curve fitting is used to analyze the data from

an energy spectrum. The purpose is to identify and quantify the different chemical
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species present in the sample by characterizing each spectral component. The line

fitting in this study was conducted in two main steps. The first was to identify the

chemical composition of a peak in a given spectrum, and second was to confirm the

peak by comparing it to similar peer-reviewed studies. The preliminary identifica-

tion was to compare the spectrum to the internal library in CasaXPS (as shown in

Figure 24). A literature search was conducted to confirm the identity of the corre-

sponding features that were previously identified.

4.2.1 Angle Resolved XPS

There are two chemical shifts seen in the photoelectron peaks. One of them is

related to the oxidation states and is shown visually by the angle resolved images

and the data provided by the curve fitting in the XPS software. Figure 25 shows the

surface-sensitive nature of changing the angle of the XPS from the x-ray gun to the

detector, gradually transitioning froman interrogation of the surface to an interroga-

Figure 24: A photoelectron spectrum of Ge exposed to a Mg Kα x-ray source of
1253.6 eV at a 0.5 eV step size and a 1 second dwell time plotted with intensity
versus binding energy. The photoelectron peaks have been identified through the
CasaXPS library [37].
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tion of the bulk (greater surface penetration). As the angle of the sample is turned

toward the gun, the penetration of the x-rays increases. The greatest penetration of

the sample would happen when the x-ray gun is aligned at normal to the sample sur-

face. With increased penetration depths, the x-ray absorption interactions increase at

greater depths in the sample. More interactions lead to more electrons escaping from

below the surface. Materials below the surface are expected to have a lower oxidation.

A decrease in oxidation will influence the shape of a photoelectron peak. This shift

is seen at different intensity levels in the Ge control sample and the Ge.925Sn.075/Ge

alloy. The different levels of intensity could be caused by the factors listed below:

1. Environmental differences in storage.

2. Differences in the oxidation affinity based on the surface chemistry of each

sample.

3. Storage time and/or time since production.

4. Potential differences in exposure to moisture during sample preparation.

While not limited to the issues listed above, it is clear from every sample that

the surface traps more oxygen than the bulk. The change in the photoelectron peak

observed should only differ marginally in the binding energy scale. Because of the

slight change in the binding energy in each photoelectron feature, it is not easy to

distinguish between a single curve fit peak and two overlapping features.

Looking at the plots in Appendix A, specifically Figures 41 and 44, and comparing

them to Figures 43 and 45, it is apparent that the surface has trapped greater amounts

of oxygen than the bulk. The Ge.912Sn.088 in Figure 25 sample shows a more significant

shift in the combined binding energy of the O 1s peak with the change in the angle. In

this figure, the angles captured are 39◦ through 59◦. The spectra shown in Figure 25

has been formatted to highlight the differences in oxidation states through angle
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Figure 25: Angle Resolved XPS of the Ge.912Sn.088: The figure here shows the surface
sensitive nature of changing the angle of the XPS from the x-ray gun to the detector
revealing the transition from surface chemistry to more bulk chemistry from 39◦ to
59◦

resolved interrogation. Table 2 and the corresponding Figure 26 show the percentages

and the trend in the change in the oxidation levels with respect to the depth of

penetration in the sample.

In the Sn 3d5/2 peak in Table 2, the Ge 3p1/2 in Table 3, and the Ge 3p3/2 are

in Table 4, one would expect to observe less oxidation at the angle which permits

interrogation of the greatest bulk. A deep dive was made into the Sn 3d5/2, the Ge

3p1/2, and the Ge 3p3/2 peaks comparing the oxidation states of each sample. Sn,

Sn2+, and Sn4+ percentages were analyzed in the Sn 3d5/2 photoelectron peak. Ge,

Ge2+, and Ge4+ percentages were analyzed in the Ge 3p1/2 and Ge 3p3/2 photoelectron

features.

The Ge sample did not contain any Sn photelectron features. The Sn, Sn2+,

and Sn4+ oxidation state percentages in the Sn 3d5/2 photoelectron peak of both the

Ge.912Sn.088 and the Ge.925Sn.075 alloys showed a increase in the Sn4+ and a decrease
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Figure 26: Intrinsic Sn-Sn3d5/2: Angle resolved XPS showing the trend in oxidation
states of the Sn 3d5/2 photoelectron peak with respect to the change in angle from
39◦ to 59◦ in 5◦ increments. At increasing angles a decrease of oxidation would be
expected. Values can be compared to Table 2.

Figure 27: Angle resolved XPS of the intrinsic Ge showing the trend in oxidation
states of the Ge 3p1/2 photoelectron peak with respect to the change in angle from
39◦ to 59◦ in 5◦ increments. At increasing angles a decrease of oxidation would be
expected. Values can be compared to Table 3.
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in the Sn2+ oxidation states with little to no change in the intrinsic metal percentages.

The Ge.925Sn.075 alloy showed an increase of 20% in the Sn4+ state with a 18% decrease

in the Sn2+ and a 2% decrease in the intrinsic Sn. The Ge.912Sn.088 alloy showed an

increase of 29% in the Sn4+ state with a 31% decrease in the Sn2+ and a 5% decrease

in the intrinsic Sn (see Table 2). This increase in oxidation states showed a greater

oxidation on the surface with a decreasing oxidation with depth. This trend was

much more apparent in the GeSn alloys then it was in the intrinsic Sn sample. The

intrinsic Sn sample had a change less than 10% in any of the oxidation states. This

is likely due to the extra preparation step in which the top layer of the Sn sample

was removed prior to XPS interrogation. Employing an effective oxidation removal

technique such as an HCl rinse, sputtering or other preparation technique would

significantly decrease the presence of oxidation on each alloy. If an oxidation removal

technique were to be employed on the GeSn alloys, one would expect the oxidation

trends to appear similar to intrinsic Sn.

A similar trend was shown with the Ge, Ge2+, and Ge4+ states in the Ge 3p1/2 and

the Ge 3p3/2 features. The intrinsic Sn did not show any Ge photoelectron features

as expected. The intrinsic Ge sample showed less than a 10% increase of oxidation

states. The Ge1−xSnx alloys for both the Ge 3p1/2, and the Ge 3p3/2 also showed

similar changes in the oxidation trends. These trends varied from trends seen in Sn

3d5/2 analysis. The Ge.925Sn.075 sample in Figure 28 shows an increase in the intrinsic

Ge and a decrease in the Ge2+ state. The Ge2+ concentration decreased and the Ge4+

increases. Ge4+ is a more energetically favored state and is expected to increase with

a longer exposure to the environment. A notable change in the Ge trend from the Sn

is the slight increase in the Ge concentration. There was less than a 3.5% increase to

any of the Ge4+ oxidation percentages. The Ge.925Sn.075 sample saw a 3.5% increase

in Ge4+. Ge.912Sn.088 had no significant change in the Ge4+ while the Ge.807Sn.193

50



alloy had a 3.8% decrease in the Ge4+ percentage. The Ge2+ decreases by 17% in the

Ge.925Sn.075 at the most surface sensitive angle but increased by 4% in the Ge.912Sn.088

alloy and 0.5% in the Ge.807Sn.193 alloy. The difference in these trends may be caused

by several factors, three of which are discussed here.

First, an increase in Sn concentration can change the structure and strain within

the alloy preventing oxidation of the Ge. Second, the Ge.925Sn.075/Ge is on a Ge sub-

strate with the other two on Si which causes subtle changes in the crystalline structure.

These changes in the structure may change the potential interaction between the Ge

and oxygen. The third cause may be due to the inconsistent concentration of Sn in

these samples. The change in the angle of interrogation in the XPS slightly changes

the location being probed. Anomalous features and surface roughness could impact

the available binding site between the Ge and oxygen. Further research in both the

crystalline structure, the effects of Sn concentrations on Ge oxidation, and surface

Figure 28: Angle resolved XPS of the Ge.925Sn.075/Ge showing the trend in oxidation
states of the Ge 3p1/2 photoelectron peak with respect to the change in angle from
39◦ to 59◦ in 5◦ increments. At increasing angles a decrease of oxidation would be
expected. Values can be compared to Table 3.
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analysis is warranted for a better understanding of this interaction.

Additional plots for visual reference of the shifts in the O 1s, Ge 3p1/2, Ge 3p3/2,

and the Sn 3d photoelectron features can be compared in Appendix A. The Python

code used to identify the angle resolved and the subtraction plots is found in Ap-

pendix C and Appendix E.

4.2.2 Sn Fraction Impacts on Photoelectron Binding Energy Peaks

Another observation is the shift in some of the photoelectron peak binding energies

with the increase in Sn concentration in the Ge. Figure 29 shows the binding energy of

the Ge 3d3/2 and Ge 3d5/2 located at 29 eV. Figure 30 shows both an oxidation feature

and a Sn 4d3/2 and Sn 4d5/2 peak located at 24 and 2 eV respectively. This binding

Table 2: Angle resolved oxidation concentration percentages of Sn, Sn2+, Sn4+ in the
Sn 3d photoelectron peak. (39◦ is more surface penetration sensitive and 59◦ is more
surface sensitive)

Angle Sn 3d 5/2 Sn2+ 3d 5/2 Sn4+ 3d 5/2

intrinsic Sn
39◦ 38.8 ± 0.28 28.2 ± 0.22 33.0 ± 0.25
44◦ 39.4 ± 0.28 27.2 ± 0.22 33.5 ± 0.25
49◦ 32.3 ± 0.28 38.5 ± 0.31 29.2 ± 0.26
54◦ 45.6 ± 0.34 16.3 ± 0.17 38.2 ± 0.30

Ge.925Sn.075/Ge
39◦ 5.8 ± 0.19 53.4 ± 0.81 40.8 ± 0.67
44◦ 1.1 ± 0.08 53.8 ± 0.85 45.1 ± 0.75
49◦ 1.4 ± 0.10 52.4 ± 0.95 46.2 ± 0.87
54◦ 1.6 ± 0.11 47.6 ± 0.87 50.7 ± 0.91
59◦ 2.6 ± 0.15 33.7 ± 0.76 63.7 ± 1.2

Ge.912Sn.088/Si
39◦ 3.7 ± 0.28 31.0 ± 1.1 65.2 ± 1.8
44◦ 1.7 ± 0.20 52.6 ± 1.7 45.7 ± 1.5
49◦ 5.0 ± 0.42 12.1 ± 0.72 82.8 ± 2.7
54◦ 2.9 ± 0.29 8.0 ± 0.52 89.1 ± 2.7
59◦ 6.4 ± 0.49 14.3 ± 0.82 79.4 ± 2.6
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Table 3: Angle resolved oxidation concentration percentages of Ge, Ge2+, and Ge4+

in the Ge 3p1/2 photoelectron peak. (39◦ is more surface penetration sensitive and
59◦ is more surface sensitive)

Angle Ge 3p1/2 Ge2+ 3p1/2 Ge4+ 3p1/2

intrinsic Ge
39◦ 38.0 ± 0.79 56.9 ± 1.1 5.1 ± 0.22
44◦ 43.4 ± 0.64 47.9 ± 0.69 8.6 ± 0.22
49◦ 41.8 ± 0.67 49.1 ± 0.75 9.1 ± 0.25
54◦ 44.8 ± 0.71 49.9 ± 0.77 5.4 ± 0.18
59◦ 46.9 ± 0.63 47.7 ± 0.64 5.4 ± 0.16

Ge.925Sn.075/Ge
39◦ 46.2 ± 1.0 52.3 ± 1.1 1.5 ± 0.12
44◦ 44.7 ± 0.98 47.9 ± 1.0 7.5 ± 0.31
49◦ 44.0 ± 1.1 44.3 ± 1.1 11.8 ± 0.45
54◦ 45.7 ± 1.1 45.3 ± 1.1 9.1 ± 0.38
59◦ 64.1 ± 2.0 31.9 ± 1.3 4.0 ± 0.34

Ge.912Sn.088/Si
39◦ 34.3 ± 2.0 65.2 ± 3.1 0.5 ± 0.16
44◦ 41.0 ± 2.4 58.4 ± 3.1 0.6 ± 0.19
49◦ 38.5 ± 2.8 61.1 ± 3.9 0.5 ± 0.20
54◦ 35.8 ± 2.5 63.8 ± 3.7 0.4 ± 0.18
59◦ 32.2 ± 2.5 67.4 ± 4.3 0.4 ± 0.19

Ge.807Sn.193/Si
39◦ 30.5 ± 1.3 65.5 ± 2.1 4.0 ± 0.35
44◦ 33.3 ± 1.4 66.1 ± 2.2 0.6 ± 0.12
49◦ 14.9 ± 1.0 82.2 ± 3.3 2.9 ± 0.38
54◦ 31.7 ± 1.5 67.7 ± 2.6 0.7 ± 0.15
59◦ 34.4 ± 1.7 65.4 ± 2.7 0.2 ± 0.09

energy location also overlaps the O 2s peak at 24 eV. The GeSn alloys show a shift

of the binding energies where both the Ge 3d and the Sn 4d features overlap. This

overlap creates a convoluted signal between the different energy feature signals. The

observed binding energy shift is likely caused by the change in the crystalline lattice

structure. This change in structure is in turn, affecting the x-ray electron interactions

and/or the ability of the electrons to escape unhindered by other forces. Figures 29

and 30 measured at 49◦ capture the intrinsic Ge 3d peak and the intrinsic Sn 4d3/2
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Table 4: Angle resolved oxidation concentration percentages of Ge, Ge2+, and Ge4+

in the Ge 3p3/2 photoelectron peak. (39◦ is more surface penetration sensitive and
59◦ is more surface sensitive)

Angle Ge 3p3/2 Ge2+ 3p3/2 Ge4+ 3p3/2

intrinsic Ge
39◦ 38.0 ± 0.44 56.9 ± 0.60 5.1 ± 0.13
44◦ 43.4 ± 0.35 47.9 ± 0.40 8.6 ± 0.13
49◦ 41.8 ± 0.37 49.1 ± 0.43 9.1 ± 0.14
54◦ 44.8 ± 0.39 49.9 ± 0.44 5.4 ± 0.10
59◦ 46.9 ± 0.34 47.7 ± 0.37 5.4 ± 0.09

Ge.925Sn.075/Ge
39◦ 46.2 ± 0.55 52.3 ± 0.64 1.5 ± 0.07
44◦ 44.7 ± 0.53 47.9 ± 0.59 7.5 ± 0.18
49◦ 44.0 ± 0.59 44.3 ± 0.62 11.8 ± 0.26
54◦ 45.7 ± 0.60 45.3 ± 0.64 9.1 ± 0.22
59◦ 64.1 ± 1.1 31.9 ± 0.72 4.0 ± 0.20

Ge.912Sn.088/Si
39◦ 34.3 ± 1.1 65.2 ± 1.8 0.5 ± 0.09
44◦ 41.0 ± 1.3 58.4 ± 1.8 0.6 ± 0.11
49◦ 38.5 ± 1.5 61.1 ± 2.2 0.5 ± 0.11
54◦ 35.8 ± 1.4 63.8 ± 2.1 0.4 ± 0.10
59◦ 32.2 ± 1.4 67.4 ± 2.5 0.4 ± 0.11

Ge.807Sn.193/Si
39◦ 30.5 ± 0.70 65.5 ± 1.2 4.0 ± 0.20
44◦ 33.3 ± 0.75 66.1 ± 1.3 0.6 ± 0.07
49◦ 14.9 ± 0.58 82.2 ± 1.9 2.9 ± 0.22
54◦ 31.7 ± 0.84 67.7 ± 1.5 0.7 ± 0.09
59◦ 34.4 ± 0.95 65.4 ± 1.6 0.2 ± 0.05

and Sn 4d5/2 peak. Comparing Figures 29 and 30 with Figure 31 shows a shift in both

the peak structure and the peak locations due to the impact of overlapping atomic

forces. The binding energy shifts seen in the alloy versus the intrinsic samples were

present at every angle in which the samples were interrogated.

The overlap of photoelectron features can affect the peak position, the binding

energy, and the full width half maximum (FWHM) of a peak. This overlap has a

direct relationship to the chemical environment. In a crystal lattice, neighboring
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Figure 29: Extended valence band region of intrinsic Ge showing the presence of the
Ge 3d3/2 and Ge 3d5/2 photoelectron features present at a binding energy of 29 eV
in the presence of various oxidation states.

Figure 30: Extended valence band region of intrinsic Sn showing the presence of the
Sn 4d3/2 and Sn 4d5/2 photoelectron features present at a binding energy of 24 eV in
the presence of various oxidation states.
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ions will influence the photopeak. When two features overlap it can even appear as

one feature. One way to define these features is by comparing them to the original

compounds, in this case Ge and Sn. This method allows for general information to

be extracted from the features. The Ge and Sn peaks here not only are affected by

each other, they are also affected by their spin-orbit interactions between the 3/2

and 5/2 spin-orbit features. The electrostatic interactions separating the two levels

in both Ge and Sn can appear shoulder-to-shoulder as shown in the Sn sample in

Figure 30 or can appear overlapping as shown in the Ge.807Sn.193 in Figure 31. This

shoulder-to-shoulder presentation or the overlapping of the photoelectron features do

not change what is present in the sample, but rather makes it more difficult to identify

the oxidation states that are present. This overlap also made it difficult to separate

out the corresponding Sn satellite peak around 18 eV in several of the samples. For

more examples see Appendix A Figure 46 and Figure 47.

Figure 31: Angle Resolved XPS of the Ge.807Sn.193: The figure here shows the overlap
of Ge 3d and Sn 4d photoelectron features with overlapping binding energy counts of
the photoelectrons from the intrinsic Ge and intrinsic Sn features (compare Figures 29
and 30 for reference).
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4.3 Band Gap Determination

As explained in Chapter III the band gap was determined from the slope of the

Fermi edge while removing the background noise by using the slope of the background

beyond the Fermi edge.

4.3.1 Ge and Sn

Figure 23 and Figure 32 are two plots used as control in this study. Ge and Sn

were used for two reasons. The first was that the band gaps are well known and

agreed upon throughout scientific literature. The second is that Ge and Sn are the

two elements combined to make the GeSn alloys that are under study. The expected

indirect band gap of Ge is 0.66 eV. Seen both in Figure 23 and recorded in Table 5,

the band gap determination of Ge matches literature sources of 0.66 eV. The intrinsic

Sn sample seen in Figure 32 and again in Table 5 also matches the expected band gap

value of 0 eV. Figures 3 and 4 were used to estimate the expected band gap. Using

the percentage of reported or measured Sn the band gap values were pulled from the

plots. There is some inherent error in this process but the use of the expected band

gap values here does not require a precise measurement. The binding energy values in

a spectrum determined by XPS are considered accurate to the 0.05 eV. The accuracy

of the band gap values are also within this margin error.

4.3.2 GeSn Alloys

In interpreting the data of each of the GeSn alloys the following steps were taken

as listed in Section 3.3.5:

1. Each of the data sets were adjusted for the C 1s shift based of the XPS data

alignment discussed in Chapter III.
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Table 5: The estimated band gap energy by AFRL is based off reported Sn concen-
tration. The EDS estimated band gap was determined by the average EDS measured
Sn concentrations of the same AFRL samples. Both were estimated using the litera-
ture references and method discussed in Section 2.2. The XPS determined band gap
values are based on the process described in Section 3.3.5. The determined band gap
values match closely to the EDS measured Sn concentration and not with the initial
reported concentrations. (All reported Eg are measured in eV)

AFRL sample est. Eg EDS meas. Conc. est. EDS Eg XPS meas. Eg

Ge.999 0.66 - - 0.66 ± 0.05
Sn.999 0.00 - - 0.00 ± 0.05
Ge.925Sn.075 0.54 Ge.931Sn.069 0.56 0.57 ± 0.05
Ge.912Sn.088 0.52 Ge.905Sn.095 0.48 0.47 ± 0.05
Ge.875Sn.125 0.27 Ge.885Sn.115 0.35 0.35 ± 0.05
Ge.807Sn.193 0.00 Ge.884Sn.116 0.34 0.34 ± 0.05

Figure 32: Sn band gap determination. The XPS determined band gap values are
based on the process described in Section 3.3.5.

2. The data from each angle were summed together and divided by the number of

sets to create an average of one single point for energy value.

3. A spectrum was created from the single data set.
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4. Two lines were created using a single polynomial fit through Python to create

two lines for estimating the band gap energy (as seen in Figure 23).

5. The band gap energy was recorded and compared to literature (see [24, 25]).

Following these steps the band gap values were determined by expected and measured

Sn percentages. The determined band gap did not match the expected band gap based

off the Air Force Research Laboratory (AFRL) reported percentages. The band gap

values for each Ge1−xSnx sample seen in Table 5 match the concentrations determined

by MAJ Sutphin using energy-dispersive x-ray spectroscopy (EDS) rather than the

AFRL reported concentrations provided with each sample [45]. The concentrations

of Sn were shown to vary both across the surface and at depth. Because of the

varied nature of the concentration it would be improper to assume that the band gap

determination for each sample is uniform across the surface. The EDS concentrations

reported in Table 5 are an average of the concentrations seen across several sample

points of the surface. Citing the concentrations by EDS is not meant to imply that

the XPS and EDS were focused at the same depth and location in the sample. The

inclusion of the EDS Sn concentrations was used here to provide a possible explanation

why the band gaps did not match the expected values based off the original AFRL

Sn concentrations.

4.3.3 7.5% Sn in GeSn Alloy

As seen in Figure 33, Ge.925Sn.075, has an averaged EDS determined Sn concen-

tration of 6.97%, an XRD reported concentration of 7.5% and a band gap of 0.56 eV.

This value would indicate that the band gap has been influence by the addition of Sn

in the Ge. The band gap is 0.1 eV lower than the intrinsic Ge band gap of 0.66 eV

Ge Figure 5(a).
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Figure 33: Ge.925Sn.075 band gap determination

4.3.4 8.8% Sn in GeSn Alloy

Figure 34, Ge.912Sn.088, has an averaged EDS-determined concentration of 9.52%

and an XPS-determined band gap of 0.48 eV. Following Figure 5 the decrease in the

band gap of 0.10 eV is within the expected values.

Figure 34: Ge.912Sn.088 band gap determination
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4.3.5 12.5% Sn in GeSn Alloy

As seen in Figure 35, Ge.875Sn.125, has an averaged EDS determined concentration

of 11.5% and an XPS-determined band gap of 0.35 eV. This value would indicate that

the band gap has shifted from the indirect 0.66 eV Ge to a direct gap following the

example in Figure 5. This calculation is within the expected literature values.

4.3.6 19.3% Sn in GeSn Alloy

Figure 36, Ge.807Sn.193, has an averaged EDS determined concentration of 11.6%

and an XPS-determined band gap of 0.350 eV. Figure 37 shows that these values

match the expected values supported by similar studies [24, 25].

4.3.7 Potential Contaminants

In defining the chemical makeup of the Ge1−xSnx alloys there were two contami-

nants that were found present in the Ge1−xSnx that were not found in either the Ge or

Figure 35: Ge.875Sn.125 band gap determination
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Figure 36: Ge.807Sn.193 band gap determination

Figure 37: The red and blue lines are calculated band gap values based off of literature
values [25]. The dotted line is a linear projection of the trend beyond what Dutt et
at. covered in his research study. The red dots are the four measured XPS band gap
values that were determined in this study. The red line is the indirect band gap of
GeSn based on Sn concentrations in the alloy.

Sn samples. There was no effort made in this study to quantify the amount of either

element within the sample but it was worth noting for a future study. Chromium

(Cr) was found to be in every Ge1−xSnx alloy sampled (see Figure 38 and Figure 39).
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Included in Figure 38 is the Ge.912Sn.088 XPS survey showing the presence of Cr. The

spectra of each of the Ge1−xSnx Cr features is shown in Appendix B.

Iron (Fe) was also found in in every Ge1−xSnx alloy sampled (shown in Figure 40).

There are several possible contamination sources of both Cr and Fe which are found

Figure 38: A CasaXPS survey of Ge.912Sn.088 from binding energy 780 eV to 510 eV
highlighting the presence of Cr photoelectron features.

Figure 39: A spectra of the Cr 2p region of the Ge.912Sn.088 highlighting the presence
of a Cr 2p photoelectron features at each interrogated angle.
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together primarily in stainless steel. The XPS system is constructed with stainless

steel.

Both the area where the sample was prepared and the chamber where the Ge1−xSnx

alloys are grown contain stainless steel. The preparations for the Sn, Ge, and Ge1−xSnx

samples were conducted in the same location using the same equipment. There were

two deviations in the preparation of the sample which could introduce contaminants

into the samples. The first deviation was the addition of abrading the surface of

the Sn sample with a standard straight edge razor blade. This process which was

conducted with the Sn sample could be expected to introduce both Fe and Cr from

the stainless steel blade. Sn is generally softer than stainless steel and the transfer

would be minimal, but not completely unexpected. The second deviation was the

requirement to cut both the Ge and the Ge1−xSnx samples in order to fit them on

the sample plate. Including these deviations in the preparation techniques neither

the Ge or the Sn showed the presence of Fe or Cr in their photoelectron features.

A conclusion could be drawn by process of elimination that the contamination came

from the growth process. The second possibility is the deposition of Fe and Cr from

the spot welding technique.

Figure 40: A CasaXPS survey of Ge.912Sn.088 from binding energy 760 eV to 0 eV
highlighting the presence of multiple Fe photoelectron features.
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V. Conclusions

5.1 Research Conclusion

This thesis undertook the task of characterizing the band gap of GeSn alloys for

potential applications in the semiconductor device or detector technology through the

use of x-ray photoelectron spectroscopy (XPS). This study explored both the band gap

energies and the oxidation states of the Ge 3p and the Sn 3d peaks of Ge.925Sn.075/Ge,

Ge.912Sn.088/Si,Ge.875Sn.125/Si and Ge.807Sn.193/Si alloys. The XPS data used for de-

termining the band gap suggests the growth of GeSn alloys via RPECVD produces

similar values shown in studies using alternate growth methods. The band gap values

for the three alloys are 0.57 eV for Ge.925Sn.075/Ge, 0.47 eV for Ge.912Sn.088/Si, 0.34

eV for Ge.875Sn.125/Si and 0.35 eV for Ge.807Sn.193/Si. The band gap of the alloys

appears to be tunable based on the varied concentration of the Sn present in the

sample. The results here show the tunability of the band gap after this shift (see

Chapter IV). Additionally, the band gap appears to decrease in energy based on in-

creasing amounts of Sn on the surface of the alloy as shown in Table 5. The technique

for using XPS to determine the band gap is used in the scientific community, but it is

not without its challenges. Confirming the band gap through another method would

increase the confidence of these results. The work here is a small step in the research

and development of Group IV alloys that have the potential for multiple applications

in the semiconductor industry.

5.2 Future Work

Several avenues of research should follow the study covered in this thesis. These

recommendations can increase the understanding of GeSn alloys and the remote

plasma enhanced chemical vapor deposition (RPECVD) growth method.
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1. The XPS technique utilized here only probes the surface of the GeSn sam-

ples. The sample’s surface was not purged of oxidation, or other contaminants,

beyond a high pressure liquid chromatography (HPLC) methanol rinse. Fu-

ture studies should include a more in-depth interrogation of the GeSn samples’

surface and interior. One of these techniques could include removing surface

oxidation such as acid etching, sputtering or other effective techniques. This

would allow a complete view of the surface chemistry unimpeded by oxidation.

It may also provide a better understanding of the impact of an inhomogeneous

Sn concentration on the band gap throughout the sample.

2. Previous growth techniques of GeSn alloys have shown evidence of Sn migration

both on the surface and at different depths. Looking at chemical makeup at

different depths in the GeSn alloys would provide a complete picture, potentially

leading to a more complete characterization of the band structure. Using other

techniques such a x-ray fluorescence spectrometer (XRF), inverse photoemission

spectroscopy (IPES) or photoluminescence (PL) would increase the confidence

of the conclusions drawn in this study.

3. A follow-on study to continue space worthiness tests of GeSn detectors grown by

RPECVD should include characterization of the alloy after radiation exposure.

Understanding the impacts of harsh environmental factors will demonstrate

future applications and limitations of GeSn detectors in space-bound equipment.

4. An additional study to determine the source of the Cr and Fe found within the

Ge1−xSnx alloys would lead to better testing or production processes. Under-

standing the potential degradation of the GeSn alloy performance from contam-

inants introduced in the testing or production process is crucial to developing

high quality production methods.
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Understanding the chemical makeup, band gap energy, and stability of RPECVD

grown GeSn alloys is critical for determining future modeling and fabrication tech-

niques. Therefore, research in these areas will significantly contribute to the future

understanding and uses of GeSn alloys.
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Appendix A. Angle Resolved Plots and Figures

Figures 41 to 44 the red line is defined as 59◦ and the blue line represents 39◦.

The black line represents the difference between the two plots. These plots were

created to highlight the shift in the photoelectron feature shape based on the surface

penetration depth of the x-rays during the XPS interrogation.

Figure 41: 100% Ge O1s feature.

Figure 42: Ge.925Sn.075 O1s feature.
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Figure 43: Ge.912Sn.088 O1s feature.

Figure 44: Ge.807Sn.193 O1s feature.
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Figure 45: intrinsic Sn O1s plot of the O 1s features from 39◦ to 59◦ at 5◦ increments.

Figure 46: Angle Resolved XPS extended valance band of Ge.925Sn.075: The figure
here shows the overlap of Ge 3d and Sn 4d photoelectron features with a shifting of
the binding energy counts of the photoelectrons from the intrinsic Ge and intrinsic
Sn features (as shown in Figures 29 and 30for reference).
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Figure 47: Angle Resolved XPS extended valance band of Ge.912Sn.088: The figure
here shows the overlap of Ge 3d and Sn 4d photoelectron features with a shifting of
the binding energy counts of the photoelectrons from the intrinsic Ge and intrinsic
Sn features (see Figure 29 andFigure 30 for reference).

Figure 48: Angle Resolved XPS of the Ge.912Sn.088/Si showing the trend in oxidation
states of the Ge 3p1/2 photoelectron feature with respect to the change in angle from
39◦ to 59◦ in 5◦ increments. (Values can be compared to Table 3).
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Figure 49: Angle Resolved XPS of the Ge.807Sn.193/Si showing the trend in oxidation
states of the Ge 3p1/2 photoelectron feature with respect to the change in angle from
39◦ to 59◦ in 5◦ increments. Values can be compared to Table 3.

Figure 50: Angle Resolved XPS of the Ge.912Sn.088/Si Alloy showing the trend in
oxidation states of the Sn 3d5/2 photoelectron feature with respect to the change in
angle from 39◦ to 59◦ in 5◦ increments. Values can be compared to Table 2.
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Appendix B. Additional XPS Results Cr and Fe Presence

Figure 51: A survey of Ge.807Sn.193 from binding energy 780 eV to 510 eV highlighting
the presence of Cr photoelectron features.

Figure 52: A survey of the Cr 2p region of the Ge.807Sn.193 highlighting the presence
of a Cr 2p photoelectron features.
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Figure 53: A CasaXPS survey of Ge.925Sn.075 from binding energy 780 eV to 510 eV
highlighting the presence of Cr photoelectron features.

Figure 54: A survey of the Cr 2p region of the Ge.925Sn.075 highlighting the presence
of a Cr 2p photoelectron features.
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Appendix C. Python Angle Subtraction Comparison

#!/usr/bin/env python3

# -*- coding: utf-8 -*-

"""

Created on Thu Oct 20 13:43:16 2022

@author: jeremyhunter

"""

import matplotlib.pyplot as plt

import os

import pandas as pd

import numpy as np

# Search Directory directly with .py for .txt files ***************

all_files = os.listdir("/Users/jeremyhunter/Desktop/Thesis/XPS_Data/

Hunter/GeSn88/")

# read all txt files in the directory

txt_files = list(filter(lambda f: f.endswith(’.txt’), all_files))

# variables for interative counting ********************************

i=0 # counter for loop 1

ii=1 # counter for FE if statement and for calculating the y intercept

iii=0; s1=0

# arrays for computations and sotrage of information ****************

C1sx =[]

C1sy =[]

VBx =[]

VBy =[]

Overallx =[]

Overally =[]

FEx =[]

FEy =[]

Ge3px =[]

Ge3py =[]

Ge3sx =[]

Ge3sy =[]

Cr2px =[]

Cr2py =[]

Sn3dx =[]

Sn3dy =[]

Sn3px =[]

Sn3py =[]

O1sx =[]

O1sy =[]
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# loop for reading the data in each file and parcing it *************

for file in txt_files:

with open(file, ’r’) as data:

plaintext = data.read()

df1 = pd.read_fwf(file, delimiter=" ", skiprows=22, usecols=[0,1],

names=[’Kinetic Energy’,’Counts’])

df2 =np.array(df1)

df3 = np.array(pd.read_fwf(file, delimiter=" ",names=[’Kinetic

Energy’,’Counts’,’3’,’4’]))

df4 = df3[0,0].replace(’# Transition ’, ’’)

print (df4) # print check, l

# ists names of regions (assigned in vers. XPS)

#*instrument parameters (must be adjusted for each data set) ***

be_shift = -1.4

step_size = 0.1

#**************************************************************

# x-axis values Energy (eV)

x1 = df2[:,0]

x = np.array(1252.61-x1) # converts KE to BE

# print("shift x=",x)

# y-axis values intensity or counts (a.u.)

y = df2[:,1]

# Normalizes Y axis data (a.u.) *******************************

max_y = np.amax(y)

min_y = np.amin(y)

sub_y = y- min_y

cmax_y = np.amax(sub_y)

Nor_y = np.true_divide(sub_y, cmax_y)

# plotting points as a scatter and line plot for each spectrum

# by name on

# line one of the txt data file appending the data ************

s1=0

if df4 == ’C 1s’:

C1sx.append(x)

C1sy.append(Nor_y)

elif df4 == ’Vb’:

VBx.append(x)

VBy.append(Nor_y)

elif df4 == ’Overall’:

Overallx.append(x)

Overally.append(Nor_y)

elif df4 == ’Ge 3p’:

Ge3px.append(x)
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Ge3py.append(Nor_y)

elif df4 == ’Cr 2p’:

Cr2px.append(x)

Cr2py.append(Nor_y)

elif df4 == ’Ge 3s’:

Ge3sx.append(x)

Ge3sy.append(Nor_y)

elif df4 == ’Sn 3d’:

Sn3dx.append(x)

Sn3dy.append(Nor_y)

elif df4 == ’Ge 3s’:

Ge3sx.append(x)

Ge3sy.append(Nor_y)

elif df4 == ’Sn 3p3/2’:

Sn3px.append(x)

Sn3py.append(Nor_y)

elif df4 == ’O 1s’:

O1sx.append(x)

O1sy.append(Nor_y)

elif df4 == ’FE’:

FEx.append(x)

FEy.append(Nor_y)

# each of the regions are identified and plotted, areas of

interest were

# adjusted to capture or highlight different points of data

# O 1s reading and plotting *********************************

O1sx=np.transpose(O1sx)

O1sy=np.transpose(O1sy)

x0=O1sx[:,0]

y2=O1sy[:,2]

y3=O1sy[:,3]

# subtraction

y5 = y2-y3

# subtraction of angle 59 from angle 39

y5 = y2-y3

# plotting each set of data for each angle measured in XPS

fig1 = plt.figure()

plt.scatter(x0,y2, color= ’red’, marker= ".", s=30)

plt.plot(x0,y2, label= "39 deg", color= ’red’)

plt.scatter(x0,y3, color= ’blue’, marker= ".", s=30)

plt.plot(x0,y3, label= "59 deg", color= ’blue’)

plt.scatter(x0,y5, color= ’black’, marker= ".", s=30)

plt.plot(x0,y5, label= "Subtraction", color= ’black’)
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# specifying horizontal line type

plt.axhline(y = 0, color = ’gray’, linestyle = ’-’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’0 1s spectrum’)

# showing legend

# plt.legend()

plt.gca().invert_xaxis()

plt.xlim(540,518)

plt.ylim(-.3,1)

# VB *******************************************************

VBx=np.transpose(VBx)

VBy=np.transpose(VBy)

x0=VBx[:,0]

y2=VBy[:,2]

y3=VBy[:,3]

# subtraction

y5 = y2-y3

fig1 = plt.figure()

plt.scatter(x0,y2, color= ’red’, marker= ".", s=30)

plt.plot(x0,y2, label= "39 deg", color= ’red’)

plt.scatter(x0,y3, color= ’blue’, marker= ".", s=30)

plt.plot(x0,y3, label= "59 deg", color= ’blue’)

plt.scatter(x0,y5, color= ’black’, marker= ".", s=30)

plt.plot(x0,y5, label= "Subtraction", color= ’black’)

# specifying horizontal line type

plt.axhline(y = 0, color = ’gray’, linestyle = ’-’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’VB spectrum’)

# showing legend

# plt.legend()

plt.gca().invert_xaxis()

plt.xlim(10,-5)

plt.ylim(-.3,1)

# extended edition ******************************************

fig1 = plt.figure()
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plt.scatter(x0,y2, color= ’red’, marker= ".", s=30)

plt.plot(x0,y2, label= "39 deg", color= ’red’)

plt.scatter(x0,y3, color= ’blue’, marker= ".", s=30)

plt.plot(x0,y3, label= "59 deg", color= ’blue’)

plt.scatter(x0,y5, color= ’black’, marker= ".", s=30)

plt.plot(x0,y5, label= "Subtraction", color= ’black’)

# specifying horizontal line type

plt.axhline(y = 0, color = ’gray’, linestyle = ’-’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’Ge 3d Sn 4d extended VB spectrum’)

# showing legend

# plt.legend()

plt.gca().invert_xaxis()

plt.ylim(-.3,1)

# Ge3p *******************************************************

Ge3px=np.transpose(Ge3px)

Ge3py=np.transpose(Ge3py)

x0=Ge3px[:,0]

y2=Ge3py[:,2]

y3=Ge3py[:,3]

# subtraction

y5 = y2-y3

fig1 = plt.figure()

plt.scatter(x0,y2, color= ’red’, marker= ".", s=30)

plt.plot(x0,y2, label= "39 deg", color= ’red’)

plt.scatter(x0,y3, color= ’blue’, marker= ".", s=30)

plt.plot(x0,y3, label= "59 deg", color= ’blue’)

plt.scatter(x0,y5, color= ’black’, marker= ".", s=30)

plt.plot(x0,y5, label= "Subtraction", color= ’black’)

# specifying horizontal line type

plt.axhline(y = 0, color = ’gray’, linestyle = ’-’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’Ge 3p spectrum’)

# showing legend

# plt.legend()
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plt.gca().invert_xaxis()

# plt.xlim(120,98)

plt.ylim(-.3,1)

# Ge 3s *****************************************************

Ge3sx=np.transpose(Ge3sx)

Ge3sy=np.transpose(Ge3sy)

x0=Ge3sx[:,0]

y2=Ge3sy[:,2]

y3=Ge3sy[:,3]

# subtraction

y5 = y2-y3

fig1 = plt.figure()

plt.scatter(x0,y2, color= ’red’, marker= ".", s=30)

plt.plot(x0,y2, label= "39 deg", color= ’red’)

plt.scatter(x0,y3, color= ’blue’, marker= ".", s=30)

plt.plot(x0,y3, label= "59 deg", color= ’blue’)

plt.scatter(x0,y5, color= ’black’, marker= ".", s=30)

plt.plot(x0,y5, label= "Subtraction", color= ’black’)

# specifying horizontal line type

plt.axhline(y = 0, color = ’gray’, linestyle = ’-’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’Ge 3s spectrum’)

# showing legend

# plt.legend()

plt.gca().invert_xaxis()

plt.ylim(-.3,1)

# Cr 2p *************************************************

Sn3dx=np.transpose(Sn3dx)

Sn3dy=np.transpose(Sn3dy)

x0=Sn3dx[:,0]

y2=Sn3dy[:,2]

y3=Sn3dy[:,3]

# subtraction

y5 = y2-y3

fig1 = plt.figure()

plt.scatter(x0,y2, color= ’red’, marker= ".", s=30)

plt.plot(x0,y2, label= "39 deg", color= ’red’)

plt.scatter(x0,y3, color= ’blue’, marker= ".", s=30)

plt.plot(x0,y3, label= "59 deg", color= ’blue’)
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plt.scatter(x0,y5, color= ’black’, marker= ".", s=30)

plt.plot(x0,y5, label= "Subtraction", color= ’black’)

# specifying horizontal line type

plt.axhline(y = 0, color = ’gray’, linestyle = ’-’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency laBinding Energy (eV)l

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’Sn 3d spectrum’)

# showing legend

# plt.legend()

plt.gca().invert_xaxis()

# plt.xlim(492,481)

plt.ylim(-.3,1)

# Sn 3p **************************************************

Sn3px=np.transpose(Sn3px)

Sn3py=np.transpose(Sn3py)

x0=Sn3px[:,0]

y2=Sn3py[:,2]

y3=Sn3py[:,3]

# subtraction

y5 = y2-y3

fig1 = plt.figure()

plt.scatter(x0,y2, color= ’red’, marker= ".", s=30)

plt.plot(x0,y2, label= "39 deg", color= ’red’)

plt.scatter(x0,y3, color= ’blue’, marker= ".", s=30)

plt.plot(x0,y3, label= "59 deg", color= ’blue’)

plt.scatter(x0,y5, color= ’black’, marker= ".", s=30)

plt.plot(x0,y5, label= "Subtraction", color= ’black’)

# specifying horizontal line type

plt.axhline(y = 0, color = ’gray’, linestyle = ’-’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’Sn 3p spectrum’)

# showing legend

# plt.legend()

plt.gca().invert_xaxis()

plt.ylim(-.3,1)

# plt.xlim(720,701)
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Appendix D. Python Band Gap Calculations

#!/usr/bin/env python3

# -*- coding: utf-8 -*-

"""

Created on Thu Oct 20 13:43:16 2022

@author: jeremyhunter

"""

import matplotlib.pyplot as plt

import os

import pandas as pd

import numpy as np

# print(’DID YOU ADJUST THE BE_SHIFT?’)

# set the font for the images

plt.rcParams.update({’font.size’: 14})

#%% functions to find the slope and the y intercept and the

#line intersect**

def slope(P1, P2, P3, P4): #(y1,y2,x1,x2)

return(P1 - P2) / (P3 - P4)

# function for finding the y intercept

def y_intercept(P1,P2, slope):

return P2 - slope * P1

# function for finidng the intersection of two lines

def line_intersect(m1, b1, m2, b2):

if m1 == m2:

print ("These lines are parallel")

return None

x = (b2 - b1) / (m1 - m2)

y = m1 * x + b1

return x,y

#%% Search Directory directly with .py for .txt files ******

all_files = os.listdir("/Users/jeremyhunter/Desktop/Thesis/

XPS_Data/Hunter/GeSn88/")

txt_files = list(filter(lambda f: f.endswith(’.txt’), all_files))

#%% arrays for computations **********************************

VBx =[]; VBy =[]; FEx =[]; FEy =[]; VBynotnorm = []

#%% Reading and parsing the data ******************************

for file in txt_files:

with open(file, ’r’) as data:

plaintext = data.read()

# print(plaintext)

df1 = pd.read_fwf(file, delimiter=" ", skiprows=22,

82



usecols=[0,1],names=[’Kinetic Energy’,’Counts’])

df2 =np.array(df1)

df3 = np.array(pd.read_fwf(file, delimiter=" ",names=[’Kinetic

Energy’,’Counts’,’3’,’4’]))

df4 = df3[0,0].replace(’# Transition ’, ’’)

#*instrument parameters (must be adjusted for each data set) *

be_shift = 1.42

step_size = 0.1

#*************************************************************

# x-axis values

x1 = df2[:,0]

x2 = np.subtract(x1, be_shift)

x = np.subtract(1252.61, x2) # converts KE to BE

# y-axis values

y = df2[:,1]

# y-axis values

# Normalizes Y axis data (a.u.) ***************************

max_y = np.amax(y)

#print ("max_y", max_y)

min_y = np.amin(y)

#print ("min_y", min_y)

sub_y = y- min_y

#print("sub y=",sub_y)

cmax_y = np.amax(sub_y)

#print ("cmax_y", cmax_y)

Nor_y = np.true_divide(sub_y, cmax_y)

# plotting points as a scatter and line plot for each

#spectrum by name on

# line one of the txt data file appending the data ********

s1=0

if df4 == ’Vb’: # Ge - LMM Sn 4d3/2 Sn 4d 5/2

VBx.append(x)

VBynotnorm.append(y)

VBy.append(Nor_y)

# elif df4 == ’FE’:

# FEx.append(x)

# FEy.append(Nor_y)

#%% VB Norm ***************************************************

VBx=np.transpose(VBx)

VBy=np.transpose(VBy)

VBynotnorm=np.transpose(VBynotnorm)

x0=VBx[:,0]

y0=VBy[:,0]
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y1=VBy[:,1]

y2=VBy[:,2]

y3=VBy[:,3]

y4=VBy[:,4]

y10=VBynotnorm[:,0]

y11=VBynotnorm[:,1]

y12=VBynotnorm[:,2]

y13=VBynotnorm[:,3]

y14=VBynotnorm[:,4]

y5 =(y0+y1+y2+y3+y4)/5

# plots each of the five different data sets from the angles

# used during XPS

fig , ax = plt.subplots()

plt.scatter(x0,y5, color= ’k’, marker= ".", s=30)

plt.plot(x0,y5, label= "Average deg", color= ’k’)

plt.legend(loc=’upper right’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’8.8% Sn Band Gap Determination’)

# showing legend

plt.gca().invert_xaxis()

#%% calculating the bandgap utilizing the one line one slope

# and two line two slope

# (Dr. F.) approach

# Degree of the fitting polynomial

deg = 1

# Parameters from the fit of the polynomial # values selected

# by comparing the shift

# in the plots through the differential

x = (x0[96:99])

y= ((y0[96:99]+y1[96:99]+y2[96:99]+y3[96:99]+y4[96:99])/5)

p = np.polyfit(x, y, deg)

m = p[0] # slope

# print(m)

b = p[1] # y-intercept

#print(’y intercept = ’, b)

# print the equation

# print(f’The fitted straight line has equation y = {m:.5f}x

# {b:=+6.5f}’)

# print the equation
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# create an x,y line to plot for imaging

x = np.linspace(20,-10,10000)

y=m*x+b

plt.plot(x,y,’b’,linestyle= ’dotted’)

# # finding the x intecept also known as the bandgap

# x_int = np.array(line_intersect(m, b, 0, 0)) # using a

# zero slope with a

# 0 for a y intercept

# print(’bandgap =’,x_int[0])

# Dr F. band gap calculation method *************************

drx = (x0[100:110]) # values selected by comparing the shift

# in the plots through the first differential

dry= ((y0[100:110]+y1[100:110]+y2[100:110]+y3[100:110]+

y4[100:110])/5)

drp = np.polyfit(drx, dry, deg)

drm = drp[0] # slop

# print(m)

drb = drp[1] # y-intercept

#print(’y intercept = ’, b)

# print(f’The fitted straight line has equation y={drm:.5f}x

{drb:=+6.5f}’)

# print the equation

# finding the x intecept also known as the bandgap

drx_int = np.array(line_intersect(m, b, drm, drb))

print(’dr F bandgap =’,drx_int[0])

# plotting the slope of the line pass the fermi edge

dx = np.linspace(20,-10,10000)

dy=drm*dx+drb

plt.plot(dx,dy,’r’,linestyle= ’dotted’)

# plots vertical or horizontal lines

# plt.axhline(y = drb, color = ’gray’, linestyle = ’-’)

plt.axvline(x = drx_int[0], color = ’gray’, linestyle

= ’dotted’)

# axis limits

plt.xlim(5,-2)

plt.ylim(0,0.4)

# marking the bandgap on the plot

bandgap = (drx_int[0]+4, 0.08)

bandgaptext = (drx_int[0], 0)

# energy band gap plot with red arrow

ax.annotate(’Band gap energy’,

bandgaptext,bandgap,

arrowprops=dict(facecolor = ’r’, shrink = 0.01))
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Appendix E. Python Angle Resolved Plotting

#!/usr/bin/env python3

# -*- coding: utf-8 -*-

"""

Created on Thu Oct 20 13:43:16 2022

@author: jeremyhunter

"""

import matplotlib.pyplot as plt

import os

import pandas as pd

import numpy as np

# Search Directory directly with .py for .txt files *******

all_files = os.listdir("/Users/jeremyhunter/Desktop/Thesis/

XPS_Data/Hunter/GeSn88/")

# read all txt files inthe directory

txt_files = list(filter(lambda f: f.endswith(’.txt’),

all_files))

# set font ***************************************************

plt.rcParams.update({’font.size’: 14})

# variables for interative counting **************************

i=0 # counter for loop 1

ii=1 # counter for FE if statement and for calculating the

# y intercept

s1=0

# arrays for computations **********************************

C1sx=[]

C1sy=[]

VBx =[]

VBy =[]

Overallx =[]

Overally =[]

FEx =[]

FEy =[]

Ge3px =[]

Ge3py =[]

Ge3sx =[]

Ge3sy =[]

Cr2px =[]

Cr2py =[]

Sn3dx =[]

Sn3dy =[]
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Sn3px =[]

Sn3py =[]

O1sx = []

O1sy = []

# loop for reading the data in each file and parsing it ***

for file in txt_files:

with open(file, ’r’) as data:

plaintext = data.read()

# print(plaintext)

df1 = pd.read_fwf(file, delimiter=" ", skiprows=22,

usecols=[0,1],names=[’Kinetic Energy’,’Counts’])

df2 =np.array(df1)

df3 = np.array(pd.read_fwf(file, delimiter=" ",

names=[’Kinetic Energy’,’Counts’,’3’,’4’]))

df4 = df3[0,0].replace(’# Transition ’, ’’)

# instrument parameters (must be adjusted for each

data set) *

be_shift = -1.4

step_size = 0.1

# axis values****************************************

x1 = df2[:,0]

x2 = np.subtract(x1, be_shift)

x = np.array(1252.61-x2) # converts KE to BE missing

# the work function that is captured in the be_shift

# y-axis values

y = df2[:,1]

# y-axis values

# Normalizes Y axis data (a.u.) **********************

max_y = np.amax(y)

min_y = np.amin(y)

sub_y = y- min_y

cmax_y = np.amax(sub_y)

Nor_y = np.true_divide(sub_y, cmax_y)

# plotting points as a scatter and line plot for each

# spectrum by name on

# line one of the txt data file appending the data ***

if df4 == ’C 1s’:

C1sx.append(x)

C1sy.append(Nor_y)

elif df4 == ’Vb’:

VBx.append(x)

VBy.append(Nor_y)

elif df4 == ’Overall’:
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Overallx.append(x)

Overally.append(Nor_y)

elif df4 == ’Ge 3p’:

Ge3px.append(x)

Ge3py.append(Nor_y)

elif df4 == ’Cr 2p’:

Cr2px.append(x)

Cr2py.append(Nor_y)

elif df4 == ’Ge 3s’:

Ge3sx.append(x)

Ge3sy.append(Nor_y)

elif df4 == ’Sn 3d’:

Sn3dx.append(x)

Sn3dy.append(Nor_y)

elif df4 == ’Ge 3s’:

Ge3sx.append(x)

Ge3sy.append(Nor_y)

elif df4 == ’Sn 3p3/2’:

Sn3px.append(x)

Sn3py.append(Nor_y)

elif df4 == ’O 1s’:

O1sx.append(x)

O1sy.append(Nor_y)

elif df4 == ’FE’:

FEx.append(x)

FEy.append(Nor_y)

# C 1s ************************************************

C1sx1=np.transpose(C1sx)

C1sy1=np.transpose(C1sy)

x0=C1sx1[:,0]

y0=C1sy1[:,0]

y1=C1sy1[:,1]

y2=C1sy1[:,2]

y3=C1sy1[:,3]

y4=C1sy1[:,4]

fig1 = plt.figure()

plt.scatter(x0,y0, color= ’red’, marker= ".", s=30)

plt.plot(x0,y0, label= "39 deg", color= ’red’)

plt.scatter(x0,y1, color= ’blue’, marker= ".", s=30)

plt.plot(x0,y1, label= "44 deg", color= ’blue’)

plt.scatter(x0,y2, color= ’black’, marker= ".", s=30)

plt.plot(x0,y2, label= "49 deg", color= ’black’)

plt.scatter(x0,y3, color= ’cyan’, marker= ".", s=30)
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plt.plot(x0,y3, label= "54 deg", color= ’cyan’)

plt.scatter(x0,y4, color= ’magenta’, marker= ".",s=30)

plt.plot(x0,y4, label= "59 deg", color= ’magenta’)

# x-axis label

plt.xlabel(’BE’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’C 1s spectrum’)

# showing legend

#plt.legend()

plt.gca().invert_xaxis()

plt.xlim(294,272)

# O 1s *********************************************

O1sx=np.transpose(O1sx)

O1sy=np.transpose(O1sy)

x0=O1sx[:,0]

y0=O1sy[:,0]

y1=O1sy[:,1]

y2=O1sy[:,2]

y3=O1sy[:,3]

y4=O1sy[:,4]

fig1 = plt.figure()

plt.scatter(x0,y0, color= ’red’, marker= ".", s=30)

plt.plot(x0,y0, label= "39 deg", color= ’red’)

plt.scatter(x0,y1, color= ’blue’, marker= ".", s=30)

plt.plot(x0,y1, label= "44 deg", color= ’blue’)

plt.scatter(x0,y2, color= ’black’, marker= ".", s=30)

plt.plot(x0,y2, label= "59 deg", color= ’black’)

plt.scatter(x0,y3, color= ’cyan’, marker= ".", s=30)

plt.plot(x0,y3, label= "54 deg", color= ’cyan’)

plt.scatter(x0,y4, color= ’magenta’, marker= ".",s=30)

plt.plot(x0,y4, label= "49 deg", color= ’magenta’)

# x-axis label

plt.xlabel(’BE’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’0 1s spectrum’)

# showing legend

#plt.legend()

plt.gca().invert_xaxis()

plt.xlim(540,518)
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# plotting the angle resolve image showing different

# O1s results on one plot ***

fig1 = plt.figure()

plt.scatter(x0-15,y2, color= ’black’,marker= ".",s=30)

plt.plot(x0-15,y2, label= "59 deg", color= ’black’)

plt.scatter(x0+15,y1, color= ’blue’, marker= ".",s=30)

plt.plot(x0+15,y1, label= "44 deg", color= ’blue’)

plt.scatter(x0+30,y3, color= ’cyan’, marker= ".",s=30)

plt.plot(x0+30,y3, label= "49 deg", color= ’cyan’)

plt.scatter(x0+45,y4,color= ’magenta’,marker= ".",s=30)

plt.plot(x0+45,y4, label= "54 deg", color= ’magenta’)

plt.scatter(x0,y0, color= ’red’, marker= ".", s=30)

plt.plot(x0,y0, label= "39 deg", color= ’red’)

# x-axis label

plt.xlabel(’BE’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’0 1s Surface sensitive’)

# showing legend

#plt.legend()

# x-axis formating

plt.gca().invert_xaxis()

ax = plt.gca()

ax.axes.xaxis.set_ticklabels([])

# plt.xlim(540,518)

# VB ***************************************************

VBx=np.transpose(VBx)

VBy=np.transpose(VBy)

x0=VBx[:,0]

y0=VBy[:,0]

y1=VBy[:,1]

y2=VBy[:,2]

y3=VBy[:,3]

y4=VBy[:,4]

fig2 = plt.figure()

plt.scatter(x0,y0, color= ’red’, marker= ".", s=30)

plt.plot(x0,y0, label= "39 deg", color= ’red’)

plt.scatter(x0,y1, color= ’blue’, marker= ".",s=30)

plt.plot(x0,y1, label= "44 deg", color= ’blue’)

plt.scatter(x0,y2, color= ’black’,marker= ".",s=30)

plt.plot(x0,y2, label= "49 deg", color= ’black’)

plt.scatter(x0,y3, color= ’cyan’, marker= ".",s=30)
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plt.plot(x0,y3, label= "54 deg", color= ’cyan’)

plt.scatter(x0,y4,color= ’magenta’,marker= ".",s=30)

plt.plot(x0,y4, label= "59 deg", color= ’magenta’)

plt.xlim(20,40)

# showing legend

#plt.legend()

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’VB spectrum’)

# showing legend

plt.gca().invert_xaxis()

plt.xlim(38,20)

plt.ylim(.4,1)

# Overall ******************************************

Overallx=np.transpose(Overallx)

Overally=np.transpose(Overally)

x0=Overallx[:,0]

y0=Overally[:,0]

y1=Overally[:,1]

y2=Overally[:,2]

y3=Overally[:,3]

y4=Overally[:,4]

fig2 = plt.figure()

plt.scatter(x0,y0, color= ’red’, marker= ".", s=30)

plt.plot(x0,y0, label= "39 deg", color= ’red’)

plt.scatter(x0,y1, color= ’blue’,marker= ".",s=30)

plt.plot(x0,y1, label= "44 deg", color= ’blue’)

plt.scatter(x0,y2, color= ’black’,marker= ".",s=30)

plt.plot(x0,y2, label= "49 deg", color= ’black’)

plt.scatter(x0,y3, color= ’cyan’,marker= ".",s=30)

plt.plot(x0,y3, label= "54 deg", color= ’cyan’)

plt.scatter(x0,y4,color= ’magenta’,marker= ".",s=30)

plt.plot(x0,y4, label= "59 deg", color= ’magenta’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’Overall spectrum’)

# showing legend

91



#plt.legend()

plt.gca().invert_xaxis()

# FE ***********************************************

FEx=np.transpose(FEx)

FEy=np.transpose(FEy)

x0=FEx[:,0]

y0=FEy[:,0]

y1=FEy[:,1]

y2=FEy[:,2]

y3=FEy[:,3]

y4=FEy[:,4]

fig2 = plt.figure()

plt.scatter(x0,y0, color= ’red’, marker= ".", s=30)

plt.plot(x0,y0, label= "39 deg", color= ’red’)

plt.scatter(x0,y1, color= ’blue’, marker= ".",s=30)

plt.plot(x0,y1, label= "44 deg", color= ’blue’)

plt.scatter(x0,y2, color= ’black’, marker= ".",s=30)

plt.plot(x0,y2, label= "49 deg", color= ’black’)

plt.scatter(x0,y3, color= ’cyan’,marker= ".",s=30)

plt.plot(x0,y3, label= "54 deg", color= ’cyan’)

plt.scatter(x0,y4,color= ’magenta’,marker= ".",s=30)

plt.plot(x0,y4, label= "59 deg", color= ’magenta’)

# Ge3p *********************************************

Ge3px=np.transpose(Ge3px)

Ge3py=np.transpose(Ge3py)

x0=Ge3px[:,0]

y0=Ge3py[:,0]

y1=Ge3py[:,1]

y2=Ge3py[:,2]

y3=Ge3py[:,3]

y4=Ge3py[:,4]

fig2 = plt.figure()

plt.scatter(x0,y0, color= ’red’, marker= ".", s=30)

plt.plot(x0,y0, label= "39 deg", color= ’red’)

plt.scatter(x0,y1, color= ’blue’,marker= ".",s=30)

plt.plot(x0,y1, label= "44 deg", color= ’blue’)

plt.scatter(x0,y2, color= ’black’,marker= ".",s=30)

plt.plot(x0,y2, label= "49 deg", color= ’black’)

plt.scatter(x0,y3,color= ’cyan’,marker= ".",s=30)

plt.plot(x0,y3, label= "54 deg", color= ’cyan’)

plt.scatter(x0,y4,color= ’magenta’,marker= ".",s=30)

plt.plot(x0,y4, label= "59 deg", color= ’magenta’)

# x-axis label
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plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’Ge3p spectrum’)

# showing legend

#plt.legend()

plt.gca().invert_xaxis()

plt.xlim(118,98)

# Ge 3s ********************************************

Ge3sx=np.transpose(Ge3sx)

Ge3sy=np.transpose(Ge3sy)

x0=Ge3sx[:,0]

y0=Ge3sy[:,0]

y1=Ge3sy[:,1]

y2=Ge3sy[:,2]

y3=Ge3sy[:,3]

y4=Ge3sy[:,4]

fig2 = plt.figure()

plt.scatter(x0,y0, color= ’red’, marker= ".", s=30)

plt.plot(x0,y0, label= "39 deg", color= ’red’)

plt.scatter(x0,y1,color= ’blue’,marker= ".", s=30)

plt.plot(x0,y1, label= "44 deg", color= ’blue’)

plt.scatter(x0,y2,color= ’black’,marker= ".",s=30)

plt.plot(x0,y2, label= "49 deg", color= ’black’)

plt.scatter(x0,y3, color= ’cyan’,marker= ".",s=30)

plt.plot(x0,y3, label= "54 deg", color= ’cyan’)

plt.scatter(x0,y4,color=’magenta’,marker= ".",s=30)

plt.plot(x0,y4, label= "59 deg",color= ’magenta’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’Ge3s spectrum’)

# showing legend

#plt.legend()

plt.gca().invert_xaxis()

# Cr 2p *******************************************

Cr2px=np.transpose(Cr2px)

Cr2py=np.transpose(Cr2py)

x0=Cr2px[:,0]

y0=Cr2py[:,0]
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y1=Cr2py[:,1]

y2=Cr2py[:,2]

y3=Cr2py[:,3]

y4=Cr2py[:,4]

fig2 = plt.figure()

plt.scatter(x0,y0, color= ’red’, marker= ".",s=30)

plt.plot(x0,y0, label= "39 deg", color= ’red’)

plt.scatter(x0,y1, color= ’blue’, marker= ".",s=30)

plt.plot(x0,y1, label= "44 deg", color= ’blue’)

plt.scatter(x0,y2, color= ’black’,marker= ".",s=30)

plt.plot(x0,y2, label= "49 deg", color= ’black’)

plt.scatter(x0,y3, color= ’cyan’,marker= ".",s=30)

plt.plot(x0,y3, label= "54 deg", color= ’cyan’)

plt.scatter(x0,y4,color= ’magenta’,marker= ".",s=30)

plt.plot(x0,y4, label= "59 deg", color= ’magenta’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’Cr2p spectrum’)

# showing legend

#plt.legend()

plt.gca().invert_xaxis()

# Sn 3d *********************************************

Sn3dx=np.transpose(Sn3dx)

Sn3dy=np.transpose(Sn3dy)

x0=Sn3dx[:,0]

y0=Sn3dy[:,0]

y1=Sn3dy[:,1]

y2=Sn3dy[:,2]

y3=Sn3dy[:,3]

y4=Sn3dy[:,4]

fig2 = plt.figure()

plt.scatter(x0,y0, color= ’red’, marker= ".", s=30)

plt.plot(x0,y0, label= "39 deg", color= ’red’)

plt.scatter(x0,y1, color= ’blue’, marker= ".", s=30)

plt.plot(x0,y1, label= "44 deg", color= ’blue’)

plt.scatter(x0,y2, color= ’black’,marker= ".",s=30)

plt.plot(x0,y2, label= "49 deg", color= ’black’)

plt.scatter(x0,y3, color= ’cyan’,marker= ".",s=30)

plt.plot(x0,y3, label= "54 deg", color= ’cyan’)

plt.scatter(x0,y4, color= ’magenta’,marker= ".",s=30)

94



plt.plot(x0,y4, label= "59 deg", color= ’magenta’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency laBinding Energy (eV)l

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’Sn3d spectrum’)

# showing legend

#plt.legend()

plt.gca().invert_xaxis()

plt.xlim(498,489)

fig2 = plt.figure()

plt.scatter(x0,y0, color= ’red’, marker= ".", s=30)

plt.plot(x0,y0, label= "39 deg", color= ’red’)

plt.scatter(x0,y1, color= ’blue’, marker= ".",s=30)

plt.plot(x0,y1, label= "44 deg", color= ’blue’)

plt.scatter(x0,y2, color= ’black’,marker= ".",s=30)

plt.plot(x0,y2, label= "49 deg", color= ’black’)

plt.scatter(x0,y3, color= ’cyan’,marker= ".",s=30)

plt.plot(x0,y3, label= "54 deg", color= ’cyan’)

plt.scatter(x0,y4,color=’magenta’,marker= ".",s=30)

plt.plot(x0,y4, label= "59 deg",color= ’magenta’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency laBinding Energy (eV)l

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’Sn3d spectrum’)

# showing legend

#plt.legend()

plt.gca().invert_xaxis()

plt.xlim(490,480)

# Sn 3p *********************************************

Sn3px=np.transpose(Sn3px)

Sn3py=np.transpose(Sn3py)

x0=Sn3px[:,0]

y0=Sn3py[:,0]

y1=Sn3py[:,1]

y2=Sn3py[:,2]

y3=Sn3py[:,3]

y4=Sn3py[:,4]

fig2 = plt.figure()

plt.scatter(x0,y0, color= ’red’, marker= ".", s=30)
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plt.plot(x0,y0, label= "39 deg", color= ’red’)

plt.scatter(x0,y1, color= ’blue’, marker= ".", s=30)

plt.plot(x0,y1, label= "44 deg", color= ’blue’)

plt.scatter(x0,y2, color= ’black’, marker= ".", s=30)

plt.plot(x0,y2, label= "49 deg", color= ’black’)

plt.scatter(x0,y3, color= ’cyan’,marker= ".", s=30)

plt.plot(x0,y3, label= "54 deg", color= ’cyan’)

plt.scatter(x0,y4,color= ’magenta’,marker= ".",s=30)

plt.plot(x0,y4, label= "59 deg", color= ’magenta’)

# x-axis label

plt.xlabel(’Binding Energy (eV)’)

# frequency label

plt.ylabel(’Intensity (a.u) - Normalized’)

# plot title

plt.title(’Sn3p spectrum’)

# showing legend

#plt.legend()

plt.gca().invert_xaxis()

plt.xlim(722,700)
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