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Abstract 

The growth of technology impacts nearly every aspect of everyday life, to include 

education and learning. The availability of distance learning (online) classes has increased 

drastically in the last few decades, expanding access to education for millions of people. 

However, it is imperative to consider exactly how the growth of technology impacts 

education – whether it is a positive, negative, or neutral impact. Previous research 

comparing distance learning and in-residence (traditional) classes have widely mixed, 

disparate conclusions. This type of research, two-stage analysis, and modeling has yet to 

be conducted on a graduate school level. For this reason, a detailed look into how student 

performance is affected by different classroom environments at the Air Force Institute of 

Technology Graduate School of Engineering and Management (AFIT-EN) is conducted. 

This study analyzed two data sets: the first included observational data with multiple 

demographic variables. This data was then used to model student performance as 

determined by the student’s final course grade. The second data set is experimental in 

nature as the class was meticulously designed to eliminate as many sources of bias as 

possible, with the goal of making the in-residence and distance learning sections of the 

course mirror each other. The results of both analyses indicated that when the sources of 

bias are controlled, either through variables or design of experiments, learning environment 

does not impact student performance. These results can be applied to other courses and 

schools, while also assisting professors in designing their courses and students in choosing 

which course section is right for them. 
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STUDENT PERFORMANCE IN TRADITIONAL IN-PERSON VS. ONLINE 
SECTIONS OF AN INTRODUCTORY GRADUATE MATHEMATICS COURSE 

 

I.  Introduction 

1.1 Chapter Overview 

This chapter explores the effects technology has on education and student 

performance, particularly at post-graduate schools such as the Air Force Institute of 

Technology (AFIT), a well-known research institution. The general issue is presented, 

which serves as the driving factor for a set of research questions.  An overview of the study 

that aims to answer those questions follows. 

1.2 General Issue 

The growth rate of technology is consistently increasing: the accessibility, 

availability, processing power, and costs of technology are wildly different now than 20, 

or even 2 years ago. In many application areas, such as the medical field, these technology 

advancements are clearly a positive factor (Cristea, 2020; Kruse & Beane, 2018). But this 

is not the case in all fields; in some, the application of technology advancements is not so 

plainly beneficial. One such field is that of education and learning.  

 The concept of applying technology in the classroom seems promising. It can save 

time, equip students with necessary digital skills for the future, and be personalized to fit 

individual students and teachers. But does it work in practice? Has education changed to 

embrace technology advancements? Instructors lecturing at a podium has been the default 

in education for centuries, as shown in Figure 1, a painting from the Italian artist Laurentius 

de Voltolina from the 14th century illustrates the longevity of group lecture. As is common 
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Figure 1: 14th Century Painting by Laurentius de Voltolina 

in today’s classrooms, many of the students appear to paying attention and are actively 

taking notes, but others appear to be talking to their peers and one even appears to be 

sleeping.  

 

 

Yet while the concept of lecturing in an educational setting is still in use, there are 

many ways in which the field of education has advanced. Technology, including the 

advancements of public transport and motorized vehicles, expanded access to education 

for millions of people. Innovations such as the printing press made books cheaper and more 

common, allowing individuals other than nobility and elite societal members access to 

reading materials.  

 In more recent years, the response to the Coronavirus infection (COVID-19), forced 

an increased application of technology into the classroom. While schools all over the world 

shut down in an attempt to combat infection rates, many schools also sought ways to 



3 

continue instruction without being in close contact or in-person. In the United States, more 

than 1,300 colleges and universities cancelled in-person classes or shifted to online-only 

instruction during the spring semester of 2020. By the fall semester of 2020, schools 

developed plans to merge in-person instruction with social distancing and online learning 

(Smalley, 2021).  

Some students lacked the tools and resources for online learning and many colleges 

tried to assist in various ways. Some colleges attempted to combat the concerns of student 

performance in online instruction by opening libraries to provide reliable technology and 

internet connections to students. Others distributed devices and mobile hotspots to students 

(Smalley, 2021).  

To support the transition to online learning, instructors also had to shift their 

primary methods of teaching. Online video chat services such as Zoom, Google Hangouts, 

or Microsoft’s Skype were popular choices due to their functionality and availability to 

users. Some instructors arrived early and stayed late when hosting a class session to meet 

their students and reproduce opportunities for informal chats or questions. One-on-one 

meetings, either in person or online, were another way instructors adjusted to build 

relationships with students. During this time, online quizzes and surveys engaged students, 

online document sharing helped students complete papers, theses, and dissertations, and 

recorded videos were used for sharing lectures and student presentations. While most of 

these techniques, methods, and services were not new, they required many instructors to 

adjust to meet requirements (Cheong and others, 2021; D’Agostino, 2022; de Vries, 2021; 

Wiyono and others, 2021). 
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Additional contingency plans were made by a number of schools when faced with 

requirements to provide online or blended classes. For example, some schools shifted to a 

pass/fail grading schema in lieu of the standard A through F letter grades, which was 

intended to curb the stress students experienced in these unprecedented times, when many 

of them had never taken an online class (Smalley, 2021; Svrluga, 2020). Indeed, even the 

Graduate Record Examination (GRE), a standardized test designed to measure academic 

readiness for graduate school, became available for people to complete at-home. The 

Educational Testing Service (ETS), who creates and administers the GRE, introduced the 

at-home version in response to the pandemic and social distancing requirements. The at-

home GRE is now offered everywhere the test is normally available - as long as the 

individual has met the equipment and testing room requirements (Kowarski, 2021; Taking 

the GRE General Test at Home, n.d.).  However, some schools and departments decided to 

suspend the requirement for GRE scores, either temporarily or permanently, fueled by the 

potentially burdensome requirements for at-home test takers and concerns that the GRE 

doesn’t predict student success in graduate school (Hu, 2020). AFIT was one such school 

that waived the requirement for GRE scores for admission during the first peak of 

COVID-19 in 2020 (AFIT ENE Admissions, personal communication, October 31, 2022). 

These technological changes had varying degrees of success for each institution 

and each student. Some students excelled in their new online or blended environment, 

while others struggled and fell behind. These various levels of success are further discussed 

in Chapter II, and prompt the question: is there a balance when blending technology and 

education so that the benefits to students are maximized?  
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1.3 Research Objectives 

This research seeks to determine the impact instructional technology has on student 

performance, as determined by final grades, at the graduate school level (specifically at 

AFIT-EN) and to use that data to understand the balance of technology for individual 

teachers and students. Time (as technology grows), student demographics (such as age and 

background information), and instructor changes should all be considered as potential 

factors. In particular, any influence the unique nature of the Air Force Institute of 

Technology Graduate School of Engineering and Management may have on combining 

technology and education will be assessed. 

To satisfy the objectives of this research, the following questions are presented, 

investigated, and answered: 

1. How is student performance affected by traditional in-person instruction 

versus online instruction? 

2. How does controlling for other variables and biases affect the impact 

instructional technology and learning environment have on student 

performance?  

3. How does AFIT differ from other graduate schools, and how do those 

differences affect the first two questions? 

 Two data sets will be used to answer these questions, both of which come from a 

four-credit, graduate-level, introductory mathematics course. These two data sets are 

introduced further in the following section, which also details how they will be analyzed. 

Both the first and second data sets used in this research come from AFIT’s Graduate School 

of Engineering and Management (AFIT-EN). The unique makeup of AFIT-EN, which is 
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discussed more in Chapter II, is assumed to have an impact on student performance, before, 

during, and after the time spent at AFIT. 

1.4 Research Focus 

As previously stated, the focus of this research is on the impact technology use has 

on student performance, as determined by final grades, both continuous scores and letter 

grades. Examination grades are provided and analyzed for trends and inferences as well. 

Course information (syllabus summary, format, quarter, and instructor) and student 

demographics (age, Department of Defense (DoD) affiliation, degree, and department) are 

further included to determine correlations and potential causations with student 

performance. 

To conduct these analyses aimed to answer the research questions, this research 

utilizes various mean, median, variance, and distribution comparison tests between online 

and in-person final grades, as well as extensive model building to predict students’ final 

continuous grades. The first data set is comprised of nine previous quarters of the given 

mathematics course. The second data set, from the most recent quarter of this course, is 

presented and comparison tests, both within this data set between online and in-person final 

grades and also compared to the first data set, are completed. Lastly, model building on the 

second data set is conducted and compared to the model from the first data set. A 

combination of JMP Pro 15, Microsoft Excel 2019, and R 4.2.2 are utilized for all analysis 

in this research. 

 This type of research and analysis is unique from existing literature in a few ways. 

First, this extensive analysis on student performance in regards to instructional technology 
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has not been done at AFIT-EN. Since it is assumed that the unique makeup of the graduate 

school will have an impact on student performance, this research is imperative in 

discovering what these impacts are and why these impacts occur. This will pave the way 

for future research at AFIT-EN, which may in turn allow for similar studies and 

comparisons within similar institutions. 

 Additionally, the two-part analysis used in this study, in which an observational 

study is completed on decades of data and influences the design of a follow-on 

experimental study, has so far not been considered in the literature to the best of our 

knowledge. Chapter II reviews a myriad of observational studies with various conclusions, 

and even a few experimental studies. However, none of them have the combination of the 

observational research and the application of the results of that research as an experimental 

study, as seen in this study. 

 Lastly, the type of modeling used in this study is rarely seen. The analysis of student 

performance is often completed, but creating a prediction model with numerous course and 

student demographic variables is uncommon, although increasing in prevalence. Yet, 

understanding how students may perform, given specific characteristics, is essential for 

instructors to guide their students’ success, regardless of the learning environment.   

1.5 Investigative Review Board 

Due to this research involving data collected about individuals and interviewing 

professors, a request to exempt this research from institutional review board oversight of 

human subjects’ research was sent to the Air Force Research Laboratory Institutional 

Review Board (IRB). The IRB determined on 3 August and 23 September 2022, 
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respectively for the first and second studies and corresponding data sets, the research 

involved an established accepted educational setting with normal educational practices that 

would not negatively impact students or instructors. Furthermore, it was determined the 

demographic information that was collected was not beyond the limits of normally 

collected classroom data.  

Subsequently, the AFIT Office of Institutional Research collected the student 

demographic data and deidentified all data to ensure the privacy and anonymity of students 

and instructors to comply with AFIT policy that follows federal laws, such as the Family 

Educational Rights and Privacy Act (FERPA).  This data was then provided to the author 

for statistical review and analysis. 

1.6 Preview 

This document is systematized in the following manner: Chapter II gives a detailed 

look into literature and studies with similar research questions and backgrounds and 

discusses the methods utilized in this research. Chapter III provides AFIT-EN information, 

summarizes the instructor interviews conducted, and presents the analysis on the first data 

set (covering 9 previous quarters). Chapter IV details the experimental study conducted 

with a full analysis of the second data set collected and how it compares to the first data 

set. Finally, Chapter V reviews conclusions from the study and presents recommendations. 
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II. Literature Review and Methodology 

2.1 Chapter Overview 

This chapter analyzes previous research and findings on various instructional 

technology and online training methodologies. This review includes descriptions, 

summaries, and an in-depth study of previous research conducted in the field of 

instructional technology. Online learning and records of previous studies are also detailed 

to include assorted systems and methods, education levels, and subjects. This is followed 

by a detailed look at previous studies, directly comparing traditional teaching methods to 

methods that employ modern technology. This chapter then concludes with a 

comprehensive summary of the methods and procedures utilized throughout the remaining 

study. 

2.2 Instructional Technology 

 Instructional technology (IT) refers to the use of various computer hardware, 

systems software, and applications software to facilitate student learning. Ideally, these 

technologies are designed to create engaging and effective learning experiences to improve 

student performance. A more formal definition of instructional technology is: “the theory 

and practice of design, development, utilization, management and evaluation of processes 

and resources for learning” (Seels & Richey, 2012). While this definition seems incomplete 

as it doesn’t specifically mention technology, it is still widely accepted as the field 

definition since its introduction in 1994 (FAQ: Instructional Technology Program, Watson 

College of Education at the University of North Carolina Wilmington, n.d.; Li and others, 

2009). Even with newer definitions constantly being introduced, such as one from Lane 
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and others that details instructional technology as: “the design, development, use, 

management, and evaluation of the process of learning mediated by technology 

applications” (2019), many experts and authors prefer the 1994 definition. Gagne describes 

this divide within the field by saying the definitions of instructional technology fall under 

one of two types: one that equates it with a particular set of instructional media (or 

audiovisual devices) and the other that equates it as a process (or systems approach) (1987).  

Depending on how one defines instructional technology, it may also be referred to 

as educational technology, although some define educational technology as the procedure 

or theory of using the instructional technology tools (Difference Between Educational and 

Instructional Technology, n.d.; Seels & Richey, 2012). Indeed, the Association for 

Educational Communications & Technology (AECT) issued the following definition for 

educational technology: “the study and ethical application of theory, research, and best 

practices to advance knowledge as well as mediate and improve learning and performance 

through the strategic design, management, and implementation of learning and 

instructional processes and resources” (Association for Educational Communications and 

Technology, n.d.). This definition, introduced in 2008, is cited by several experts and is 

described as building on the definition proposed for instructional technology in 1994 

(Ahmadigol, 2016; Januszewski, 2008). For the purposes of this research, instructional 

technology and educational technology will be used interchangeably, most closely related 

to the definition by Lane and others (2019), but it is important to note that technological 

advances and societal changes will keep these definitions dynamic. 

 Types of instructional technology can fall into the following five categories: 

synchronous, asynchronous, blended learning, linear learning, and collaborative learning 
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(5 Different Types of Educational Technology | TL Dev Tech, 2022). These types are not 

mutually exclusive, nor must they all be employed together. For example, some authors 

may combine synchronous and asynchronous or omit blended learning (“What Are the 

Different Types Of Educational Technology,” 2021). For this research, all five categories 

of instructional technology will be considered and examples of each are provided for 

further detail. 

 Synchronous is defined as occurring at the same time; when applied to learning, 

this means all students are participating in the lesson and connecting in real-time. 

Synchronous learning can be in person or online, and may also be referred to as live or 

real-time instruction (Chen and others, 2005). Examples of instructional technology tools 

that can be applied to synchronous learning are video conferencing, chat rooms, and 

interactive whiteboards (SMART Boards) (Park & Bonk, 2007).  

 Asynchronous is the opposite: not occurring at the same time. This type of learning 

enables students to access class material and complete coursework at any time, at any place, 

and at their own pace (Jaffee, 1997). Asynchronous learning enables students to connect 

with each other around the globe and is beneficial for students with demanding schedules. 

Examples of instructional technology here may include blogs, emails, online textbooks, 

and pre-recorded audio or video lectures (Nissen and others, 2014). Chat rooms, while 

previously mentioned as synchronous, are a type of instructional technology that can be 

considered as either synchronous or asynchronous, depending on how it is implemented by 

the teacher and utilized by the students. For example, a chat room that is used in 

conjunction with a live lecture would be considered synchronous, but an online discussion 
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board where students interact with each other over the case of many days or weeks would 

be considered asynchronous. 

 The third category is blended learning, where students and teachers meet in-person 

and also have online portions. This type of instructional technology can be considered as a 

combination of synchronous and asynchronous learning. The terms blended and hybrid 

learning are used interchangeably for the purposes of this study and are further detailed in 

the following section titled “Flipped and Hybrid Classrooms.” Examples here include any 

tools from both synchronous and asynchronous learning, such as face-to-face teaching and 

computer technology (Hockly, 2018; Sharma, 2010). However, a significant difficulty with 

blended learning is that it requires instructors to be well-versed in both synchronous and 

asynchronous methods of information delivery. 

 The fourth category of instructional technology is linear learning. In a traditional 

in-person classroom without the use of technology, linear learning takes the form of lesson 

plans that consecutively follow a textbook’s chapters, without deviations or additions in 

content structure. Linear learning in educational technology focuses on Computer-Based 

Training (CBT) and requires students to complete their training sequentially. Here, 

information is pushed to student devices, generally in the form of videos, animations, and 

readings (“What Are the Different Types Of Educational Technology,” 2021). Bedwell and 

Salas aptly summarize CBT as a self-contained and interactive program designed for self-

paced instruction that uses student-controlled features, predesigned material, required 

responses, and feedback (Bates, 2005; Bedwell & Salas, 2010; Rosenberg, 2005). Many 

linear learning programs allow instructors to track student progress and efficiently identify 

areas which may need further support (Bedwell & Salas, 2010; Lee and others, 2016). 
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 Lastly, collaborative learning entails a group of students working together to 

complete coursework: solving a problem, completing a task, or creating a product (Laal & 

Ghodsi, 2011; Laal & Laal, 2011). Collaborative learning can be done in-person or online; 

the latter relies heavily on discussion boards, chat rooms, collaborative software (e.g., 

Google Docs), and video conferencing. This type of online learning may also be referred 

to as Computer-Supported Collaborative Learning (CSCL) (Lee and others, 2016; Strijbos, 

2011). 

 In conclusion, within the overview of these five categories, examples are provided 

of instructional technology and how they may be used within the category. While not 

exhaustive, each of the examples is representative of their potential uses in the classroom 

setting. A deep dive of the third category is now conducted to further understand how 

instructional technology is employed to support blended learning.  

2.3 Flipped and Hybrid Classrooms 

 As previously identified, this section details the third category of instructional 

technology, blended or hybrid learning, and compares it to flipped learning. Flipped and 

hybrid classrooms have become more popular recently and are looked at separately, 

although they can overlap. Both have broad descriptions, causing their interpretations and 

applications to vary widely. 

 Hybrid classrooms have a very nonspecific definition that describes an environment 

in which students are face-to-face for parts of the class and are online for others (Ward, 

2004). This online portion can include virtual class participation or another form of 

technology such as online tests. The concept of hybrid classrooms is well established and 
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they are often tailor-made for each course and set of students. Hybrid classrooms may also 

be referred to as blended classrooms, integrated learning, or multi-method learning.  

Flipped classrooms entail students completing readings or watching lectures before 

scheduled class time. Then during class, students have the support of the instructor to 

complete the more difficult concepts and applications, and are able to ask questions 

(Brame, 2013). Flipped classrooms do not require the use of instructional technology, but 

when that technology is used for the work before each class session (as in the case of 

watching lectures), it would also be classified as a blended or hybrid classroom. In essence, 

lower levels of cognitive work are done outside of class with or without technology and 

the higher forms of cognitive work are done in class with instructors and peers (Gundlach 

and others, 2015). This type of learning prevents cognitive overload by breaking down 

lectures into more manageable pieces. It also capitalizes on the time spent during the in-

person classes (Karaca & Ocak, 2017). Flipped classrooms may also be referred to as 

inverted classrooms or peer instruction, all of which imply a pedagogy-first approach to 

teaching.  

A deeper look at how and when flipped classrooms and hybrid classrooms intersect 

one another is now conducted. When flipped classrooms require instructional technology 

or online participation before class (i.e., in the form of various online readings, lectures, or 

assignments), they may also be defined as a hybrid classroom for their use of technology. 

Figure 2 was created to provide a visual of this scenario as a Venn diagram.  
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Figure 2: Venn Diagram of Blended vs Flipped Learning 

 

 

 

For example, the United States Air Force has previously used flipped and hybrid 

learning for Chemical, Biological, Radiological, and Nuclear (CBRN) mandatory training. 

Individuals were required to complete the CBRN Defense Awareness CBT before 

attending an in-person training which ensured they were properly oriented with their gear, 

knew the proper procedures pre- and post-attack, and put their learned skills to the test in 

a realistic environment (Morales, 2017).  

Conversely, there are situations in which flipped and hybrid classrooms do not 

overlap. For example, a classroom set up in a flipped manner in which the lower level of 

cognitive work completed before class includes reading a textbook with no other 

instructional technology, would not be considered a hybrid classroom. Similarly, a blended 

classroom in which the technology is used throughout the course, such as online homework 

or online exams, would not be considered a flipped classroom.  
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As will be shown in a review of the literature, these types of classrooms (with or 

without use of technology) can increase student performance; therefore, this will be 

considered further in Chapter IV as a key element of the experimental study. The following 

sections describe the benefits and limitations of instructional technology use in any of the 

aforementioned categories. 

2.4 Benefits and Advantages  

The application of instructional technology has seemingly limitless potential. In 

today’s world, technological advances can be exciting and engaging to the vast population. 

Studies have shown that, in general, as students’ engagement increases, motivation and 

academic performance increase as well (Dogan, 2015; Sun, 2014). For example, Virtual 

Reality (VR) immerses the user in such a way as to give the perception of being physically 

present in the non-physical world (Lum and others, 2020). VR can also provide experiences 

that traditionally require extensive resources or difficult, if not impossible, to acquire 

materials, such as history exposures and science experiments, benefitting students that may 

not have the opportunity to acquire those experiences. 

 Instructional technology also enables students and instructors to collaborate and 

share resources, both with each other and with their peers. Recorded lectures can be paused 

and rewatched to support further instruction or practice. Software such as Moodle, 

Socrative, Google Class, and Microsoft Teams allows students to interact directly with 

instructors and peers, without the concern for time, distance, or space availability that 

traditional classrooms and office hours have (Limantara and others, 2019). Furthermore, 

instructors can both provide and receive timely and pertinent feedback with the use of 
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instructional technology. For example, online surveys and polls, clickers and 

questionnaires deliver quick responses which instructors can leverage to improve current 

students’ experiences and restructure possible future classes. As an added benefit, online 

feedback systems are reliable and can feel low-threat to students, encouraging greater 

participation among students of widely varied backgrounds and abilities (Hatziapostolou 

& Paraskakis, 2010). 

 Lastly, many scholars believe that individuals have a myriad of different learning 

styles. A number of students learn best through watching and listening, some by reading 

and writing, and others by doing and moving (Zapalska & Brozik, 2007). Some studies 

have shown that in using multiple teaching approaches that cater to different learning styles 

(known as employing a multimedia effect), students’ academic success can increase (Ilhan 

& Oruç, 2016). In understanding students’ learning styles, instructors can tailor their 

classes and teaching methods to better suit their students. Content can be presented in 

lectures synchronized with PowerPoint presentations to fit the needs of auditory and visual 

learners. Discussion groups and supplemental materials from external websites can be 

provided for individuals who prefer to read and write. Course projects, virtual field trips, 

and videos may help those who utilize all their senses and prefer “hands-on” experiences. 

Ultimately, the extensive options and inherent possibilities of instructional technology and 

online learning enable instructors to customize courses to accommodate individual learning 

styles (Viorica-Torii & Carmen, 2013). 

Ultimately, how and why technology is employed must be considered to obtain the 

aforementioned benefits and advantages. Hernández González & Blackford state that 

proper application of classroom technology, along with appropriate interaction techniques 
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for each course, can have a positive impact on student engagement. This in turn, improves 

intrinsic motivation, which has been shown to increase student performance and scores 

(2022). 

2.5 Limitations and Disadvantages 

 Conversely, the limitations and disadvantages of instructional technology must be 

considered as well. At the forefront of many opponents’ arguments is the potential for 

distraction caused by utilizing technology in classrooms. Because of the engaging aspect 

of technology, students may be apt to utilize technology for entertainment during class 

time, disassociating their attention (Limantara and others, 2019; Pappano, 2012; Pienta, 

2013). This can be true for fully online courses as well; as students attempt to set aside 

time to review class materials, they may find themselves utilizing their devices for leisure 

instead.  

 Additionally, the cost of instructional technology may not offset the potential 

benefits. Initial and ongoing acquisition of proper bandwidth amounts, hardware and 

devices, software, and maintenance requirements can be overwhelming for students, 

instructors, and institutions. Obtaining the funding for instructional technology provides 

yet another challenge for institutions (Groff & Mouza, 2008).  

 The overall difficulties in using these instructional technologies must be considered 

as well. There is a significant learning curve which must be mastered to properly apply and 

instruct with instructional technology, requiring teachers to be adequately prepared. 

Although results depend on the specific teacher preparation programs, research has shown 

that instructor preparation can positively impact student achievement (Boyd and others, 
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2009; Viorica-Torii & Carmen, 2013). However, many teachers report they do not feel 

prepared to instruct with technology upon completing their teacher education programs 

(Korucu-Kis & Ozmen, n.d.). Technology failures further strengthen the argument against 

using technology in classroom settings. Both student and teachers alike need to have 

contingency plans if their Internet, devices, or software are inoperable (Reid & Lambert, 

2014). Yet even with contingency plans, there may be no choice but to cancel or reschedule 

a class, redo an assignment, or even submit incomplete or missing work as a result of data 

loss. 

 Finally, it can be difficult to determine facts from fiction with the misinformation 

that can be found online. Del Vicario and others stated: “the wide availability of 

user-provided content in online social media facilitates the aggregation of people around 

common interests, worldviews, and narratives” (2016). But misinformation is not found 

only on social media; the Internet is available to the vast majority of individuals, and 

anyone has the opportunity to create a website or blog to publish their own ideas and 

opinions. While there are ways to combat this issue, it is nonetheless another limitation to 

incorporating instructional technology into the classroom. 

2.6 Why Distance Learning? 

 When considering the advantages and disadvantages of instructional technology, 

one can also examine why students decide to engage in instructional technology and take 

online classes when the course is offered both online and in-person. By doing so, professors 

and academic advisors can potentially help guide students to which class may be best suited 

for them.  
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 McPartlan and others summarized the findings of several studies as to who is more 

likely to choose online courses: “Women are generally more likely to enroll in online 

courses than men. Additionally, online students are more likely to be older, employed, and 

single parents, reflecting the flexibility desires for completing studies alongside 

employment and family responsibilities” (2021). This gives an idea of the type of 

individual most likely to enroll online, but a closer look at the reasoning is imperative.  

 To understand the reasoning, student motivation must be considered. However, it 

is rarely, if ever, accounted for as a pre-existing condition in studies comparing student 

performance. This may be by virtue of the difficult-to-capture nature of an individual’s 

motivation. Surveys pre- and post-course are a common way to capture motivation. In some 

studies, the flexibility of online classes is a recurring theme; the ability to complete 

coursework at personal convenience is no minor matter. Other frequently repeated motives 

include: long commute to school, no available spots in the face-to-face course, self-

regulation to move at a slower/faster pace, and decreased course costs (McPartlan and 

others, 2021; Vanslambrouck and others, 2018). 

Understanding students’ motivation, and therefore their personal situations and 

perceptions, enables instructors to anticipate their needs. For example, a single employed 

mother may need more flexibility if classes meet synchronously. Children get sick often 

and if she has no other support systems, she may turn in assignments late. Being considerate 

of an individual’s unique situation can mean the difference between success and failure, 

finishing a course or having to drop out of it. Next, how students perform in different 

classroom environments is discussed, as well as which factors mentioned in this section 

may influence performance, such as age, gender, and student hours/course workload. 
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2.7 Comparing Student Performance Among Various Classroom Environments 

 While there is a myriad of research completed on comparing test scores of students 

in various course environments, this section will focus mainly on those studies that dealt 

with undergraduate and graduate mathematics and statistics courses, as this is the focus of 

this research. However, there are other science, technology, and engineering courses 

included to provide a wider breadth of studies and to showcase how instructional 

technology may compare in relation to different courses. These studies can broadly be 

categorized based on their results into three types: studies that found no statistical 

difference between course environments, studies that found instructional technology 

courses performed better, and studies that found instructional technology courses perform 

worse. Each of these results will be considered separately below. 

 2.7.1 No Significant Statistical Difference Between Course Environments 

The studies in this section concluded there was no significant statistical difference 

in student performance between course environments that did and did not involve 

instructional technology usage. Unless otherwise stated, these studies were retrospective, 

using existing information and data that was previously collected for other purposes. 

While the research is now dated by two decades, Merisotis and Phipps summarized 

the results of about 40 studies and concluded: “…regardless of the technology used, 

distance-learning courses compare favorably with classroom-based instruction and enjoy 

high student satisfaction” (1999). The substantial changes in technology, and specifically 

instructional technology, over time were discussed in Chapter 1, but this type of meta-

analysis is important to consider on a large-scale approach.  
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In a more recent study from 2021 by Hoffman & Elmi, a strict comparison between 

asynchronous online and traditional in-person learning environments was conducted on a 

graduate-level introductory biostatistics course from a private university in Washington, 

D.C. Although this study used existing data, several possibly significant sources of bias 

were able to be controlled because of the unique nature of the study: the same instructor 

taught both sections, both sections utilized the same basic weekly structure, and student 

demographic characteristics and previous academic performance were taken into account 

to accomplish analyses of students with certain common characteristics. The average quiz 

and exam scores, which were the responses for the study, were slightly lower for online 

students than scores for students in the in-person section. However, the authors ultimately 

concluded the differences were not significant using averages, Likelihood Ratio tests, 

scatterplots, and confidence interval comparisons (Hoffman & Elmi, 2021).  

Another study with some similar conditions (same instructor and same course) 

came to a comparable conclusion for a graduate applied statistics course. Stephenson 

(2001) took the grade points averages (GPA) for in-person and online students for 10 

semesters and compared the averages. He then used a Chi-squared (𝜒𝜒2) test of 

independence to determine statistical difference between the letter grades and the learning 

environment of the students, without consideration of demographic characteristics. 

Ultimately, it was determined that the letter grades were independent of whether the student 

was enrolled in the in-person or online section (Stephenson, 2001). 

 Another study conducted by Gundlach and others in 2015 compared three different 

combinations of learning environments, with similar results. In this study, web-augmented 

traditional lecture, fully online, and flipped sections of an undergraduate statistical literacy 
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course were also found to perform statistically similar in homework and projects. However, 

the students in the web-augmented traditional section, which used a notable amount of 

web-based technology to complement the face-to-face portion, scored statistically 

significantly higher on average on all examinations. All the conclusions for homework, 

projects, and examinations were made utilizing Chi-squared tests, Analysis of Variance 

(ANOVA) comparisons, and paired-samples t-tests. Additionally, many students in the 

course stated they had never taken an online or flipped course, which the authors state may 

imply that being in an unfamiliar learning environment could have negatively impacted 

their scores (Gundlach and others, 2015).  

All of the aforementioned studies had one specific limitation in common that may 

create bias in the analysis: there was no randomization of students in each section, meaning 

students could choose which section to enroll in. It is possible some students only chose 

the section that fit their schedules, not which one they felt they would best perform in. This 

may imply further unmeasurable influential variables that are associated with both learning 

environment and academic performance. 

 2.7.2 Instructional Technology Courses Perform Better 

Conversely, the authors of a meta-analysis study analyzing the performance of 

students in traditional lecture and flipped sections using instructional technology of 

undergraduate introductory statistics courses found the students from the flipped sections 

that used instructional technology significantly outperformed those in the traditional 

lecture sections. Standardized mean differences were calculated to make those conclusions. 

Similar to the previous studies, the non-randomization of student placement was also a 
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concern in this study, as was the potential for instructor preference for a particular format. 

Nonetheless, this study exhibits the potential flipped learning has for increasing student 

performance (Farmus and others, 2020). Similar studies have also shown the potential for 

increased student performance and long-term retention by “flipping the classroom” in 

mathematics and statistics courses (Strayer, 2012; Wilson, 2013; Winquist & Carlson, 

2014). Other studies in physics courses have found a flipped classroom can produce 

learning gains of nearly two standard deviations or more compared to traditional learning 

(Deslauriers and others, 2011; Hake, 1998). All of these studies used various applications 

of technology for the lower level of cognitive work outside of the classroom, from quiz 

submissions to viewing pre-recorded lectures to online discussion boards.  

Further studies specifically compared and analyzed online and in-person courses 

for college algebra and business statistics, likewise concluding online students performed 

better (Dutton & Dutton, 2005; Lazari, 2018). The business statistics study by Dutton & 

Dutton (2005) utilized the same instructor in the same semester, with nearly identical 

weekly academic structures. Demographic data such as GPA, course hours, and major was 

also included for analysis. The college algebra study by Lazari (2018) had the same 

instructor across multiple semesters with an expedited pace for the online sections 

(although the overall structure was the same). Both studies used a combination of 

descriptive statistics, regression analysis such as two-tailed t-tests, and standard hypothesis 

tests to determine significant differences and similarities between the two course 

environments, within undergraduate institutions. 
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 2.7.3 Instructional Technology Courses Perform Worse 

 On the opposite side of the spectrum, a few studies have shown students enrolled 

in the in-person section have performed better than students enrolled in the online section. 

Tanyel and Griffin conducted a study in 2014 utilizing ten years of data from various 

undergraduate courses comparing in-person and online data. To be included, courses had 

to be taught by the same instructor, both online and face-to-face during the same semester. 

Course subjects included arts and sciences, business and economics, and education; the 

preponderance of which came from arts and sciences. Using Chi-squared tests, they 

concluded students in face-to-face courses scored significantly higher than those in online 

courses (Tanyel & Griffin, 2014). 

 A large-scale study from DeVry University’s undergraduate program also 

concluded students in online courses do not perform as well as they would have in the same 

course, in-person. The data for this study included over 230,000 students in 750 different 

courses, over the span of four years. The authors stated: “For the average student, taking a 

course online, instead of in a traditional in-person classroom setting, reduces student 

learning, as measured by course grades, and lowers the probability of persistence in 

college” (Bettinger and others, 2015). Although this study provided substantial evidence 

that online courses decrease student grades, it is noted that they cannot provide a full 

welfare analysis. For example, online courses at DeVry University are accessible to a much 

wider range of individuals than would be able to take in-person classes, whether due to 

location, cost, or time availability. The authors also mention that technology is consistently 

advancing, and these results are not an end state; changes could be made to decrease the 

variability between learning environments (Bettinger and others, 2015).  
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 To combat the most recent widespread hurdle for academic institutions during the 

COVID-19 pandemic, one study analyzed the effect online learning had at the United 

States Military Academy at West Point. This study is unique in that the students were 

randomly placed in either the in-person or online section of a Principles of Economics 

course. Five hundred fifty students were randomized across 12 instructors in 38 different 

class sections of this required course during the Fall 2020 semester. Once fixed effects 

based on instructors, class time, and demographics are added, online instruction was shown 

to significantly reduce students’ final grade by approximately one half of a letter grade. 

This variation was more pronounced for academically at-risk students. Ultimately, the 

differences in performance question the effectiveness of online courses for all students 

(Kofoed and others, 2021). 

 2.7.4 Literature Comparison Summary 

This collection of existing literature and studies compare traditional and 

technological teaching methods, with three main conclusions: studies that found there is 

no statistical difference between course environments, studies that found instructional 

technology courses performed better, and studies that found instructional technology 

courses perform worse. Each study in the previous section has attributes that are shared 

and attributes that are different from this study. These may include: the year the data was 

collected, the number of courses, professors, or semesters, the type of institution or the 

scope of the study. In particular, studies conducted on graduate schools seemed to show no 

difference in student performance based on course environment, while studies from 



27 

undergraduate schools were mixed. These attributes and conclusions for each study are 

summarized in Appendix A. 

The parameters and variables found in these studies provided a starting point for 

developing a model for understanding how instructional technology impacts student 

performance. Furthermore, some of those parameters and variables were considered in 

Chapters III and IV, and even impacted the design of the study found in Chapter IV. Now 

the statistical process and methods that are used in this study are detailed, which were 

heavily influenced by the studies described in this section.  

2.8 Statistical Procedures 

 The following subsections set forth the statistical procedures, approaches, and 

aspects employed in this research, throughout Chapters III and IV. The differences between 

categories of studies and corresponding statistical approaches are discussed first, followed 

by statistical procedures and considerations to include: Type I error, nested and crossed 

designs, outliers, and assorted statistical tests. The studies cited in Section 2.7 are 

mentioned throughout to provide examples of applications in the study topic.   

2.8.1 Observational vs Experimental Studies 

 There are two main categories of research studies: observational and experimental. 

To fully understand the extent of the results, findings, and conclusions in the study, it is 

important to understand how the study was designed. In observational studies, researchers 

observe the effect of a given factor or treatment without controlling the variables or 

environment and record those observations. Generally, observational studies are less 

expensive; however, they may take longer to complete the observation period and the 
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evidence provided to show a cause-effect relationship within factors is weaker than 

experimental studies (Khanna, 2020). The following studies are some of those discussed 

in Section 2.7 which were observational studies: Bettinger and others, 2015; Hoffman & 

Elmi, 2021; Merisotis & Phipps, 1999; Tanyel & Griffin, 2014. All of these studies utilized 

data that had previously been collected, without controlling the environment. 

Conversely, in experimental studies, researchers introduce a factor(s) or 

intervention(s) randomly to a group and study the effects. The manipulation of the 

environment is what makes the conclusion for a cause-effect relationship stronger than in 

an observational study. Other key points of experimental studies may include: closely 

monitored, high cost, and often smaller and shorter than observational studies (Khanna, 

2020). The following studies discussed in Section 2.7 were experimental studies: Kofoed 

and others, 2021; Stephenson, 2001. These studies controlled the environment in which the 

study was conducted; both were able to choose how the classroom environments were 

similar or different and the study by Kofoed and others in 2021 was also able to randomize 

the students in the class sections. The data set used in Chapter III is classified as data from 

an observational study: the data had already been collected and there was no manipulation 

of the environment. Conversely, the elements of the second data set are considered 

experimental and will be discussed in Chapter IV. 

2.8.2 Parametric vs Nonparametric Statistics 

 One way to differentiate statistical procedures is to classify them as parametric or 

nonparametric. Parametric statistics has a number of assumptions that must be met to 

properly utilize and apply the tests to make conclusions about the data. Perhaps the most 
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notable of the assumptions is the data should approximately follow a distribution, which is 

defined and accomplished by using distribution parameter(s). For example the normal 

distribution is the most commonly selected distribution, which would require the use of 

tests to check if the data is normality distributed (Hoskin, 2012). The other assumptions for 

parametric statistics include equal variance, independence, and no outlying observations. 

These assumptions are confirmed or disproved with the use of parametric tests; however, 

if these assumptions are not met, they may be able to be reconciled with additional 

procedures. The assumption of outliers is tackled in Section 2.8.5, as it is a notable concern 

in this study.  

 Nonparametric statistics, on the other hand, requires few assumptions about the 

underlying populations of the data. Namely, the most common assumptions in 

nonparametric tests are randomness and independence. The parametric assumption of a 

distribution is not required for nonparametric methods, which are also referred to as 

distribution-free methods (Hollander and others, 2014). Because a specific distribution is 

not required, there is a significantly larger number of tests that can be accurately applied 

to the data. Additional advantages of using nonparametric methods include, but are not 

limited to: they are generally easier to apply and understand, they are more efficient when 

the populations are not normal, they can be used with smaller sample sizes, and they are 

insensitive to outliers (Hollander and others, 2014; Hollander & Sethuraman, 2015). 

Based on the requirements and advantages of both statistical procedures, which 

statistical procedure will be the more effective of the two for this study will be decided 

upon the completion of descriptive statistics and preliminary analysis of each data set. This 
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will pave the way for the rest of the analysis, indicating which statistical tests should be 

used (see Section 2.8.6).  

2.8.3 Type I Error  

In a statistical analysis, Type I Error occurs when the hypothesis test incorrectly 

rejects the null hypothesis, commonly referred to as “false positives.” Likewise, Type II 

Error occurs when the test incorrectly fails to reject the null hypothesis, referred to as “false 

negatives” (Casella & Berger, 2002). The probability of making a Type I Error is 

represented by the alpha level (α-level) or level of significance, which directly corresponds 

to the p-value, below which the null hypothesis is rejected (McLeod, 2019). Generally, the 

default for the α-level is 0.05 (α = 0.05), though it is imperative to not automatically revert 

to this value (Kim, 2015; Maier & Lakens, 2022; Miller & Ulrich, 2019). In order to choose 

the level of significance, key factors such as sample size and expected losses (false 

positives and false negatives) must be considered (Kim, 2015).  

2.8.4 Nested vs Crossed Designs 

 A nested design occurs when every level of a factor co-occurs with only one level 

of another factor, while a crossed design occurs when every level of a factor co-occurs with 

every level of another factor (Grace-Martin, 2013; Kutner and others, 2004; Stahle & 

Wold, 1989). Grace-Martin describes this difference by stating the following: “If two 

factors are crossed, you can calculate an interaction. If they are nested, you cannot because 

you do not have every combination of one factor along with every combination of the 

other” (Grace-Martin, 2013).  
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2.8.5 Outliers 

 Outliers are extreme observations within the experiment data and can cause serious 

problems in statistical analysis (Kutner and others, 2004). One possible approach when 

finding an abnormal observation may be to assume it is the result of an experimental error 

and discard the data. However, this may not be the correct decision as these possible 

outliers may impart vital information about the population and study as a whole. The first 

step in analyzing data for possible outliers is to conduct a thorough examination of residual 

plots, box plots, stem-and-leaf plots, frequency dot plots, and Grubbs’ Tests. Once possible 

outliers are identified, further research should be conducted to determine the reason for 

their extreme values. The decision to discard outliers should only be made if there is direct 

evidence of a recording error, a miscalculation, or equipment malfunctioning (Burke, 1998; 

Kutner and others, 2004).  

As mentioned earlier in this chapter, if the data does not fit a normal distribution 

with the possible outlier included, there may be cause to consider a nonparametric 

approach. Nonparametric statistics do not utilize a common assumption that the population 

is normally distributed and are relatively insensitive to outlying observations (Hollander 

and others, 2014; Hollander & Sethuraman, 2015). As this study utilizes test scores that we 

are confident were accurately collected by the professors themselves, there is little reason 

for discarding possible outliers. Nonetheless, identifying and testing for outliers and 

analyzing the possible causes of said observations is critical to understanding the data and 

must be included. 
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2.8.6 Statistical Tests for Comparing 

 There is a myriad of statistical tests for comparing two (or more) data sets. In order 

to properly choose which tests to perform, characteristics of the data sets must be fully 

discerned first. First, determining the outcomes of interest and whether they are continuous 

or discrete random variables is required. Then, analyzing the mean, median, range, standard 

deviations, quartiles, potential outliers, and distribution of a data set can help determine 

whether or not the assumptions of certain tests are met. 

There are various tests, both parametric and nonparametric, available to compare 

data sets; these include, but are not limited to:  

• Independent t-test or paired-samples t-test to compare means of two 

samples 

• Wilcoxon Rank Sum Test to compare medians of two independent samples 

• Kruskal-Wallis Test to compare medians (mean ranks) of three or more 

independent samples 

• Conover squared ranks test of equal variance for k samples 

• Kolmogorov-Smirnov test to compare the distributions of two samples 

• Shapiro-Wilk test to determine if a sample follows the normal distribution 

• Chi-squared test of independence for categorical variables 

Many of the studies referenced in Section 2.7 utilized at least one of the above tests 

to compare the grades and demographics of the students in each classroom environment. 

2.9 Summary 

 Understanding instructional technology and distance learning in their entireties and 

the type of studies that have already been conducted is imperative to further grow this type 

of research. This enables researchers to determine how student performance is affected by 
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instructional technology and to find possible ways to improve that performance. The next 

chapter conducts a more specific look at AFIT, which suggests how AFIT may differ from 

the universities and institutions found in the previous studies. The first data set is then   

presented and analyzed employing the techniques presented in this chapter.
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III.  Observational Results and Analysis 

3.1 Chapter Overview  

 This chapter begins by introducing the characteristics that make AFIT unique, 

along with details and responses from AFIT-EN professor interviews. This gives an idea 

of the greater population the data is pulled from. The first data set is then further described, 

and the statistical procedures and processes detailed in Chapter II are employed on that 

data set. This is followed by model building, and the chapter is concluded with inferences 

about the model and the data.  

3.2 What Makes AFIT Different? 

The Air Force Institute of Technology is the Department of the Air Force’s leader 

for advanced, multi-disciplinary academic education, as well as its institution for technical 

professional continuing education (About the Air Force Institute of Technology, n.d.). The 

Graduate School of Engineering and Management is one of four schools at AFIT and is the 

“Air Force’s advanced academic degree institution which serves the Air Force’s STEM 

workforce needs by providing defense-focused, research-based academic programs leading 

the award of master’s and PhD degrees in engineering, applied science and selected areas 

of management” (Fall 2021 Fact Book, 2022). There are many unique elements and 

characteristics about AFIT, specifically AFIT-EN, some of which are discussed in the 

following paragraphs. 

Due to the military aspect of AFIT, it is possible that the faculty, staff, and students 

are atypical of the individuals found at other graduate research institutions. For example, 

in Fiscal Year 2022, the total faculty at AFIT was composed of 148 civilians and 123 
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military personnel (FY2022 AFIT Fact Sheet, 2022). Generally, military tours are two to 

four years, which means the turnover rate for faculty is exceptionally high. Not considering 

the retention rate of civilian faculty, nearly half of all faculty at AFIT will be completely 

new within four years. In contrast, studies from civilian institutions have shown faculty 

members stay at a university for a median of 11 years (Faculty Retention Proves a Major 

Challenge for Universities, n.d.). More recent studies during and after the COVID-19 

pandemic found that a third of institutions are facing higher student-to-faculty ratios due 

to movement in their employee base. Additionally, 55% of faculty at higher education 

institutions have considered changing career or retiring early, including 35% of tenured 

employees (Umpierrez, 2021). Within AFIT’s graduate school, the overall student-to-

faculty rate was 4.5 students to every 1 faculty member in Fall 2021 (Fall 2021 Fact Book, 

2022); while the national average for degree-granting United States institutions was 14-to-

1 in 2018 (and may have gotten worse post-COVID), it is unclear how this translates to 

other graduate schools similar to AFIT (Carlton, 2022). Other universities that are highly 

focused on research, such as Massachusetts Institute of Technology and California Institute 

of Technology, had a ratio of 3-to-1 in 2018, which may be a better comparison to AFIT. 

Therefore, despite the faculty turnover rate at AFIT, students might be getting more 

focused attention, similar to that of other research institutions. 
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Figure 3: AFIT-EN Student Type and Degree Level Demographics 

 

 

On a similar note, 78% of students in 2022 were United States Military personnel, 

with 73% specifically being from the Air and Space Forces. A majority of these individuals 

(56%) were enrolled in master’s programs, while 34% were enrolled in certificate 

programs, and 12% enrolled in PhD programs, as seen in Figure 3 (FY2022 AFIT Fact 

Sheet, 2022). While some of these military students attend AFIT straight from their 

undergraduate institutions, many of them have one or two tours their career field (typically 

3 to 6 years), outside of an academic environment. Although the statistics on the average 

student age and family responsibilities aren’t available for AFIT, this may provide another 

contrasting component compared to civilian institutions. 

Furthermore, most of these military students that attend courses in-residence don’t 

have another work responsibility. According to the Fall 2021 Fact Book, over 40% of AFIT 

students were on a quota in Fall 2021 (2022), meaning they were sponsored by various 

organizations that pay for their tuition. These quota students are bound by a contract that 

requires them to work for an allotted amount of time (usually after graduation and not 
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necessarily to the same organization that sponsored them) or risk being required to pay the 

tuition costs back. The sponsorships allow students to focus solely on their school work, 

without needing to seek further employment to pay personal expenses, since their salary is 

also paid by the United States Government. Of those students who are not quota, nearly 

60% were enrolled in a certificate program, many of whom are DoD civilians or 

contractors, and may be working another job while attending classes. As a whole of the 

student population in 2022, DoD civilians and contractors only accounted for 26% and 5%, 

respectively, as seen in Figure 3. Meanwhile, according to an article by Emily DeRuy and 

National Journal, 76% of graduate students at civilian institutions work at least 30 hours a 

week, in addition to their school work, to pay for school and support their families. While 

working can open career opportunities and offer valuable experience for these students, it 

is also noted that working long hours can put these students at risk of poor grades or 

dropping out (DeRuy & National Journal, 2015). The difference in work obligations and 

hourly time commitments may put AFIT students (particularly quota students) at an 

advantage over their civilian graduate school counterparts. Ultimately, it is possible that 

the students at AFIT’s graduate school may be a fundamentally different population than 

their counterparts at civilian institutions, which may determine how students perform with 

instructional technology. 

Lastly, based on interviews conducted with AFIT professors (detailed in the 

following section) and personal experience, it was acknowledged that the military is often 

delayed in applying new technology available to the general public. Because of the 

physical, personnel, and information security requirements, extensive testing is mandatory 

of any new technology to ensure it meets these requirements before employing it on the 
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military networks. The interviews with AFIT-EN professors indicate this delay puts 

utilizing technology at AFIT at a severe disadvantage. Outdated software (such as web 

browsers, SharePoint, digital whiteboards, and student information systems) and outdated 

hardware (such as computers, monitors, and projectors) leaves professors and students to 

find their own solutions and tools. The speed, accessibility, and reliability of Wi-Fi on 

campus is also a major concern when using any kind of technology, whether it be for 

instruction in the classroom (virtual or in-person classroom), research on personal devices, 

or communicating with fellow faculty and students. While September 2022 saw a 

significant upgrade to the AFIT campus Wi-Fi, doubling both the existing wireless 

footprint and the available bandwidth from 500Mbs to 1Gbs, there are still classrooms that 

cannot connect to the Wi-Fi and, in times of peak use, virtual classes and meetings suffer 

in quality and reliability. 

The characteristics listed in this section are just a few of the features that make 

AFIT unique – whether they have positive, negative, or neutral effects on a student’s 

performance remains to be understood. The following section summarizes responses 

collected from interviews with AFIT professors. 

3.3 Professor Interviews 

 Due to differences in universities and student populations, interviews with two 

AFIT professors were conducted to gain a better understanding of teaching with 

instructional technology (IT) at AFIT. The two professors were selected based on having 

(perceived) differing views on the impact of instructional technology in the classroom and 

constituted a convenience sample. This section serves as a summary of the detailed 
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responses received from those interviews. The professors who were interviewed were both 

civilians, which accounted for about 55% of all AFIT faculty in 2022 (FY2022 AFIT Fact 

Sheet, 2022), and have a fair amount of experience teaching with IT, to include teaching 

10-30 classes using IT and 4-7 fully distance learning. IT the professors have used includes, 

but is not limited to: Microsoft Teams (for chat/communications, class meetings, breakout 

rooms, and feedback from students to instructor), online notebooks (Python, Jupyter, One-

Note), SMART boards, the Canvas learning management system (LMS), pre-recorded 

video lectures, and online textbooks. 

 Professors were asked about the difficulties and advantages they have experienced 

while teaching with IT at AFIT. A common difficulty that was mentioned was the internet 

bandwidth and how the Wi-Fi infrastructure is not sufficient for supporting a hybrid 

approach in classroom environments. Other difficulties were those mentioned in the 

previous section that revolved around the technology available at AFIT: outdated and 

unreliable software and hardware. This was particularly apparent during the COVID-19 

pandemic, when professors were forced to find solutions for inadequate technology outside 

of the AFIT network. Advantages for teaching with IT included: having access to Microsoft 

Teams (which supports synchronous remote learning), more availability for students (they 

can refer to recorded lectures and use chat functions which reduced the need for fixed, 

inflexible, office hours). Moreover, once the lectures have been recorded for one class, they 

can be stored and easily accessed for future classes. All of these advantages also provide 

flexibility in professors’ and students’ personal lives. 

 When asked what their preferred method of teaching was, there was a mixed 

response of in-person and synchronous distance learning. When teaching in-person, one 
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professor stated they can better gauge students’ reactions – are they sleeping, confused, or 

grasping the concepts? On the other hand, the other professor preferred synchronous 

distance learning because the professor could use their own high-performance software and 

hardware equipment without having to rely on the technology AFIT provides. 

 The professors were also asked for any recommendations they might have for 

teachers who are newly integrating IT into their curriculums. Some responses revolved 

around uncertainty on how to change the mentality of tech-averse faculty to be more tech-

eager or even tech-savvy. One suggestion was to update the technology support provided 

by AFIT to include an assigned videographer to go to classes and set up equipment, record, 

and edit videos to help encourage professors. For recommendations in designing a course, 

determining course style or learning environment, along with starting small, were both 

good places to begin. When trying something new, the professors recommended that asking 

for feedback can be highly beneficial for improving and fixing things. Suggested questions 

included: 

• What is something you have seen in this class I should keep doing? 

• What is something you have seen in this class I should reduce/stop doing? 

• What is something from this class you wish other classes would initiate? 

• What is something from another class you wish this class had done? 

Encouraging students to respond to questions such as these could provide helpful insight 

into creating a classroom environment that both involves instructional technology and is 

beneficial to student performance and enjoyment. The topic of feedback is also explored 

in Chapter V when considering future research. 
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3.4 Syllabus Summary 

This study analyzes the data collected from a four-credit, graduate-level, 

introductory mathematics course that details vectors, matrices, linear equations, and their 

applications. The data used is unlike that of other studies previously referenced, but is very 

indicative of the Air Force Institute of Technology Graduate School of Engineering and 

Management. Whereas most other studies have one professor for a class spanning one or 

two semesters that is taught in-person and online (Dutton & Dutton, 2005; Kofoed and 

others, 2021; Lazari, 2018), this study utilizes data from three professors spanning nine 

quarters with a mix of in-person and online structures for each professor. As previously 

stated in Section 2.8, the high turnover of faculty and staff is an important aspect of AFIT; 

therefore, incorporating multiple professors in the study is necessary to understand how it 

impacts student performance at the Graduate School.  

First, a look at the course similarities is presented. All course sections had the same 

learning objectives and utilized the same textbook. Also, all sections had homework 

problems that were suggested to the students to work on and complete, but the homework 

was not collected or graded. Students were encouraged to work together on these 

homework problems and solutions were provided. Additionally, all sections had two 

midterm exams and one final exam. Lastly, all sections, regardless of the learning 

environment, seemed to follow a linear learning set-up that generally followed the outline 

from the textbook. 

When considering three professors across nine quarters, there were some 

differences in course structure that will be detailed in the next few paragraphs. These were 

all identified from the syllabi, but due to the requirement to anonymize the data, to include 
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the quarters and instructors, most were not included in the statistical analysis. Only two 

sections included quizzes: Quarters 6 and 9. One provided practice quizzes for students 

and the other had weekly quizzes worth 30% of the total grade (although, due to the 

anonymization, it is unknown which quarter is which). Similarly, most of the sections had 

a 30/30/40 split for the total grade utilizing only the three exams, with the exception of two 

sections: one quarter gave more weight to the final exam and another, as previously stated, 

allotted 30% to quiz scores in addition to the three exams. There was a mix of online and 

in-person exams, even among the in-residence and distance learning sections. Furthermore, 

there were some differences listed in the various syllabi pertaining to the translation from 

continuous grades to letter grades. These varied between professors and between courses, 

but each syllabus stated that at the end of the course, when final letter grades were 

determined, that the thresholds may be lower than identified in the syllabus. Therefore, the 

relationship between student performance and letter grades should be consistent with 

tradition at AFIT and academia as a whole. These potential differences in thresholds are 

considered between professors in Section 3.8. 

Of the nine class sections in the data, five were conducted in-residence. As the 

course was a four-credit course, students were present in lecture for four hours a week in 

each of the in-residence sections (with the exceptions of any holidays, COVID 

outbreaks/operational requirements, instructor temporary duty travel (TDY), conferences, 

etc.). 

The remaining four sections were completed via distance learning, with a mix of 

synchronous, asynchronous, and hybrid learning. Some sections had lectures pre-recorded 

that students were required to watch at a set pace. In other sections, students had to login 



43 

to watch the lectures live, as the instructor was presenting. And others had the option of 

accessing the lectures in real-time or accessing those same recorded lectures at another 

time convenient for the students.  

While the analysis of this type of data has yet to be completed, it is important for 

this research and for future work to consider as many of these differences as possible in an 

analysis to understand how these differences do or do not change student performance. 

When a wider range of sections, teaching styles, and classroom environments are 

considered and accounted for in an analysis, the impact of instructional technology use 

may depend less on instructor preference or bias, and more on the actual information 

comprehension and retention of the students. A summary of these attributes that were not 

anonymized is displayed in Table 1. 

 

3.5 Data Demographics 

 The data set is comprised of 13 potential predictor variables, and includes 

continuous data (Exam Grades, undergraduate GPAs, and GRE scores) and nominal and 

ordinal categorical data. These variables include information about the quarters themselves 

Professor In-Res/DL Homework Quizzes

Quarter 1 3 DL S N/A
Quarter 2 1 DL S N/A
Quarter 3 3 DL S N/A
Quarter 4 1 In-Res S N/A
Quarter 5 1 In-Res S N/A
Quarter 6 2 In-Res S Y
Quarter 7 1 In-Res S N/A
Quarter 8 3 In-Res S N/A
Quarter 9 2 DL S Y

Table 1: Syllabi Summary by Quarter

Key: S-Suggested: assigned but not collected or graded; 
solutions provided
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and demographic information from individual students. The 13 variables are: quarter 

(randomly and uniquely coded); instructor; in-residence/distance learning (IR/DL); 

whether quizzes were included; and each student’s department, age group, military 

affiliation, midterm 1 grade, midterm 2 grade, final exam grade, undergraduate GPA, GRE 

Quantitative Score, and GRE Verbal Score. The response variables are in the form of 

continuous final grades on a standard scale and letter grades (A-F and W), which was also 

translated to the 4.0 scale. There are 186 observations in this data set (N=186) and the 

description of the response and predictor variables are provided in Table 2 and Table 3. 

 

Indicator Variable Mean Median Min/Max Std. Dev. 25/75 Quartiles

Y1 Final Grade - Cont 86.4 90 21/105 11.59 82/94
X1 Midterm 1 89.73 92.5 36.67/102 10.18 85/97.2
X2 Midterm 2 82.57 88 20/103 17.4 75/94
X3 Final Exam 87.22 91 23.5/111 13.02 82.25/96.7
X4 Undergrad GPA 3.31 3.31 2.35/4.0 0.37 3.05/3.58
X5 GRE Quantitative 157.65 158 139/170 5.52 154/161
X6 GRE Verbal 155.72 155 140/170 6.02 152/160

Table 2: Descriptive Statistics of Continuous Response & Variables
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 Since this study is focused on how learning environments affect students, the 

demographics for the predictor variables is included contingent on the IR/DL status of the 

students. These statistics are found in Table 4 and Table 5, with the exception of 

Indicator Variable Response Freq Percent Mean

Y2 Final Grade - Letter A 72 38.71% 95.29
A- 36 19.35% 89.19
B+ 28 15.05% 83.93
B 30 16.13% 77.97
B- 5 2.69% 69.2
C+ 3 1.61% 70
C 3 1.61% 54.33
D 3 1.61% 57.33
F 2 1.08% 36
W 4 2.15%

X7 IR/DL 0 (IR) 93 50.00% 84.5
1 (DL) 93 50.00% 88.33

X8 Professor A 72 38.71% 79.66
B 42 22.58% 90.44
C 72 28.71% 90.7

X9 Quarter 1 25 13.44% 88.17
2 12 6.45% 74.91
3 23 12.37% 93.7
4 21 11.29% 82.05
5 23 12.37% 82.87
6 9 4.84% 94.78
7 16 8.60% 75.31
8 24 12.90% 90.38
9 33 17.74% 89.22

X10 Department ENG 19 10.22% 83.72
ENO 16 8.60% 81.87
ENP 5 2.69% 95.2
ENS 60 32.23% 85.76
ENV 2 1.08% 73.5
ENY 84 45.16% 88

X11 Age 20-29 142 79.33% 87.59
30-39 27 15.08% 83.81
40+ 10 5.59% 79.43

X12 Military Affiliation 0 (Mil) 149 80.11% 86.14
1 (Civ) 37 19.89% 87.53

X13 Quizzes Included 0 (No) 144 77.42% 85.22
1 (Yes) 42 22.58% 90.44

Table 3: Descriptive Statistics of Discrete Response & Variables
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X9: Quarter and X13: Quizzes Included since that information was presented in Table 1. 

Table 4 presents the continuous variables and the mean of each in relation to the IR/DL 

status. Table 5 presents the categorical variables with the frequency of each group in 

relation to the IR/DL status, along with the percentage of that frequency within the 

variable’s specific group. 

 

Indicator Variable Course Status Mean
IR 84.5
DL 88.33
IR 88.15
DL 91.35
IR 75.8
DL 89.57
IR 85.87
DL 88.63
IR 3.28
DL 3.33
IR 157.84
DL 157.35
IR 156.24
DL 154.9

Table 4: Continuous Variable Break-out Contingent 
on X7: IR/DL

Y1 Final Grade - Cont

X1 Midterm 1

X3 Final Exam

X2 Midterm 2

X6 GRE Verbal

X5 GRE Quantitative

X4 Undergrad GPA
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Using the demographics for this data, a comparison can be made with overall AFIT 

demographic statistics. These comparisons are done utilizing the Fall 2021 Fact Book and 

Application Requirements from the AFIT-EN Office of Admissions (AFIT / Office of 

Admissions / Air and Space Force, n.d.; Fall 2021 Fact Book, 2022). This will show how 

representative of a sample this class is of the general AFIT population. Based on the 

demographic information received in this data set, military affiliation, department, and 

program/degree type are compared in Table 6. 

Indicator Variable Response Course Status Freq Percent
X8 Professor IR 60 83.33%

DL 12 16.67%
IR 9 21.43%
DL 33 78.57%
IR 24 33.33%
DL 48 66.67%

X10 Department IR 15 78.95%
DL 4 21.05%
IR 9 56.25%
DL 7 43.75%
IR 2 40.00%
DL 3 60.00%
IR 13 32.23%
DL 47 95.92%
IR 2 100.00%
DL 0 0.00%
IR 52 61.90%
DL 32 38.10%

X11 Age IR 67 47.18%
DL 75 52.82%
IR 16 59.26%
DL 11 40.74%
IR 3 30.00%
DL 7 70.00%

X12 Military Affiliation IR 73 48.99%
DL 76 51.01%
IR 20 54.05%
DL 17 45.95%

Table 5: Discrete Variable Break-out Contingent on X7: IR/DL

A

B

1 (Civ)

C

ENG

ENO

ENP

ENS

ENV

ENY

20-29

30-39

40+

0 (Mil)
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For the study and analysis of the data set in this chapter, a Type I Error or α-level 

of 0.05 was chosen based on a large original sample size (186 observations) and the social 

sciences, human factors and educational aspects. In choosing the α-level based on these 

factors specific to this study, statistical inferences should be improved and the efficiency 

and informativeness of the research may increase (Maier & Lakens, 2022). Pearson Chi-

Squared (𝜒𝜒2) tests were conducted to determine significant differences between the 

frequencies of this study and overall AFIT-EN within each group. The 𝜒𝜒2 test for Military 

Affiliation resulted in a p-value of 0.0146, indicating there is a significant statistical 

difference between this study and AFIT-EN. A visual comparison shows there some 

differences in department, which may be attributed to specific program requirements and 

course prerequisites. In fact, the 𝜒𝜒2 test for Department confirmed these visual differences 

with a p-value result of <0.0001. Lastly, there are also some differences in program/degree 

type that can be seen visually but can be attributed to the fact that this is an introductory 

course, and therefore not many PhD students would need or want to take the course. The 

Overall AFIT Study
Military Affiliation

Military 72.07% 80.11%
Civilian 27.93% 19.89%

Department
ENC 1.58% 0%
ENG 15.10% 10.22%
ENO 2.16% 8.60%
ENP 16.85% 2.69%
ENS 28.13% 32.23%
ENV 23.65% 1.08%
ENY 12.53% 45.16%

Program
Certificate 33.95% 25.81%

Masters 53.32% 62.90%
PhD 10.78% 2.15%

Non-Degree 1.95% 9.14%

Table 6: Demographic Information Comparison A
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𝜒𝜒2 test for Program again resulted in a p-value of <0.0001, indicating there is a significant 

statistical difference in the probability of a student’s program or degree type between this 

study and the overall AFIT-EN population. Based on the Pearson Chi-Squared tests 

conducted, the final conclusion is that based on the demographic information in Table 6 

for Military Affiliation, Department, and Program, there are significant differences in the 

population sample of this study and the overall AFIT-EN population. However, because 

the data for this study came from one specific class within one department, these 

differences are to be expected as this is an introductory-level class, several departments 

have this class listed as a program requirement and this class is listed as a prerequisite for 

other classes. These differences may limit the applicability of the results presented here to 

AFIT-EN courses similar to this introductory course (compared to courses at large), and 

indicates an area for future research. 

Further comparisons between the overall AFIT-EN population and the 

demographics for this study are provided in Table 7.  

 

While this study does not seem to be a good representative of the average class size of all 

AFIT-EN classes, it is very close to the average class size for ENC, the Department of 

Mathematics and Statistics where the course is taught. Standard deviations would assist in 

Overall AFIT Study
Average Class Size 14.8 20.7
Average Class Size - ENC 18.8 20.7
Undergrad GPA* 3.00 2.35/3.31
GRE Verbal* 153 (500) 140/155.72
GRE Quantitative* 148 (600) 139/157.65

Key: * - stated minimums for AFIT-EN enrollment 
(requirements vary); minimums/means provided for this 

study

Table 7: Demographic Information Comparison B
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further ascertaining the magnitude of this difference, but this information was not available; 

therefore, a qualitative assessment of the results is provided. For example, the difference 

of 1.9 in class size can once again be attributed to more students enrolling in introductory 

classes rather than higher doctorate-level classes. The undergrad GPA, GRE Verbal, and 

GRE Quantitative requirements were provided by the AFIT-EN Office of Admissions: “the 

requirements vary, but generally speaking, a grade point average (GPA) of 3.0 on a 4.0 

point scale is needed…, as well as either a Graduate Record Examination (GRE) score of 

153 (500) verbal/ 148 (600) quantitative…” (AFIT / Office of Admissions / Air and Space 

Force, n.d.). From this wording, it can be deduced that while those are the stated 

requirements, they are neither the bare minimums for acceptance into AFIT nor the 

averages for those accepted. The 25% quartiles provided in Table 2 for this study may be 

more accurate for comparisons. Overall, the conclusion is made that this data set is a 

representative sample of the overall AFIT population and further analysis and conclusions 

based on this data can be made for AFIT-EN as a whole. 

 Lastly, a more thorough analysis on the continuous final grade (Y1) is conducted. 

Figure 4 shows the distribution of Y1 as a histogram and graphed on a normal quantile plot. 

The response does not seem to follow the normal distribution and a Shapiro-Wilk test 

rejects the null hypothesis that the data is from the normal distribution (p-value < 0.0001) 

Furthermore, the data does not follow any other common distributions (lognormal, 

Weibull, gamma, beta, etc.). Additionally, the graph in Figure 4 indicates there may be 

issues with at least one outlier, and some tests indicate there may be two – the two lowest 

final grades. Although modeling may explain and eliminate these issues, a combination of 
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Figure 4: Normal Quantile Plot of Y1: Final Grade – Continuous I 

parametric and nonparametric approaches will be utilized for statistical analysis in this data 

set, depending on the subset of data utilized for each test.  

 

3.6 Withdrawals and Missing Data 

 Before analyzing the data collected, it is imperative to understand the missing 

information within the data. First, there were four students who were annotated as student 

withdrawals, meaning at some point the student decided to drop the class. These four 

students were not included in the analysis for two reasons. First, there was no way to tell 

when the students dropped, and therefore no way to tell if all students who were enrolled 

and decided to withdraw were included in the data set (that is, including students who may 

have dropped the class before the add/drop period ended). Second, there was no way to tell 

why these students withdrew from the class. It could be because they were struggling with 

the information, found they didn’t have the time to dedicate to the class, had personal 

matters to contend with, etc. Regardless of the reason, a systematic assumption can be 

made that the students didn’t drop based on the differences between each class (e.g., 

professor, fall or spring quarter, etc.).  
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 Like many studies, missing data is also a potential cause for concern. While there 

were no missing grades or missing information from the courses themselves, some of the 

student demographic information was absent. This could have been for a few reasons: the 

student may not have been able to be identified due to a common name or wasn’t in the 

electronic system. Also, as mentioned in Chapter I, AFIT was included in the schools that 

temporarily suspended the requirement for GRE scores during the COVID-19 pandemic. 

This is likely the cause for most of the missing GRE scores in this data set. Once again, a 

systematic assumption can be made that this missing data is random and does not have to 

do with how well a student performed academically in the class. Missing data was present 

in 47.85% of the observations; with some overlapping observations, 18.82% of GPA scores 

and 33.87% of both GRE Verbal and GRE Quantitative scores were missing. Imputing the 

missing data field was explored but with the percentage missing, any analysis and 

conclusions could only be used for hypothesis testing (Dong & Peng, 2013; Madley-Dowd 

and others, 2019). For this reason, any observations with missing data were omitted when 

handling those variables. Since the data is believed to be missing at random, this choice 

will not change the population about which inference can be made. A summary of the 

missing observations and final sample sizes is provided in Table 8.  

 

 

Variable Initial n Missing Final n
Age Group 186 7 179

Undergrad GPA 186 35 151
GRE Quantitative 

Score
186 63 123

GRE Verbal Score 186 63 123
Model Building 186 90 96

Table 8: Observations & Sample Sizes
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3.7 Multivariate Correlations  

 Next, we consider the correlations amongst the response and predictor variables 

and within the predictor variables to understand which interactions might be most 

significant. The only notable correlations were found between the Final Grade – 

Continuous (Y1) and Midterm 2 (X2) and Final Exam (X3) with correlations of 0.8395 and 

0.9005, respectively. This is to be expected since the exam grades are percentages of the 

final grade, but it is interesting to note that Midterm 1 (X1) does not have the same degree 

of correlation (0.5885). One possible reason for this difference in correlation could be that 

students didn’t know the expectation for the class and exams and therefore didn’t know 

how to prepare for the exams until after the first midterm was conducted. Students then 

either decided to drop the course altogether or to put in extra work as a consequence of 

receiving a low midterm grade to ensure their subsequent test grades and final grade were 

satisfactory. The next highest correlation was between Quarter (X6) and Quizzes Included 

(X14) with a correlation of 0.6102, which indicates there is very low to no correlation 

between independent variables. Since there were only two quarters that had quizzes, and 

no students in other quarters had quizzes, this degree of correlation between the two 

variables is also to be expected. There were no other correlations for variables outside of 

the exam grades with absolute values higher than 0.4, and therefore are not deemed 

significant to highlight or include in further analysis. The scatterplot matrix in Appendix 

B displays most of the main factors, including the response, plotted against each other. 



54 

3.8 Factor Level Analysis 

 Subsequently, a thorough analysis is conducted on how the groupings within each 

categorical variable relates to students’ final grades. Most of the testing in this section was 

conducted using a nonparametric approach since not all the samples and groups were 

normally distributed. A summary of the tests utilized and the results discussed in this 

section is displayed in Table 9.  

 

Figure 5 shows a box plot of the final grades in relation to in-residence and distance 

learning sections. The mean for the final grade in in-residence sections is 84.5, while the 

mean for the final grade in distance learning sections is 88.33 (as shown in Table 3 and the 

X’s within the box in Figure 5). While it is clear the distance learning average is higher 

than that of the in-residence, further testing must be completed to determine if the 

difference is statistically significant. Since the Levene variance tests concluded the 

variances are equal (p-value = 0.2025), a Kolmogorov-Smirnov test was used, which 

concluded the two populations were not from the same distribution (p-value = 0.0059). 

Since the Wilcoxon Rank Sum Test is nonparametric and distribution free, it is utilized to 

Response x Variable Type of Test Test P-value Result
Final Grade x X7: IR/DL Nonparametric Levene 0.2025 Equal variances

Nonparametric Kolmogorov Smirnov 0.0059 Not from same distribution

Nonparametric Wilcoxon Rank Sum 0.0040 Unequal means (DL higher 
than IR)

Final Grade x X8: Instructor Nonparametric Levene 0.0193 Unequal variances

Nonparametric Kruskal-Wallis < 0.0001 Unequal medians (A lower 
than B & C)

Final Grade x X10: Department Nonparametric Levene < 0.0001 Unequal variances
Nonparametric Kruskal-Wallis 0.0907 Equal medians 

Final Grade x X11: Age Nonparametric Conover Squared Rank 0.0608 Equal variances
Nonparametric Kruskal-Wallis 0.1853 Equal medians
Nonparametric Levene 0.7956 Equal variances
Nonparametric Kolmogorov Smirnov 0.9526 Same distribution
Nonparametric Wilcoxon Rank Sum 0.4383 Equal means

Table 9: Summary of Statistical Tests & Results I

Final Grade x X12: Military 
Affiliation
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Figure 5: Box Plot of Final Grade x IR/DL 

compare these two means, resulting in a p-value of 0.004. As this is less than our chosen 

significance level of α = 0.05, we reject the null hypothesis and conclude the mean of the 

distance learning sections is statistically higher than the in-residence sections.  

 

 

In Table 3, the final grade means of the nominal variables X8: Professor, 

X10: Department, X11: Age, and X12: Military Affiliation were also broken out based on the 

final continuous grade response. The same process used for comparing X7: IR/DL to the 

response will be utilized to consider how these four variables each affect the response, 

Y1: Final Grade – Continuous.  

Regarding X8, the Levene test for variance concluded all three instructors did not 

have the same variance in their final grades. However, a visual inspection displayed the 

distributions were similar enough to conduct the Kruskal-Wallis test. This test indicated at 

least one professor had final grades that were statistically significantly different than the 
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Figure 6: Frequency Plot of Y2: Final Grade – Letter by Instructor 

other two (p-value < 0.0001). Further review utilizing the pairwise Wilcoxon rank sum test 

with alpha adjustments showed instructor A had significantly lower mean scores than 

instructors B and C. Recall that Section 3.3 introduced potential differences in letter grades 

translations and thresholds. Figure 6 shows this difference in instructor grading in terms of 

Y2: Final Grade – Letter. Despite the idea that instructors may have different conversions 

from continuous grades to letter grades (thereby making the letter grades consistent across 

AFIT-EN as a whole), there still appears to be a significant disparity between the grades 

obtained from instructor A and instructors B and C.  
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Next, consider X10: Department and its impact on the Y1: Final Grade – Continuous. 

Variance testing indicated there was significant differences between the variances of the 

groups (Levene test with p-value < 0.0001).  Because of this, robust testing to account for 

unequal variances was utilized, which indicated there was no significant differences 

between the medians of the groups (Kruskal-Wallis with p-value = 0.0907). However, these 

conclusions may not be very robust as the sample sizes for two of the departments were 

very small, with ENV only having 2 observations and ENP only having 5 observations. 

Indeed, when utilizing the pairwise Wilcoxon rank sum test with alpha adjustments, the 

results indicated there was significant differences between ENP and both ENS and ENY.  

Furthermore, the Conover Squared Rank test demonstrated there was no significant 

difference in variances between X11: Age and Y1: Final Grade – Continuous 

(p-value = 0.0608). The Kruskal-Wallis test for medians also indicated there was no 

significant difference (p-value = 0.1853).  

Lastly, the relationship between X12: Military Affiliation and the response Y1: Final 

Grade – Continuous is evaluated. Here, there is once again only two groups in the variable 

and the Levene test indicated no significant difference with a p-value of 0.7956. Likewise, 

the Wilcoxon Rank Sum Test showed no significant difference in the means of the two 

groups (p-value = 0.4394). The Kolmogorov Smirnov test solidified the results of the 

previous two tests and demonstrated the two groups within military affiliation are from the 

same distribution with a p-value of 0.9526. 

All of the factor level analysis conducted signifies that model building may be 

successful, given that multiple variables were shown to significantly impact the response, 

Final Grade – Continuous.   
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3.9 Model Building and Selection 

 For model building, a parametric approach was considered and utilized. 

Additionally, as previously shown in Table 8 due to the missing data, there are 96 total 

observations for this process. A full model was developed using variables X4 through X13. 

Since the final grade is a direct calculation of the examination grades (and quiz grades for 

one class), these variables were not used for predictive modeling.  

 Two factors under consideration that require special consideration are 

quarter and instructor for this data set. Here, quarter is nested in instructor, since each 

quarter only has one instructor but each instructor taught during multiple quarters. A 

variable titled “Quarter (random)” was created that was explicitly nested in instructor by 

giving each quarter a unique random code of one through nine (1-9). By doing this, instead 

of leaving the quarters implicitly nested, we were able to avoid some linear dependencies 

and other issues with model building. 

Upon further testing, it was found that some variables and interaction terms had 

linear dependencies with each other; therefore, some of the variables were removed, based 

on which ones were least significant. The factor level analysis in the previous section also 

helped to determine which variables were least significant, leading to the removal of age 

and military affiliation.  

A mixed, step-wise approach was used along with sequential tests using the chosen 

α = 0.05 to determine which variables were statistically significant to produce the following 

reduced model: 

𝑌𝑌𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽4𝑋𝑋4𝑖𝑖 + 𝛽𝛽5𝑋𝑋5𝑖𝑖 + 𝛽𝛽6𝑋𝑋6𝑖𝑖 + 𝛽𝛽7𝑋𝑋7𝑖𝑖 + 𝛽𝛽8𝑋𝑋8𝑖𝑖 + 𝛽𝛽10𝑋𝑋10𝑖𝑖 + 𝛽𝛽46𝑋𝑋4𝑖𝑖𝑋𝑋6𝑖𝑖 + 𝜀𝜀𝑖𝑖 
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Where: 𝑌𝑌𝑖𝑖 = Final Grade – Continuous, 𝑋𝑋4= Undergraduate GPA, 𝑋𝑋5= GRE 

Quantitative Score, 𝑋𝑋6= GRE Verbal Score, 𝑋𝑋7= IR/DL Status, 𝑋𝑋8= 

Professor, and 𝑋𝑋10= Department.  

The effects coding for the nominal variables were as follows:  

𝑋𝑋7= {1 for IR (0), -1 for DL (1)} 

 𝑋𝑋8= {1 for A, -1 for B & C} 

𝑋𝑋10= {1 for ENS & ENG, -1 for ENY and ENP, 0 for all else} 

There were many interactions considered in the full model, but the interaction between 

Undergraduate GPA and GRE Verbal Score was the only one that presented significant 

evidence of having an influence in the reduced model. 

 Once the reduced model was created, the diagnostics to evaluate model 

assumptions were inspected. Normality and constant variance were absent; in attempts to 

address these violations, a Box-Cox transformation was conducted, resulting in 𝜆𝜆 = 4.65. 

The software utilized (JMP) employs the following formula to conduct a Box-Cox 

transformation (where 𝑦𝑦� indicates the geometric mean):  

𝑌𝑌𝜆𝜆 = �
𝑦𝑦𝜆𝜆 − 1
𝜆𝜆𝑦𝑦�𝜆𝜆−1  𝑖𝑖𝑖𝑖 𝜆𝜆 ≠ 0

𝑦𝑦� ln 𝑦𝑦  𝑖𝑖𝑖𝑖 𝜆𝜆 = 0
 

Upon implementing this transformation, there was no evidence of non-constant variance 

nor non-normality. However, the Durbin-Watson test identified that there was an issue with 

independence of the residuals (i.e., that autocorrelation existed) with a p-value of 0.0001. 

Because of this issue, further remedial measures were required. 

 Since this data set is comprised of individuals’ sensitive information and needed to 

be deidentified, the addition of a variable with time-ordered effects on the response (e.g., 
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a quarter variable that was ordered by time, instead of randomly ordered) was not a possible 

remedy. Therefore, the Cochrane-Orcutt procedure was utilized to fix the autocorrelation 

concern. First, an estimation of 𝜌𝜌 is accomplished by fitting a straight line through the 

origin of a model fitting the residuals 𝜀𝜀𝑡𝑡 to 𝜀𝜀𝑡𝑡−1; where 𝜀𝜀𝑡𝑡 and 𝜀𝜀𝑡𝑡−1 are the residuals from 

the model previously introduced after the Box-Cox transformation was applied in which 

𝑡𝑡 − 1 represents the ordered observation prior to the 𝑡𝑡𝑡𝑡ℎ observation. The slope of this 

straight line with the residuals and through the origin is then annotated as 𝜌𝜌�:  

𝜀𝜀𝑡𝑡 = (𝜀𝜀𝑡𝑡−1) 𝜌𝜌� 

In this study, it was found that 𝜌𝜌� = 0.3517042. The response and continuous variables are 

then transformed by applying the following equations: 𝑌𝑌′𝑡𝑡 = 𝑌𝑌𝑡𝑡 − 𝜌𝜌� 𝑌𝑌𝑡𝑡−1 (where 𝑌𝑌𝑡𝑡 and 

𝑌𝑌𝑡𝑡−1 are the transformed responses that resulted from the Box-Cox transformation) and 

𝑋𝑋′𝑖𝑖𝑖𝑖 = 𝑋𝑋𝑖𝑖𝑖𝑖 − 𝜌𝜌� 𝑋𝑋𝑖𝑖(𝑡𝑡−1). The new response and variables are then refit in the model, 

producing the new reduced model: 

𝑌𝑌′𝑖𝑖𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽4𝑋𝑋′4𝑖𝑖𝑖𝑖 + 𝛽𝛽5𝑋𝑋′5𝑖𝑖𝑖𝑖 + 𝛽𝛽6𝑋𝑋′6𝑖𝑖𝑖𝑖 + 𝛽𝛽7𝑋𝑋7𝑖𝑖 + 𝛽𝛽8𝑋𝑋8𝑖𝑖 + 𝛽𝛽10𝑋𝑋10𝑖𝑖 + 𝛽𝛽46𝑋𝑋′4𝑖𝑖𝑖𝑖𝑋𝑋′6𝑖𝑖𝑖𝑖 + 𝜀𝜀𝑖𝑖  

Upon completion of this procedure, the Durbin Watson test was recalculated and the new 

p-value for the test was 0.2244, confirming there is no serial correlation in the new reduced 

model.  

 Since a new model was selected, the rest of the model assumptions must be re-

confirmed, or remedied if they are found lacking. Normality of the residuals was checked 

with a normal quantile plot (Figure 7) and a Shapiro-Wilk Test confirms this assumption 

with a p-value of 0.8782. A plot of the residuals against the predicted values for Y, found 

in Figure 8, confirms this model has constant variance. This plot also confirms 
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Figure 7: Normal Quantile Plot of Residuals I 

Figure 8: Plot of Y’t Predicted x Y’t Residual I 

non-linearity is not an issue. Lastly, along with the aforementioned figures, the studentized 

residuals and the Cook’s Distance estimate confirm there are no observations which may 

be deemed as outliers. All of these conclusions validate the appropriateness of this model. 

 

 

 

 

 Next a look at the parameter estimates, summary of fit, and analysis of variance of 

this model is completed to understand the predictiveness of the model. After both 

transformations, the parameter estimates and details are found in Table 10.  
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All p-values are under the chosen alpha-level of 0.05 with the exception of two. The 

Cochrane-Orcutt (CO) GRE Verbal was kept in the model since the interaction between 

the GPA and GRE Verbal was found to be highly significant. To understand this interaction 

term in the model, an interaction plot was created and is displayed in Figure 9. While it is 

difficult to interpret the actual numbers in the plot since they are from a twice-transformed 

space, the relationship between the variables and the response can be interpreted. For 

example, consider what happens in the lower left quadrant where CO GPA is the X-axis 

and CO Y is the Y-axis. The blue line indicates a high CO GRE Verbal value of 114.54 

and has a positive relationship between GPA and the response. Conversely, the red line 

indicates a low CO GRE Verbal value of 83.211 and has a negative relationship between 

GPA and the response. Therefore, a high GPA does not necessarily correlate with a high 

final grade (CO Y); a high GRE Verbal score is also desired. The upper right quadrant 

demonstrations the same relationship with CO GRE Verbal on the X-axis and a high and 

low value of CO GPA indicated by the blue and red lines, respectively. By including the 

interaction term between undergraduate GPA and GRE Verbal in the model, we can 

capture relationships that change based on the value of another variable (Frost, 2017b). 

Term Estimate Standard Error t Ratio Prob > │t│
Intercept -29.4413 12.48471 -2.36 0.0206
Dept{ENS&ENG-ENY&ENP} -1.402975 0.693965 -2.02 0.0463
Instructor{A-C&B} -4.223522 0.790085 -5.35 < .0001
CO GPA 6.5463727 1.867008 3.51 0.0007
CO GRE Q 0.3972802 0.115946 3.43 0.0009
CO GRE V -0.129087 0.104703 -1.23 0.2209
(CO GPA-2.13402)*(CO GRE V-100.858) 1.2043175 0.262405 4.59 < .0001
IR/DL[0] 1.3892468 0.714452 1.94 0.0551

Table 10: Parameter Estimates I
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Figure 9: Interaction Plot of CO GPA*CO GRE Verbal 
 

 

Additionally, the In-Residence/Distance Learning variable is the other variable that had a 

p-value higher than 0.05; this variable was kept in the model since it is the focus of this 

study. While it was found to be significant after the Box Cox transformation, the changes 

wrought after the Cochrane-Orcutt procedure deemed the variable not statistically 

significant to the response. Furthermore, the effect sizes for the parameters are provided in 

Table 11. 

 

The summary of fit and analysis of variance details are found in Figures 10 and 11. 

The coefficient of determination (R-squared), which is a statistical measure that indicates 

how much variation in the response (Y) is explained by the dependent variables in the 

Term DF Sum of 
Squares

F Ratio Prob > F η2 η2
partial ω2 Cohen's d

Dept{ENS&ENG-ENY&ENP} 1 152.8601 4.0872 0.0463 0.0222 0.04487 0.01668 0.064
Instructor{A-C&B} 1 1068.737 28.576 <.0001 0.15522 0.24725 0.14898 0
CO GPA 1 459.8101 12.2945 0.0007 0.06678 0.12382 0.06102 0.002
CO GRE Q 1 439.087 11.7404 0.0009 0.06377 0.1189 0.05802 0.002
CO GRE V 1 56.8478 1.52 0.2209 0.00826 0.01717 0.00281 0.221
CO GPA*CO GRE V 1 787.7842 21.0639 <.0001 0.11441 0.19492 0.10839 0
IR/DL 1 141.4108 3.7811 0.0551 0.02054 0.04165 0.01502 0.064

Table 11: Model Effect Sizes
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Figure 10: Summary of Fit I 

Figure 11: Analysis of Variance I 

model, is provided in Figure 10. An adjusted R-squared value of 0.4894 makes this model 

on par with industry expectations for a study pertaining to human factors and human 

behavior, which tend to have R-squared values less than 0.5 (Ballard, 2019; Frost, 2017a). 

The overall F Ratio and Prob > F (p-value) from Figure 11 are further evidence of the 

significance of this model as a whole. Finally, due to random missing data and the loss of 

the first observation from the Cochrane-Orcutt procedure, this model utilized 95 of the 

original 186 observations. It is possible that had all 186 observations been included, model 

building may have had a different outcome.  

 

 

 

 

3.10 Inferences 

 The principal purpose of model building is to use the capacity and capability of the 

model to make predictions and inferences on the data. For this study, various factor levels 

were input into the model to determine the prediction intervals of potential students’ final 

grades. These inputs and prediction intervals are displayed in Table 12.  
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Each prediction interval was calculated in the transformed space and calculations were 

completed to return the interval to the original space of the response – a final continuous 

grade on a standard scale. A variety of data attributes were chosen to display the variations 

in the model and to indicate how the response changes with the changing variables. While 

some of the prediction intervals presented do span a wide range of grades that is considered 

by AFIT standards as passing and failing, this is to be expected due to the model’s 

R-squared, the parameters’ standard errors, and the human factors field of study. Additional 

variables that were not provided in this study may increase the predictive capabilities of a 

model, which is further discussed in Chapter V.  

Despite the factor level analysis from Section 3.8 concluding distance learning 

students performed better than in-residence students, the model and prediction intervals 

when using the reduced data set and considering other variables, such as instructors, 

illustrate in-residence students slightly out-performed distance learning. However, the 

parameter estimate and p-value found in Table 10 indicated this difference in classroom 

environments was not statistically significant.  

Dept
Undergrad 

GPA
GRE 

Quantitative
GRE 

Verbal Instructor IR/DL Y'_tp C-O 95% PI B-C 95% PI Original 95% PI

ENY 3.31 158 155 C IR 20.7002 [8.2376, 33.1629] [8.8834, 33.8087] [72.9868, 97.2908]
ENY 3.31 158 155 C DL 17.9218 [5.5135, 30.32998] [6.1593, 30.9758] [67.4591, 95.477]
ENO 3 165 140 A IR 16.2673 [3.205, 29.3297] [3.8507, 29.9755] [58.6175, 94.8053]
ENO 3 165 140 A DL 13.4889 [0.2184, 26.7593] [0.8642, 27.4051] [44.2198, 92.995]
ENS 3.6 150 160 B IR 18.6108 [5.8495,31.3721] [6.4953, 32.0179] [68.234, 96.1588]
ENS 3.6 150 160 B DL 15.8323 [3.1158, 28.5489] [9.6111, 29.1947] [74.2331, 94.2687]
ENO 2.7 143 140 A IR 9.2111 [-3.8305, 22.2526] [-3.3413, 22.7418] [60.9088, 89.3386]
ENO 2.7 143 140 A DL 6.4326 [-6.8108, 19.6759] [-6.3216, 20.1651] [67.8374, 87.0579]
ENP 3.95 170 162 B IR 38.4138 [24.8968, 51.9308] [25.386, 52.42] [91.477, 106.9136]
ENP 3.95 170 162 B DL 35.6353 [22.1847, 49.086] [22.6739, 49.5752] [89.2812, 105.6384]

Table 12: Sample Prediction Intervals
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3.11 Conclusion 

In considering the final model and the effects, the conclusion may be made that 

whether a student is enrolled in the in-residence or distance learning section of this 

mathematics course does not have a significant impact on a student’s performance, as 

exhibited by final grade. The following chapter describes and evaluates the second half of 

the data set from an experimental study conducted on the same introductory mathematics 

course. 
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IV.  Experimental Results and Analysis 

4.1 Chapter Overview  

 This chapter presents an experimental study that was conducted on the same four-

credit, graduate-level, introductory mathematics course as the previous chapter’s data set. 

The background and setup of the study, along with the key elements of this course, are 

detailed, followed by an in-depth analysis of the data collected. Finally, conclusions are 

made in regard to this experimental data and compared to the data from Chapter III. 

4.2 Background 

 The second data set of this study, which is analyzed in this chapter, is the result of 

an experimental study that was designed in collaboration with the professor of the class, 

who is a different professor than the three professors from the first data set. This distinction 

ensures the first data set and second data set are reasonably independent of each other. 

There are two sections of the class that were included, one in-residence and one distance 

learning.  

As previously mentioned, experimental studies that deal with education and student 

performance are not common. Certain factors of the class utilized in this study were able 

to be manipulated, which are detailed in the following section, potentially making the 

associations and conclusions from this data set to be stronger than the first data set. 

However, there was one significant aspect of the class that was not able to be controlled: 

students were not able to be randomized in each section. Students chose whether to enroll 

in the in-person or distance-learning course. This was the case for all but one of the studies 
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in Chapter II: the experimental study conducted by Kofoed and others randomized the 

students in each section of the course (2021). 

In addition to obtaining IRB Exemption approval, on the first day of class, the 

professor announced to the students that the class would be a part of an experimental study 

in which their demographic data and grades would be collected and utilized. This 

information was also included in the class syllabus. If they wished not to participate, they 

could disclose their decision to the professor and their information would not be included 

in any portion of the study; however, all students decided to participate. As with the data 

from the previous chapter, all the data was deidentified prior to the author receiving it. To 

maximize student participation, no names were provided by the professor, and therefore 

couldn’t be given to Institutional Research to collect additional demographic data (such as 

the undergraduate GPA, GRE scores, and age that were included in the first data set). 

Additionally, once the study and key elements of the class were designed, there was no 

correspondence between the professor and author to ensure objective results.  

4.3 Key Elements 

 There are four key elements in these two course sections that were included to 

understand the impact of using technology on student performance. These four elements 

were suggested to better control for other variables (besides in-residence and distance 

learning) that were believed to increase student performance, found both in the studies from 

the literature review and in the preliminary analysis of the first data set course sections in 

this study. As such, these four elements have been incorporated into both course sections 
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to explore their impact on student performance through a more direct comparison than in 

Chapter III.  

1. Practice quizzes. Students were given access to online practice quizzes that 

were designed to aid in students’ understanding and prepare them for the 

examinations. These practice quizzes were not formally graded and solutions to 

each quiz were provided. Likewise, practice homework problems were 

provided, and also not collected or graded.  

2. Exam format. All students were given all exams in the format they had for class. 

This means in-residence students took all midterms and the final in-person, all 

at the same time. The distance learning students took the same midterms and 

final as their in-residence counterparts, on the same day. Students were 

provided the same amount of time to complete exams regardless of which 

section (in-residence or distance learning) they were enrolled in. However, 

distance learning students chose their desired start time individually since there 

were students in different time zones and with different work schedules. For 

these students, the professor emailed the exam to the individual at their desired 

start time. To enforce the allotted time limit, students were required to email 

their exam responses back when their time was up and were told that one point 

would be deducted for every five minutes that the students were late. However, 

all distance learning students abided by the time limit and no deductions had to 

be enforced. 

a. To make this set-up as unbiased as possible, since the distance-learning 

students were not proctored during their exams, the exams were 
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completely open book and open notes. Tests and problems were 

designed and crafted to discourage memorization or cheating via 

interactive resources or software applications such as calculators, 

MATLAB, or Python, which was prohibited. 

3. Access to pre-recorded lectures. Lectures were previously recorded and made 

available to all students to access at their leisure and rewatch at any time. For 

the in-person section, students were encouraged to watch specific pre-recorded 

lectures before each class. If this occurred, then the allotted class time could 

then be used for reviewing information, discussing difficult concepts, and 

answering student questions. For the distance learning section, students were 

able to choose whichever lectures they preferred: in-person and/or synchronous 

virtual and/or asynchronous. They were welcome to attend the in-person lecture 

if they were physically able, watch the asynchronous pre-recorded lectures, or 

schedule a time to have a synchronous virtual lecture. Any synchronous virtual 

lectures that were held were recorded and provided to students of both sections. 

4. Student chat page. An online chat page was provided to all students to discuss 

lectures, homework, or any questions pertaining to the class. This gave students 

an autonomous space without the fear, anxiety, or lack of time availability 

concerns some students may have in asking the professor the same questions. It 

also boosted study group participation on the practice homework problems. 



71 

4.4 Data Demographics 

 This data set includes six variables: department, military affiliation, in-residence 

/distance learning (IR/DL), midterm 1 grade, midterm 2 grade, and final exam grade. The 

response variable is in the form of a continuous grade and a letter grade. There are 46 

students (N = 46) total in this data set, three of whom withdrew from the class part way 

through the quarter. Again, students that withdrew from the class were not included in the 

analysis and descriptive statistics of the final grade to remain consistent with the approach 

in Chapter III. However, unlike from the first data set, we know from the instructor when 

and why these three students withdrew from the class. After receiving their second midterm 

score and being informed they were on track for a final letter grade lower than a B, they 

decided to withdraw. It is noteworthy that all three students were in the DL section, 

although there were several other students in both sections in the same situation who 

decided to work harder in the remainder of the quarter and managed to turn their grades 

around. The details of this data set are provided in Table 13. 
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 Next, a more in-depth analysis of the response Y1, Final Grade – Continuous, is 

conducted. Figure 12 shows the distribution of Y1 as a histogram and graphed on a normal 

quantile plot. The response seems to follow the normal distribution fairly well, and a 

Shapiro-Wilk test confirms this with a p-value of 0.3950, which is larger than the chosen 

α = 0.05. Additionally, the normal quantile plot along with the graph in Figure 13, indicate 

there are no potential outliers in this data set. For these reasons, a parametric approach will 

be used for statistical analysis in this data set. 

Indicator Variable Mean Median Min/Max Std. Dev.
25/75 

Quartiles
Y1 Final Grade - Cont 86.58 88 69/100 7.63 82/92
X1 Midterm 1 89.42 90 56.67/100 8.44 86.67/96.67
X2 Midterm 2 77.17 76.67 36.67/100 14.62 70/87.5
X3 Final Exam 89.24 92.5 55/100 14.42 78.75/92

Indicator Variable Response Freq Percent
Mean 

Response

Y2
Final Grade - 

Letter
A 12 26.09% 95.25

A- 10 21.74% 89
B+ 12 26.09% 84.58
B 9 19.57% 75
W 3 6.52%

X4 IR/DL 0 (IR) 30 65.22% 87.4
1 (DL) 16 34.78% 84.69

X5 Military Affiliation 0 (Mil) 41 89.13% 86.82
1 (Civ) 5 10.87% 84.8

X6 Department ENG 6 13.04%
ENO 1 2.17%
ENS 29 63.04%
ENY 10 21.74%

Table 13: Descriptive Statistics of Response & Variables
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Figure 12: Normal Quantile Plot of Y1: Final Grade – Continuous II 

Figure 13: Plot of Y1: Final Grade – Continuous 

 

 

 

 

4.5 Factor Level Analysis 

 Before modeling this data set, analysis and comparisons between the response and 

individual variables are completed. First, consider the relationship between Final Grade – 

Continuous and IR/DL course status. Figure 14 shows the Final Grade with IR/DL status 

color coded.  
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Figure 14: Box Plot of Y1: Final Grade – Continuous x IR/DL 
 

 

From Table 13, the Final Grade – Continuous means for the IR/DL sections were 87.4 and 

84.69, respectively. However, the independent t-test showed there was no significant 

difference between the two groups (p-value = 0.298). This mirrors the final conclusions in 

Chapter III, after modeling was conducted. Shapiro-Wilk tests for Y1, conditioned on IR 

and DL sections, confirmed both groups generally followed a normal distribution, with p-

values of 0.3804 and 0.7105, respectively. Furthermore, variance testing using the two-

sided F-test confirmed there was not a significant difference in variances for the two groups 

(p-value = 0.9043). The difference in Y2: Final Grade – Letter when taking the in-residence 

section compared to the distance learning section is displayed in Figure 15, and also 

indicates there is not a noteworthy difference when the continuous final grades are 

converted to letter grades. Pearson Chi-Squared testing solidified the visual interpretation 

that there is no significant difference in final letter grades based on in-residence and 

distance-learning status with a p-value of 0.7593. 
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Figure 15: Frequency Plot of Y2: Final Grade – Letter by Course Status 
 

 

All of these tests lead to the conclusion that for this particular class and experimental study, 

there was no significant difference in student performance, as gauged by their final 

continuous grade, between students enrolled in the in-residence section and the distance 

learning section. 

 The same analysis was conducted between Y1 and X5, Military Affiliation. Once 

again, the independent t-test and two-sided F-test infer there is no significant statistical 

difference in final grades whether a student was military or civilian (p-values of 0.4778 

and 0.446, respectively). This, again, matched the conclusions from the first data set in 

Chapter III regarding final continuous grades and military affiliation. 

 Lastly, the relationship between Y1 and X6, Department, was evaluated. Since there 

were four groups in X6, Welch’s ANOVA (Analysis of Variance) and student’s t tests were 

conducted. Similar to the previous two results, the results showed there was no significant 

statistical difference for final grades in variances (O’Brien test p-value = 0.7394) nor means 

(Welch’s ANOVA test p-value = 0.5108), regardless of which department the student 
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belonged to. This conclusion also matched the results from Chapter III, where there were 

no significant differences in the variances between departments in the initial testing. 

 Once again, a summary of the tests and the results annotated in this section are 

displayed in Table 14. The next section discusses the modeling of this data set.  

 

4.6 Modeling 

 In considering the previous factor level analysis, one might expect modeling for 

this data set, with the given variables, to be futile. Indeed, the prediction power of any 

model created was inadequate in all factors provided. Initial model building indicated there 

were linear dependencies between X6: Department and both X4: IR/DL and X5: Military 

Affiliation, so both of those interactions were removed from the model. The full model is 

shown below: 

𝑌𝑌𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽4𝑋𝑋4𝑖𝑖 + 𝛽𝛽5𝑋𝑋5𝑖𝑖 + 𝛽𝛽6𝑋𝑋6𝑖𝑖 + 𝛽𝛽45𝑋𝑋4𝑖𝑖𝑋𝑋5𝑖𝑖 + 𝜀𝜀𝑖𝑖 

Where: 𝑌𝑌𝑖𝑖 = Final Grade – Continuous, 𝑋𝑋4= IR/DL Status, 𝑋𝑋5= Military Affiliation, 

and 𝑋𝑋6= Department. 

However, attempts to create a reduced model with sequential tests using the chosen α = 

0.05 to determine which variables were statistically significant, were not successful since 

all the p-values for the variables were above the alpha-level. For this reason, further 

Response x Variable Type of Test Test P-value Result
Final Grade x X4: IR/DL Parametric F-test 2-sided 0.9043 Equal variances

Parametric Independent t-test 0.2980 Equal means
Parametric F-test 2-sided 0.4460 Equal variances
Parametric Independent t-test 0.4778 Equal means

Final Grade x X6: Department Parametric O'Brien 0.7394 Equal variances
Parametric Welch's ANOVA 0.5108 Equal means

Table 14: Summary of Statistical Tests & Results II

Final Grade x X5: Military 
Affiliation
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Figure 16: Normal Quantile Plot of Residuals II 

analysis employed the full model. The residuals in this full model did follow a normal 

distribution and a Shapiro-Wilk test produced a p-value of 0.1118. However, issues were 

seen with independence of the residuals. Similar to the model building in Chapter III, a 

Cochrane Orcutt procedure was employed to fix the autocorrelation where 𝜌𝜌� =

0.3483997. The response is transformed and the new response and variables are then refit 

in the model. However, upon completion of this procedure, an issue with the normality of 

the residuals is discovered. For this reason, a Box-Cox transformation (also seen in Chapter 

III) with 𝜆𝜆 = −0.017 is conducted. The residuals in this transformed space are seen in 

Figure 16 and a Shapiro-Wilk test confirms the normality assumption for this model (p-

value = 0.0856).  

 

 

The remainder of the model assumptions are rechecked, and no issues are found. 

The Durbin-Watson test for autocorrelation produces a p-value of 0.1543, confirming there 

is no serial correlation in the full model. A plot of the residuals against the predicted values 
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Figure 17: Plot of Y’t Predicted x Y’t Residual II 

for Y, found in Figure 17, confirms this model has constant variance. This plot also 

confirms non-linearity is not a significant concern.  

 

 

Finally, along with the aforementioned figures, the studentized residuals and the Cook’s 

Distance estimate confirm there are no observations which may be deemed as outliers. 

Although these conclusions validate the assumptions of linear regression, consider the 

Parameter Estimates for this model in Table 15, with all p-values well above 0.05. 

 

Furthermore, the Summary of Fit and Analysis of Variance details seen in Figures 

18 and 19, respectively, indicate the lack of fit and insignificance of this model as a whole. 

Specifically, the R-squared value of 0.0291 with an adjusted R-squared of -0.1373 and 

Prob > F (p-value) = 0.9819 demonstrate this model is not useful in predicting students’ 

final grades. There are a few reasons that may have led to modeling being unsuccessful. 

Term Estimate Standard Error t Ratio Prob > │t│
Intercept 232.9951 2.558993 91.05 < .0001
Department [ENG] -0.1393 3.919616 -0.04 0.9719
Department [ENO] 3.812217 8.215465 0.46 0.6455
Department [ENS] -1.70448 3.028106 -0.56 0.5771
Mil Affil [Civilian] -0.69161 2.479064 -0.28 0.7819
IR/DL [DL] 0.411959 2.54305 0.16 0.8722
Mil Affil [Civilian]*IR/DL [DL] 1.298886 2.586122 0.5 0.6186

Table 15: Parameter Estimates II



79 

Figure 18: Summary of Fit II 

Figure 19: Analysis of Variance II 

 

 

 

 First, the sample size of 46 observations is relatively small for the modeling 

process. This is particularly apparent since some of the groups in the variables have 

frequencies of ten or less. While the required minimum sample size for each group when 

conducting comparisons varies between studies and between statisticians, it is common 

knowledge that the larger the sample size, the more accurate the tests and analysis.    

Also, it is likely there were other variables, potentially those that were included in 

the first data set from Chapter III, that would have been more influential on a student’s 

final grade. The variables that captured previous academic aptitude – undergraduate GPA, 

GRE Quantitative scores, and the relationship between GPA and GRE Verbal scores – 

proved to be highly influential on a student’s final course grade in Chapter III. Additional 

variables such as current graduate GPA or math refresher scores may also have been useful 

in developing a model. 

Lastly, this class was rigorously and methodically constructed such that there would 

be as little differences and biases between the in-residence and distance learning sections 

as possible. The experimental nature of this study hoped to confirm that when potential 
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biases are controlled, there should not be any significant difference between learning 

environments – even when also considering the student’s department and military 

affiliation.  

4.7 Conclusions 

Experimental studies in education are less common than observational studies, as 

evidenced in the studies covered in Chapter II. Researchers and professors are less willing 

to manipulate the environment when student performance is the main analysis. For this 

reason, the study covered in this chapter is a novel addition to the field, with a precise and 

unbiased manipulation of a course setting that has shown learning environments do not 

impact student performance when the key elements discussed above are incorporated into 

a class. This is in consensus with the results and conclusions of Chapter III, where testing 

with additional variables and modeling proved distance learning students performed 

similarly to in-residence students when considering final continuous grades. The following 

chapter will review the conclusions from the whole study and present the implications of 

those conclusions.  
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V.  Conclusions and Recommendations 

5.1 Chapter Overview  

 This last chapter compiles the conclusions from both data sets and the research 

conducted from Chapters III and IV, readdressing the research investigative questions 

presented in Chapter I. Assumptions and limitations of this study are also discussed, along 

with the implications and significance of this research effort. Finally, the chapter concludes 

with recommendations for future research. 

5.2 Conclusions 

 The research investigative questions initially presented in Chapter I were the 

driving force behind the focus of this research. For this reason, they are revisited here and 

the results and conclusions from both data sets are summarized. 

1. How is student performance affected by traditional in-person instruction 

versus online instruction? 

The analysis from Chapters III and IV had different results with respect to this 

question. Indeed, when utilizing the full data set from Chapter III of 186 observations, a 

direct comparison between IR/DL and final grade (i.e., when no other variable was 

accounted for) not only indicated that there was a significant statistical difference in the 

means between the two groups, but specifically that the final continuous grade mean for 

distance-learning students was higher than that of in-residence students. Conversely, this 

same comparison completed on the data set from Chapter IV indicated there was no 

significant statistical difference in the means between the two groups. However, the 
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differences between the two data sets are noteworthy: the first data set had many forms of 

bias (most of which were captured in the form of the numerous variables also included), 

while the second data set was meticulously designed to eliminate as many forms of bias as 

possible. Additionally, there was a significant difference in the number of observations of 

each data set, with the first having 186 and the second having only 46. This disparity in the 

sample size could impact the conclusions from the tests performed, specifically that those 

tests from the second data set of 46 observations may not be as robust and the margin of 

error could then be increased. 

Ultimately, the conclusion is made that student performance can be affected by 

traditional in-person instruction versus online or distance learning instruction. However, 

when the course sections are closely mirrored and taught by the same professor, student 

performance may not be impacted significantly or at all. The following research question’s 

conclusions consider what happens when those factors and biases are controlled and model 

assumptions are met.  

2. How does controlling for other variables and biases affect the impact 

instructional technology and learning environment have on student 

performance?  

Since a straight comparison, without additional factors, between in-residence and 

distance learning students has been considered, now it is imperative to make conclusions 

about what happens when those potential sources of biases are accounted for. Many of the 

predictor variables in Chapter III were found to have a significant impact on student 

performance, as judged by the student’s final continuous grade. In fact, it was seen that 
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when just professor is factored in, the difference in students’ final continuous grades in 

relation to in-residence versus distance learning becomes less significant. This implies that 

while the learning environment could affect student performance, it may be secondary to a 

professor’s teaching styles and preferences. However, because the examinations were not 

standardized across all the quarters (indicating some professors may create harder 

questions or grade answers more strictly), this does not translate to a professor’s 

performance as an educator. When additional demographics are considered, such as the 

student’s previous education variables used in Chapter III, undergraduate GPA and GRE 

scores, learning environment becomes even less substantial in determining a student’s final 

grade. The question of how the increased use of technology over time and as technology 

improves affect student performance is broached in section 5.5.1. 

3. How does AFIT differ from other graduate schools, and how do those 

differences affect the first two questions? 

The beginning of Chapter III discussed some of the differences and similarities 

between AFIT and other graduate schools. In considering the variables that were found to 

be significant factors in a student’s performance, it is likely the differences between AFIT 

and other institutions could have a profound impact on student performance. The studies 

found in the literature review had mixed results and conclusions, but comparisons can be 

made between the two data sets in this study and those studies from Chapter II.  

First, there were two studies from graduate schools: Hoffman & Elmi, 2021 and 

Stephenson, 2001. Both studies came to the same conclusion: that there was no significant 

statistical difference between course environments. This conclusion mirrors those from the 
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first data set after modeling and the second data set with direct comparisons. This may 

imply that the demographic and institutional differences that make AFIT-EN unique may 

not have as much of an impact on student performance and IT as initially postulated by the 

author. However, the establishment of those two studies was notably different than this 

research. Both studies had only one instructor and collected data over the course of five 

years, with much larger sample sizes of 412 and 1,759 students. Nonetheless, comparisons 

are provided between this research on AFIT-EN and the studies with other degree program 

levels (undergraduate, high school, and combinations) that more closely align with each 

data set in this research on other aspects. 

The studies found that were most closely related to the first data set were those 

conducted on one course, with multiple professors over multiple semesters. There were 

three studies referenced in Chapter II that fell under these categories: Farmus and others, 

2020, Hake, 1998 and Winquist & Carlson, 2014, all of which concluded the courses which 

utilized instructional technology performed better. This is in line with the initial 

comparison completed in Chapter III between only final grade and IR/DL. However, unlike 

the remainder of the analysis, modeling, and conclusions from Chapter III, none of those 

studies made further analyses with student, instructor, or class demographics. Therefore, it 

cannot be ascertained if differences in AFIT caused the discrepancy between the results 

presented here and in those studies, or whether similar results would have been obtained in 

the three previous studies had they accounted for variables such as instructor and student 

demographics. 

Similarly, the studies from Chapter II that most resembled the second data set were 

those conducted on one course, with one professor over one semester in which exam scores 
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and final grades were used to conduct the analysis. There were two studies that had these 

characteristics, which had differing conclusions: Dutton & Dutton, 2005 and Gundlach and 

others, 2015. Both studies were carefully designed such that both the distance learning and 

the in-residence sections were as similar as possible. However, both studies had much 

larger sample sizes (200-500 students total) than the 46 students from the data set from 

Chapter II. Even with the variation in sample sizes, since one study concluded there was 

no significant statistical difference in course sections and the other concluded courses with 

IT performed better, they are still on par with the conclusions made in the second data set 

of this study. 

While similarities can be made between this study and the studies in the literature 

review, the few studies found that were conducted on graduate schools, were not a direct 

match for comparing. For this reason, the remainder of the conclusion for this final research 

question is left to future research to conduct and analyze similar studies at other graduate 

schools that more closely resemble AFIT.  

5.3 Assumptions and Limitations  

 Both sets of data used in this research came from AFIT-EN, which has unique 

characteristics that are assumed to have an impact on student performance, as discussed in 

Chapter II. This assumption also implies a limitation in any conclusions that are made. 

Therefore, any conclusions stated in this research should only be applied to similar 

situations and institutions. This could comprise of, but is not limited to, applying these 

conclusions to science, technology, engineering, and mathematics (STEM) courses at a 
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university with students of comparable education backgrounds as those found at AFIT and 

within this study. 

 Moreover, there may be a few forms of bias in this research that could not be 

accounted for within the analysis. Instructor preference for a specific way of teaching, 

student preference for a specific way of learning, and the inability to randomize students 

into specific course sections are potential biases discussed in the referenced studies in 

Chapter II. 

 Additionally, there was no variable that captured time in the first data set in Chapter 

III. Not only is this a possible cause of the autocorrelation found while model building, but 

this also meant there was an assumption within the study that time was not a concern. 

However, as discussed in the beginning of Chapter I, technology continues to improve over 

time and students and instructors alike have steadily more experience with utilizing 

technology as a learning tool. An ideal data set to address technology expansion would not 

only have a variable to capture time, but also a variable to capture the quantity and quality 

of the technology that was utilized in each class section.  

5.4 Implications 

 This research has the potential to be applied to future classes to enable improved 

student performance, whether for in-residence courses or distance learning courses. For 

example, when designing a class that is prescribed to have both types of course sections 

(or any combination of learning environments), the main elements from Chapter IV could 

be included. This may help to ensure all students, regardless of enrollment in a specific 
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section or educational background have the same access to information and tools and have 

the same opportunities as their counterparts in another course section. 

 In addition, this research can be employed by instructors to assist them in 

understanding where and when students may struggle. For example, finding an ideal time 

within the quarter to talk to students about their grades and potentially needing to drop the 

course or work harder is not easy or simple. During the quarter the second data set was 

collected in, the instructor informed students who were at risk of receiving a grade below 

a B after the second midterm. This gave students sufficient time to make a decision about 

their enrollment and dedication to completing the class with a satisfactory grade, and 

ultimately resulted in a few students withdrawing and all other student achieving a B or 

higher.  

 Furthermore, students may peruse this study and apply the information and 

conclusions to their own experiences and future education. When given options, choosing 

which course section to enroll in with no background on how the differences might impact 

yourself can be a daunting task. While the main conclusion of this study was that there is 

no difference in student performance in respect to classroom environment, this was 

somewhat contingent on different factors in both data sets. Whether student educational 

background or course characteristics, speaking with the professor(s) of the course is a fine 

place to start. Finding the right course section for themselves can set students up for 

success, both in that particular class and in long term educational goals. 
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5.5 Recommendations for Future Research 

 Results of this study may also be utilized to support future research into other 

instructors, courses, departments, or institutions. While there has already been a myriad of 

studies performed to assess student performance and learning environments, there is 

always more research to be completed that can further help the general understanding of 

this topic and ensure student performance is prioritized. 

5.5.1 Additional Predictor Variables 

First, as has already been alluded to in other sections of this research, including 

additional potential predictor variables could be highly beneficial to uncovering more 

concrete conclusions. The first half of this study was able to include the previous education 

markers of undergraduate GPA and GRE Quantitative and Verbal scores. Other previous 

education markers to consider for inclusion may comprise of: math refresher course grades 

and current graduate GPA if it isn’t the student’s first semester in the graduate school. A 

variable to capture knowledge retention rates, potentially from a post-test conducted some 

time after course completion, may also provide valuable insight. 

Another potential variable is the number of distance learning courses the student 

has previously taken, as this experience may also significantly impact a student’s 

performance in a distance learning course section. While degree type (non-degree, 

certificate, masters, or PhD) was collected in this study in the form of class totals, it wasn’t 

attached to specific students due to the non-identifiability requirement. Accounting for the 

type of degree a student is pursuing may help to further explain variability in the model 

building process. Furthermore, current student course workload was included in some 
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studies in Chapter II and found to have an impact on student performance. This type of 

variable, and potentially even including external work requirements as well, could be 

beneficial to understanding how mental and time responsibilities impact student 

performance, dependent on learning environments. 

 Future research could also consider factors related to instructors. Collecting 

demographics from professors may include, but is not limited to: how many distance 

learning courses or courses in general the professor has taught at the time of that course, 

total years of teaching, how many semesters they taught the specific course under 

evaluation, what instruction technology they have used, what/how many teaching courses 

they have taken, and any preferences for teaching style or learning environment. Until 

further research is completed with these potential variables, it is speculation as to which 

ones, if any, would be significant in the outcome of student performance.  

 Questionnaires for both instructors and students could also prove essential in an 

analysis. While this study was focused on student performance, student and teacher 

fulfillment, gratification, and motivation (intrinsic or extrinsic) are also important insights 

into how technology use impacts education. A student may perform very well in a distance 

learning class but receive no enjoyment or fulfillment from taking the class, which could 

impact future classes the student decided to take. Potential questions for students and 

teachers on questionnaires may include: 

• Did you enjoy the technology used in this course? 

• How satisfied are you with the application of the technology used? 

• I/my professor were well prepared to utilize the technology required in this 

class. 

• The software utilized was easy to acquire and navigate. 



90 

Figure 20: Likert Scale Examples 

• I feel confident in utilizing technology for teaching/learning. 

To include the answers in a statistical analysis, answers could be presented on a Likert 

scale. Providing five (or seven) possible answers to a statement or question, the Likert scale 

allows the student or professor to: “indicate their positive-to-negative strength of 

agreement or strength of feeling regarding the question or statement” (Mcleod, 2019). This 

is commonly seen as a strongly disagree (1) to strongly agree (5) response, although 

additional Likert scale examples are provided in Figure 20. This type of questionnaire and 

response provides the researcher with a tangible variable in the form of a one to five (or 

one to seven) numerical, ordinal response to include in their study and analysis. 

 

 

Section 5.3 referred to the limitation of not including a variable to capture time, 

which also ties into recommendations for future research. This could be in the form of the 

semester and/or year the course occurred. It also might be in the form of how user-friendly 

the technology used in the courses was. If the different course sections employed the same 
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or similar software applications, it could also be in the form of which version of the 

software was utilized. This could be a serious indicator of whether technology is becoming 

more or less useful in the classroom.  

5.5.2 Expanding the Subset 

While exploring additional potential predictor variables for inclusion in analysis 

and model building is undoubtedly vital to future research, there are other ways to expand 

the conclusions in this field of study. For example, the study conducted in this research 

focused on a subset of the academic world: one course from one department of a specific 

graduate institution. While this is how many studies are conducted, expanding this subset 

to include other instructors, courses, or departments may produce more robust conclusions. 

More singular instructor comparisons could help professors find their weaknesses and 

strengths, and find ways to capitalize on their strengths and improve their weaknesses.  

Department-wide studies in which all courses taught by that department are 

included would indicate how that department compares to others. This would also give 

insight into how other courses, such as engineering, physics, and chemistry courses, 

compare with mathematics courses when it comes to learning environment.  

AFIT-EN-wide studies would show how AFIT as a whole institution handles 

instructional technology and distance learning courses and how it impacts student 

performance. This may help determine whether AFIT is on the same standing as other 

research institutions when it comes to supporting students and professors with utilizing 

technology in the classrooms. 
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5.5.3 Improving IT at AFIT 

If further research indicates students and professors alike believe improvements 

could be made or that AFIT is not up to standard when it comes to handling different 

learning environments, the question should then be asked: how can AFIT make teaching 

with technology better and easier? The interviews with professors from Section 2.8 alluded 

to this by making some suggestions of capabilities they would like to have which are not 

currently available to them. These included: more technology support for professors and 

students, rooms and equipment for recording lectures in, better technology (to include 

software and hardware), and faster and more reliable Wi-Fi. These additions and 

improvements would benefit classes when incorporating technology in academia at AFIT. 

Future research could expound on this to determine how student performance changes with 

better technology and more prepared instructors. 

5.6 Summary 

Technology has seen a significant change in the last few decades, but exploring 

how that growth in technology effects student performance is a vital aspect of education, 

specifically when utilizing technology in education. By studying the impacts and 

consequences of instructional technology, education as a whole can be improved. Whether 

more technology is used or less, whether specific software or hardware is used for specific 

institutions, the impact that technology has on student performance is better understood. In 

turn, student satisfaction, future education, and success can also be improved. 
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Appendix B: Scatterplot Matrix 
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Appendix C: IRB Approvals 
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Appendix D: Abbreviated Consent Form 
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Appendix E: Instructor Questionnaire 
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