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turbulence quantities. In this case, the ad-hoc extension of subsonic models to supersonic flow is

not valid, and new turbulence models need to be developed.

Turbulence models take on many forms, but the one thing all turbulence models have in

common is that they presently need to be validated against empirical data gathered from

experimentation. As a result, it becomes necessary to have a broad database of experimental

results for generating and validating turbulence models. A broad database of turbulence

information is also needed in order to determine what physical processes control the turbulence;

hopefully, knowledge of how the turbulence changes in different physical environments will allow

the extension of computer models to new situations without requiring expensive testing to validate

the results.

1.3 Status of Current Turbulence Database

Although there have been many experiments performed in the past to measure quantities in

compressible flows, the available turbulence database is still fairly scarce. Many of the past

experiments have focused on determining flow characteristics over a flat plate, and many of the

experiments attempting to measure turbulence quantities have been found to be flawed. According

to Spina et al. [33],

The reason for the scarcity of measurements and their generally poor
quality is simple: the measurement of turbulence quantities in supersonic
boundary layers is exceedingly difficult, with the level of difficulty increasing with
flow complexity and Mach number.

In addition to the problems that exist with data acquisition in supersonic flows, the physical

characteristics of supersonic flows provide several means for generating a favorable pressure

gradient (FPG). The FPG can be generated by imposing an expansion shock wave onto a flat plate
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boundary layer (see Lewis et al. [25]), expanding the flow suddenly around a comer, or expanding

the flow slowly over a gradual curve. The effect of the FPG on the turbulence will vary depending

on the method with which the FPG is generated. [32] Spina et al. [33] noted that

The behavior of supersonic boundary layers subject to convex curvature
has not been studied extensively.. .No data have been taken on smooth convex
comers in supersonic flow leaving the expansion-comer studies.. .as the only flows
that provide insight into the effects of convex streamline curvature.. .However,
[these] studies actually provide more insight into the effect of a rapid application
of bulk dilatation than the effect of streamline curvature.

In a review of the literature, only one study was found which attempted to analyze the

effects of a FPG generated by a convex curved wall. However, this study (see Ref. [19]) was of

limited use because the FPG was immediately preceded by an adverse pressure gradient (APG)

region. The APG caused the turbulence quantities to be disturbed from their flat plate values,

limiting the effectiveness of the data. [32]

1.4 Overview of Current Experiment

The current experiment was intended to expand the available turbulence database by

providing much-needed data regarding the effects of streamline curvature and FPG effects. The

data were collected using advanced laser Doppler velocimetry techniques to measure the flow

velocities and turbulent quantities over a flat plate and a convex curved surface (see Figure 1.1 for

a sketch of the convex surface). In a supersonic flow, the convex curved surface resulted in the

generation of a FPG. Comparison of the flat plate data and the FPG data allowed the effects of the

FPG to be examined. In addition, comparison of the LDV data with hot-wire data collected by

Miller [26] in the same facilities allowed for examination of the assumptions used in the hot-wire

data reduction. This examination was possible due to the advantages offered by the LDV system.
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Figure 1.1: Sketch of FPG Test Section

1.5 Advantages of LDV

LDV has been in common use as a flow measurement device since the early 1970's. It

offers the advantage of a "non-intrusive" means of measuring flow velocities and turbulence

quantities. The use of LDV systems to perform data acquisition is considered non-intrusive

because no flow-obstructive measurement device needs to be placed inside the test section;

however (as will be discussed in Chapter 3), the flow needs to be seeded with particles which

reflect the laser light, and careless seeding can cause the flow to be disturbed from its original

state.

Aside from providing a non-intrusive method of measurement, LDV has the advantage of

measuring the velocities and velocity fluctuations directly. The hot-wire measurements collected

by Miller and other researchers actually measure density-weighted velocities; in order to extract

the pure velocities from the collected data, several assumptions must be made. Comparison

between hot-wire and LDV data has proven these assumptions valid for the flat plate case, but the

lack of turbulence data in FPG regions has not allowed the assumptions made in hot-wire data

reduction to be validated for this case. One of the goals of the current experiment was to compare
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hot-wire data to LDV data in order to verify or reject the assumptions made in the case of a

favorable pressure gradient.

1.6 Objectives

The primary objective of this research was to obtain turbulence measurements and gain

insight into the important physical mechanisms in a turbulent boundary layer subjected to a

favorable pressure gradient. In addition, the LDV data was to be compared to hot-wire data taken

in the same experimental configuration to determine if the assumptions used in reducing the hot-

wire data were valid. Finally, this study was intended to increase the amount of reliable turbulence

information available. In order to make the presented results useful to other researchers, the

criteria established by Settles and Dodson [31] was used to provide a minimum standard by

which the results were presented:

1. Baseline Applicability: All candidate studies for use must be experiments
involving turbulent flows in either supersonic or hypersonic Mach number
range (i.e., M z 3.0 or higher).

2. Simplicity: Experimental geometries must be sufficiently simple that they may
be modeled by CFD methods "without enormous difficulty."

3. Specific Applicability: All candidate studies passing this criterion must be
capable of providing some useful test of turbulence modeling.

4. Well-defined experimental boundary conditions: All incoming conditions
(especially the state of the incoming boundary layer) must be carefully
documented. For studies claiming "two-dimensional" flow, data indicating the
extent of the spanwise flow variations should be provided.

5. Well-defined experimental error bounds: The experimentor must provide an
analysis of the accuracy and repeatability of the data, or error bars on the data
themselves. Further, error bounds on the data must be substantiated in a
quantifiable manner.

6. Adequate documentation of data: Data must be documented and tabulated in
a machine-readable form.
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7. Adequate spatial resolution of data: Experiments must present data of
sufficiently high resolution, compared with the scaled flow in question, such
that the key features of the flow are clearly resolved.

In addition to the criteria established by Settles and Dodson, an attempt was made to

provide adequate data for converting reported values. That is, other researchers may wish to scale

the data in a different manner than chosen within this report; an effort was made to provide the

data required to convert the reported values into any common non-dimensional form.

1.7 Synopsis and Methodology of Current Research

In order to determine what measurements were required in the development of a turbulence

model, it was first necessary to examine the governing equations of fluid motion; this examination

is carried out in Chapter 2. The analysis of the governing equations showed the necessity of

measuring the velocity cross-correlation term u'v'. The cross-correlation term could be measured

directly using an LDV system; in order to gain an understanding of the LDV system, the basic

principles behind LDV were studied and are presented briefly in Chapter 3. The actual LDV

system, along with all other equipment used in the research, is described in Chapter 4. Chapter 5

details how this equipment was put to use in order to obtain velocity measurements in the flat plate

and FPG flowfields. Chapter 6 describes how these measurements were manipulated to calculate

other variables of interest, while Chapter 7 presents and analyzes the results from the

measurements and manipulations. Finally, Chapter 8 summarizes the findings, draws conclusions

from the analysis of the data, and presents recommendations for future research.
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2. Development of Governing Equations

When studying turbulent compressible flows, it is necessary to provide a detailed

development of the governing equations for two reasons. First, the development provides insight

into which terms in the governing equations contain the turbulent characteristics of the flow, as

well as showing how turbulent compressible flows differ from incompressible ones. Second (and

probably most important), the development shows how and why certain variables are defined

differently for compressible and incompressible flows. These definitions are important for

comparing data collected by different researchers, as the definitions used throughout the literature

are not always consistent.

2.1 Compressible Navier-Stokes Equations

The governing equations for fluid flows are the Navier-Stokes equations. They are given

in compressible form [1] as

Dp (2.1)-+pV.V=0
Dt
DV

PDtA

Dh Dp +Qp - +-V.q+ct
Dt Dt dt

where the vector fb denotes body forces acting on the fluid, D/Dt - /dt + V • V, and

= -P8Tj + (2.2)

1x j  j 3 1t9Xk j

F 2 2 2 2

dx d d dxz d x dy&
(dw d) (7) d di d7 dw

2-1



2.2 Time Averaging of the Governing Equations

When turbulence is present in fluid flows, variables in the governing equations fluctuate

very rapidly, leading to minute time scales associated with the flow. As the time scale associated

with a flow decreases, the amount of computational work required to calculate a solution to the

governing equations increases. Therefore, instead of trying to capture the minute time scales using

the unsteady form of the governing equations, the equations are simplified using some sort of time-

averaging (Reynolds or Favre averaging) process. In this way, only the time dependence of the

mean flow needs to be modeled with the time-dependent terms of the Navier-Stokes equations, and

the associated time scales can be dramatically increased. This increase in the length of the time

scales allows the computation time to be decreased to a reasonable level.

In any of the various types of time averaging, an instantaneous variable g is assumed to

consist of a time averaged part, k, and a fluctuation from the mean, g':

g(x,y,z,t) g= (x,y,z, t) + g'(x,y,z,t) (2.3)

It should be noted that, in the above equation, k is a time average but is still allowed to vary with

time. This allows the averaging process to capture possible time-dependence of the mean flow.

However, it requires that the period over which quantities are averaged, T, is long compared to

the turbulent time scale but short compared to the overall time scale, T2 . [37] See Figure 2.1 for

a graphical representation of this concept.

As mentioned above, there are traditionally two types of time-averaging performed on the

Navier-Stokes equations: Reynolds averaging and Favre' averaging. The set of equations resulting

from Reynolds averaging is referred to as the Reynolds-Averaged Navier-Stokes Equations

(RANS); similarly, use of Favre' averaging leads to the Favre'-Averaged Navier-Stokes Equations,

or FANS. Although a description of Reynolds averaging would be sufficient for explaining the
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Figure 2.1: Time Scales for Averaging of Turbulent Variables (after Ref. [37])

measurements made by LDV systems, a description of the Favre averaging process is also

presented in order to compare the LDV data with hot-wire and CFD results.

2.2.1 Reynolds Averaging. Reynolds averaging consists of replacing all turbulent

variables in the Navier-Stokes equations with a time-average plus fluctuation term, and then taking

the time average of the whole equation. Assuming steady mean flow and no body forces, the

RANS equations become [1, 6]

,--p'u) (2.4)

19t 6xj

++T
19t 19x 9x, x

t9t 9x 9xi

where
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1 - (2.5)

dx1 9 x- .i ) 3 CXkj

du1  
89 1

[ xj ixi) 3 dxs j
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dx
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The quantities e0 and h0 are the stagnation conditions.

2.2.2 FavrS Averaging. Favre' averaging is similar to Reynolds averaging, except that

the mass-dependent terms in the governing equations are replaced by a mass-weighted time

average, 5, plus a fluctuation, q0":

= + 0" (2.6)

where

__ (2.7)

With this definition, the FANS equations are given as [1]

IP (2.8)

19t 9xj

+ +

dt xxj 9x. Ixj

;a~ e(6oigj) - ii d ij + ufrj- q )q

dt Oxj 19xj

In the Favre -averaged equations, the definitions of T, r T and qT are somewhat different:
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2 fUk OUiF(2.9)

19j 3 9x, 3 j ,Xk

2.3 Comments on the RANS, FANS, and Variable Definitions
T

The term rj as given in the RANS is known as the Reynolds shear stress; the differences

which arise in this term due to the effects of compressibility, as well as the differences between the

definitions of rT in the RANS and FANS result in inconsistent nomenclature throughout the

literature. For instance, the term -;u'v' is the only term appearing in the Reynolds-averaged

form of rT when the flow is incompressible. As a result, many researchers refer to this term alone

as the Reynolds shear stress, neglecting the other three terms in the definition of rT . In order to

avoid confusion within this report, the term -;u'v' will be referred to as the incompressible

Reynolds shear stress.

Another source of confusion is the use of rT. to represent the turbulent shear stress terms

in the FANS; many researchers consider this term as the Reynolds shear, even though it is not

equivalent to either the incompressible Reynolds shear or the entire Reynolds shear stress. The

differences between TT in the RANS and FANS can be derived by examining the differences

between the definitions used in the time-averaging process. In both cases, the instantaneous

velocity is replaced by a mean plus a fluctuating term:

u=i-+u'; u=u+u" (2.10)

Setting the two equations equal to each other and solving for u' leads to

u'= W -W +u" (2.11)
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Now, taking the time-average of the Favre' expansion (the second expression in Eq. (2.10)),

-zi~'+u" . if-fi-=-u" (2.12)

Insertion of Eq. (2.12) into Eq. (2. 11) results in the expression

Uf =U" - U" (2.13)

A similar relation can be developed for the v-component of velocity; multiplying the two

expressions together and taking the time-average leads to

u'v' =u v" - ulv" -vfu" +ufv" =utv" -ufv" (2.14)

Note that the time-average of a Favre' fluctuation term, Of", is not equal to zero. In fact,

this time average is related to the Reynolds-averaged variables by the relation

, ,o __ + ,)_- (2.15)

0 - 0'q -' p'

P'P

Multiplying Eq. (2.14) by the mean density, the incompressible Reynolds stress is related

to the Favre-averaged stress by

u'v'f =;7uv" - 3ufv" (2.16)

The term Pu"v" is the term usually reported as the Reynolds stress by researchers who prefer to

use the Favre-averaged equations. However, this term differs from the incompressible Reynolds

stress by the amount

(2.17)
ppv

P P

Since this term is a fourth-order fluctuation, it is usually considered negligible so that

pf=52-6ufv" (2.18)
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2.4 Hot-Wire and CFD Results vs. LDVMeasurements

When comparing hot-wire and CFD measurements to data collected by LDV, it is

necessary to understand the differences between the measurements, the assumptions used to reduce

the data, and the possible sources of inconsistency between the results.

2.4.1 Hot-Wire. Hot-wire techniques measure the change in voltage required to keep a

wire at constant temperature; this change in voltage is sensitive to the heat transfer from the wire,

which is, in turn, sensitive to a mass-weighted velocity. Since the heat transfer to the wire is

related to the flow Reynolds number , the hot-wire process is sensitive to the mass flux across the

wire, pV. [8] In order to separate the density from the velocity components, the assumption that

p'= 0 must be made. [7] This assumption is somewhat controversial, and comparison between

hot-wire results and LDV data should hopefully prove or disprove its validity.

2.4.2 CFD. CFD attempts to model xy, in order to reduce the number of unknowns in

the model, most CFD codes use Favre-averaging. Comparison of rin equations (2.5) and (2.9)

shows the use of Favre-averaging reduces the number of unknowns in r T from four to one.
XY

However, LDV measures the product u'v' in the incompressible Reynolds shear, not the Favre-

averaged shear. As shown in section 2.3, the difference between the Reynolds-averaged results

obtained by LDV and the Favre-averaged results from CFD is usually considered negligible;

however, in cases where the fluctuating velocity is large, discrepancies between the two results may

arise.
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2.5 Comments on Coordinate System Labeling

Throughout this report, four different coordinate systems will be used. In order to preempt

any confusion, the four coordinate systems, the labeling scheme for each, and the differences

between them are presented here.

2.5.1 Wind Tunnel Coordinate System. The wind tunnel coordinate system, denoted by

(Xt ,Yt ,Zt), is a Cartesian system with the tunnel nozzle at xt = 0. The y-coordinate is pointed

in the vertical direction and the z-coordinate is directed accordingly (see Figure 2.2).

2.5.2 Test Section Coordinate System. The test section coordinate system is labeled

(xtS,yt ,zt,) and is used in the computation of the wall coordinates. The origin of the test section

system is placed at xt = 0.60 m ; the system orientation is shown in Figure 2.2.

Ywt

Figure 2.2: Wind Tunnel and Test Section Coordinate Systems

2.5.3 Traverse Coordinate System. The traverse coordinate system (xT ,y1. ,ZT) dictates

the coordinates used to control motion of the traverse. Its origin is placed on the wall of the test

section with the orientation shown in Figure 2.3.

2-8



2.5.4 Body-Intrinsic Coordinate System. The final coordinate system is the body-

intrinsic system, labeled (x,y,z). The body-intrinsic system and the traverse system have the same

origin but different orientations; its orientation is also shown in Figure 2.3.

ZT z

y

Figure 2.3: Traverse and Body-Intrinsic Coordinate Systems

Finally, it should be noted that the definitions given in section 2.2 are for a Cartesian

coordinate system. However, it can be shown that, for two-dimensional flows where 8 << R (R is

the radius of curvature of the wall), the definitions given in section 2.2 are still valid in a body-

intrinsic coordinate system. [4]
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3. Principles of Laser Doppler Velocimetry

Laser Doppler velocimetry (LDV) provides a "non-intrusive" means of measuring flow

velocities and turbulence levels. There are many factors which influence the measurements taken

when using an LDV system; in order to understand the potential bias errors, it is necessary to

provide a description of how the LDV system works.

3.1 Laser Interference in the Measurement Control Volume

When two laser beams of like wavelength intersect, the wave-like properties of the light

interact to create an interference pattern. If the intersection occurs at the waist of the two beams,

the interference pattern is a set of fringes which are nearly parallel [111]. The spacing between the

fringes is a function of the laser beam intersection angle, 0, and the wavelength of the laser beams,

X, and is given as [10, 20]

Xf -_ /2 (3.1)
sin(0/2)

When a particle passes through the area of intersection, it will scatter light from the

fringes, creating an alternating "on-off' signal as it travels through the light and dark portions of

the fringe pattern. The set of on-off signals associated with a single particle is referred to as a

Doppler burst. A typical Doppler Burst is shown in Figure 3.1. As the particle crosses a fringe,

the intensity of scattered light increases, resulting in a peak in the Doppler burst; as it passes

through the dark space between the fringes, a valley is created in the Doppler burst pattern.

The intensity distribution across a laser beam is not uniform, resulting in the large intensity

near the center of the Doppler burst. The non-uniform intensity distribution also confines the

actual measurement volume to the space where the scattered light would be strong enough to be

detected; this results in the control volume and fringe bands being restricted to an ellipsoid in the
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Particle Crosses
, Fringe

Particle Between
Fringes

Figure 3.1: Typical Doppler Burst

center of the intersection region and fringe disks within the ellipsoid, respectively (see Figure 3.2).

[11]

The Doppler burst signals are collected by photomultipliers (also known as PM tubes) and

processed by a Burst Spectrum Analyzer (BSA). The BSA processes the received Doppler burst

patterns in order to determine the velocities of the particles traveling through the control volume.

Figure 3.2: Fringe Disks and Measurement Volume

3-2



3.2 Velocity Calculation

The time taken to travel between two successive fringes corresponds to the time between

two successive peaks in the Doppler burst and is labeled TD (see Figure 3.3); the time TD has a

corresponding frequency, fD. The relationship between TD, fD and the velocity is [101

Xf A/2(32
U=:-=fDXf =fD sin(/2)3.2)

The ratio [A/2]/[sin(0/2)] is termed the calibration factor and is denoted by the symbol Cf.

The calibration factor is dependent on the optical setup alone and is known before any

measurements are made; therefore, in order to calculate the velocity it is only necessary to

determine the Doppler frequency, fD"

The Doppler frequency is determined using N samples (referred to as the record length) to

model the Doppler burst. The first sample is taken when the intensity of the Doppler signal is

larger than a certain threshold (25 mV in Figure 3.3). Additional samples are then taken every Ts

BSA TD
Triggered

yIt)

25 mV

Ts 
N Samples taken

time Ts apart

Figure 3.3: Doppler and Sampling Times
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seconds. If the Doppler burst signal passes a second threshold (50 mV) the count of N samples is

restarted. That is, the samples already collected are deleted and the sample counter is reset to one.

The sample count can be reset at two more intensity levels, 100 and 150 mV. This procedure

ensures the part of the Doppler burst with the highest intensity is used for the frequency

calculation. [10] If the particle passes through each fringe at a given time interval, TD, the

Doppler burst will be a periodic signal with period TD. Fourier theory shows that the frequency of

a periodic function can be determined by sampling the function at a fixed rate, Ts . Thus, the

Doppler frequency can be calculated using the N samples and a Fast-Fourier Transform (FFT).

The accuracy of the FFT (and thus the velocity calculation) increases as N is increased. [10]

The sampling time, Ts, is limited by the bandwidth over which the BSA is trying to detect

frequencies. The sampling frequency, fs = 1/Ts, must be greater than the bandwidth and is

usually set proportional to the bandwidth, fs = n(BW), where n is some number greater than one

and BW is the bandwidth. It should be noted that n is not an adjustable variable; it is set

internally within the BSA. The limitation on Ts means that, as the record length is increased, the

total sampling time (also known as the record interval) is increased. In high-speed flows where a

particle only takes a few microseconds to traverse the measurement volume, the accuracy of the

FFT becomes limited by the record length, as the total sampling time must be less than the time

taken to traverse the control volume.

3.3 Particle Validation

The velocity calculation assumes the particles are traveling normal to the plane of the

fringes at a constant velocity; i.e., the Doppler burst is required to be a periodic function in order

for the FFT to accurately calculate the velocity. Therefore, it is desirable to neglect particles

3-4



"Bad"

Particle"Bad"

Particle

"Good"

Particle

Figure 3.4: "Good" vs. "Bad" Particles

which do not enter the control volume at an angle normal to the fringe disks or which may be

accelerating through the control volume. It is also desirable to filter out particles which may only

cross the control volume near the edges (see Figure 3.4), as well as bursts received from two

particles crossing the control volume at the same time. In order to filter out these effects, different

types of particle and signal validation are employed by the BSAs.

3.3.1 Fringe Count. In order to filter out the particles that traverse near the edges of the

control volume and those which are traveling almost parallel to the plane of the fringe disks, a

minimum number of fringe crossings is required for the particle to be considered valid. This

restricts valid particles to those traveling through the center portion of the control volume and

nearly normal to the fringe plane.

3.3.2 Acceleration Detection. The velocity of each particle is calculated assuming the

particle is not accelerating through the control volume. This assumption is justified by filtering out

accelerating particles; this filtering is accomplished by comparing the time taken to cross a certain

number of fringes. For instance, the time taken to cross three fringes is compared to the time taken

to cross five fringes; if they are the same, the particle is non-accelerating and is accepted as valid.
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3.3.3 Local Maxima Check. When the BSA is performing the time sampling, it has no

way of knowing if the scattered light is coming off one or more particles. For instance, if two

particles are traversing the control volume nearly simultaneously, they will produce the burst

pattern shown in Figure 3.5. In order to minimize the chances of the BSA tracking two particles at

once, the BSA compares the intensity pattern of light gathered at each sample. More specifically,

it compares the two largest local maxima to the global maximum; the global maximum must be at

least four times the local maxima in order for the burst to be accepted as valid (see Figure 3.6). A

burst pattern like the one shown in Figure 3.5 would produce a signal violating the local maximum

criteria, causing the BSA to reject the burst.

t

Figure 3.5: Burst Pattern From Two Nearly-Coincident Bursts

1 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32

Figure 3.6: Local Maxima Validation (from Ref. [10])
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3.3.4 Envelope, Pedestal, and Quality Factor. The envelope and pedestal are properties

of the Doppler burst received by the BSA. The pedestal is generated by running the burst signal

through a baseline clamp and a lowpass filter. The envelope is generated by running the burst

signal through a bandpass filter, a rectifier, and finally a lowpass filter (see Figure 3.7). The

quality factor is the ratio between the envelope and the pedestal; it sets a limit on the amplitude of

the received signal, below which the burst is rejected. Adjustment of the envelope, pedestal, and

quality factor allows for filtering of random noise, such as laser light which is scattered by defects

~ slgnai

tt

BLG l Dl'
I 1

PedP

LP: Low Pass Filter
OP': Band Pass Filtr
AC: PectiWe
BLC: Base Une Clamp

Figure 3.7: Envelope and Pedestal Generation (from Ref [10])
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in the wind tunnel windows. Proper adjustment assures only bursts with high signal-to-noise ratios

(SNRs) are used for velocity calculations.

3.4 Directional Ambiguity and Frequency Shift

When a particle traveling through the control volume produces a burst signal, the BSA

cannot tell whether the particle is moving "up" or "down" (referenced to the orientation in Figure

3.2) through the control volume; the Doppler frequency depends only on the spacing between the

fringes and not on the particle's direction of motion. This inability to distinguish the direction of

motion is referred to as directional ambiguity.

The problem of directional ambiguity is solved by passing one of the two laser beams

through a Bragg cell, which introduces a frequency shift of magnitude fb into the beam. This

frequency shift causes the fringes to sweep across the control volume at a constant velocity,

vf = xffb [20]. The motion of the fringes causes a frequency shift in the burst signal that is

dependent on the direction of the particle's motion, overcoming the problem of directional

ambiguity.

3.5 Particle Correlation and Coincidence Window

When using a two-component (four-laser beam) LDV system to simultaneously measure

particle velocities in two dimensions, the velocity in one dimension is measured by one frequency of

light, while a different frequency of laser light is used for the other direction. A particle will then

produce two Doppler bursts, one corresponding to each frequency of light. As a result, two BSAs

are needed to process the burst signals, one for each frequency. The signals at the two frequencies

are independent of one another, so it becomes necessary to find a way of correlating the two. That

is, a burst on one BSA needs to be paired with the burst on the other BSA which was produced by
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