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Abstract

Current methods for monitoring the performance of Department of Defense
(DOD) software development contractors have not been successful in reversing the
current trend of over budget and behind schedule software development. The DOD has
adopted the Software Engineering Institute’s (SEI’s) Capability Maturity Model (CMM)
as a method of determining the process maturity of a software developer with the idea
that a more mature process will lead to improved cost and schedule performance. The
goal of this research was to determine if a model based on the CMM rating level of a
contractor could be developed and used in conjunction with statistical process control to
determine if contractor performance was progressing in a satisfactory manner.

To investigate this possibility descriptive statistics were applied to historical
contractor performance data and a model was established. A different set of historical
data was then used to evaluate the performance of the new model. This performance was
then compared to the performance of current methods of statistical control.

The results obtained in this research suggest that using the CMM rating level of a
contractor to set statistical control bounds is as good, and perhaps better than, the current

method being employed.
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A PRELIMINARY STUDY OF USING THE SEI’S
CAPABILITY MATURITY MODEL TO SET STATISTICAL
CONTROL BOUNDS ON DOD CONTRACTOR COST AND

SCHEDULE PERFORMANCE

1. Introduction

1.1 General Issue

Weapon systems acquired by the Department of Defense (DOD) in the late 1950’s
and 1960’s were comprised mostly of hardware. Software played a small role, if any, in
the acquisition of weapon systems. Things have changed; Brown notes that the DOD has
a “deep dependence on software for virtually all its systems” (Brown, 1996:7).

“Software has become a major cost, schedule, and performance driver for virtually all
DOD weapons, command and control, and information systems” (Porter, 1994). This
deep reliance on software poses a dilemma for the DOD. Late and over budget software
procurements are well-known as large-scale software problems (Brown, 1996:7).
Unfortunately, many previous studies have identified numerous possible solutions yet
most remain unimplemented (Defense Report, 1987).

In an effort to address the problem of over-budget and late software, the DOD
established the Software Engineering Institute (SEI) in 1984. SEI decided to attack the
problem by focusing on the quality of the software development process. This decision
was based on the process management principle which states that “the quality of a

product is largely governed by the quality of the process used to build it” (Paulk, 1997:
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5). SEI designed a model to measure an organization’s software development process
maturity. This model, the Capability Maturity Model (CMM), measures an
organization’s maturity by evaluating process areas key to software development. These
key areas include, but are not limited to, project planning, quality assurance, product
engineering, configuration management and process management (Paulk et. al., 1993).
The CMM is a framework, or road map, that an organization can follow to assess its own
software capability maturity. It can also be used by an outside agency to evaluate a
potential software developer’s maturity. The organization maturity level is expressed by
an ordinal scale from 1 (lowest) to 5 (highest) described in Table 1.1. The higher an

organization’s maturity level, the more likely it is to produce higher quality software.

Table 1.1 CMM Level Description (Paulk et. al., 1993)

CMM Level Description
The software process is characterized as ad hoc, and occasionally even
1 - Initial chaotic. Few processes are defined, and success depends on individual
effort.

Basic project management processes are established to track cost,
2 - Repeatable | schedule, and functionality. The necessary process discipline is in
place to repeat earlier successes on projects with similar applications.

The software process for both management and engineering activities is
documented, standardized, and integrated into a standard software

3 - Defined process for the organization. All projects use an approved, tailored
version of the organization’s standard software process for developing
and maintaining software.

Detailed measures of the software process and product quality are
4 - Managed collected. Both the software process and products are quantitatively
understood and controlled.

Continuous process improvement is enabled by quantitative feedback
5 - Optimizing | from the process and from piloting innovative ideas and technologies.
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Lloyd K. Mosemann II, former deputy assistant secretary of the Air Force for
communications, computers, and logistics (SAF/AQK), believes SEI’s CMM to be a step
toward solving the problems plaguing the development of DOD software (Mosemann,
1992:4). By following the CMM road map, DOD procurement agents can assess a
potential software developer’s process maturity, and thus the likelihood of obtaining a
quality software product on time and within budget. In 1996, the Airlie Council,
comprised of software industry experts, identified nine commercial best practices that
lead to quality software development. One of these practices is formal risk management
(Basili et. al., 1997). Part of risk management is attempting to reduce the risk involved
with a project. “Risk involves choice, and the uncertainty that choice itself entails
(Charette, 1989: 49); so it follows that increasing predictability, and thereby reducing
| uncertainty, would be a step towards reducing risk and increasing the quality of a
software product. Another practice recognized by the Airlie council is the use of
quantitative targets, or statistical control bounds, to monitor performance. This research
asserts that prediction intervals, based on the CMM rating level of a contractor, can be
developed and used as control bounds for cost and schedule performance of a contractor.
The key assumption is that minimum and maximum cost and schedule performance
ranges can be predicted from the CMM rating level with some level of confidence, and
that these intervals are reasonable control bounds for performance of a developer at a

particular CMM level.




1.2 Specific Problem

Recent research has established a positive correlation between CMM rating and
the success of software product development in terms of cost and schedule performance
(Flowe & Thordahl, 1994). It was stated in that study that a predictive model for contract
performance based on CMM rating level may well be of interest to the software
development community as a whole. However, little empirical research has been done to
establish prediction and confidence intervals for cost and schedule performance based on
CMM rating level, not because of a lack of interest, but because of a lack of available
data. Case studies, involving return-on-investment, have been performed by Raytheon,
Hughes, and Oklahoma City ALC, all level 2 or 3 organizations; however, these studies
do not address how this return-on-investment can be used by DOD agents to predict
performance. Bollinger (1991) claims that “... it appears, unlikely that such [CMM]
ratings have any meaningful correlation to the actual abilities of organizations to produce
... software on time and within budget” (Bollinger & McGowan, 1991:26). Clearly, an

investigation into the predictive capability of the CMM model is warranted.

1.3 Research Objective

This follow-on study to Flowe & Thordahl’s 1994 research is proposed to extend
our ability to predict intervals for software developer cost and schedule performance
based on the developer’s software process maturity as determined by SEI’s CMM rating
level (Flowe & Thordahl, 1994:6-6). This research also proposes that an extended ability
to predict performance based on CMM level can be used to statistically control the

development process. Without this extension of research, the very basic notion that
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unique CMM levels lead to unique levels of performance, a fundamental underpinning of
theory, will remain unverified. For the purpose of this study, performance will be
expressed in terms of two measures: 1) Cost Performance Index (CPI), a ratio of
Budgeted Cost of Work Performed (BCWP) to Actual Cost of Work Performed (ACWP)
and 2) Schedule Performance Index (SPI), a ratio of BCWP to Budgeted Cost of Work

Scheduled (BCWS).

1.4 Scopel/Limitations

The research methodology used was chosen to yield the best opportunity of
achieving the objectives of this research, within the time and resource constraints placed
onit. Also, the methodology chosen was consistent with that used by Flowe & Thordahl
(1994) to maintain a consistent research approach. Based on these constraints, an already
existing database from the previously mentioned study was used for this effort. The
database consisted of organizations that met the following criteria:

a. Developed software for the DOD

b. Rated in accordance with the SEI’s CMM framework

c. Tracked cost and schedule in a structured format

d. Reported cost and schedule data to the DOD

The above constraints led to focusing on DOD contractor organizations that
provided software to Air Force Program Offices at the Aeronautical Systems Center

(ASC) and the Electronics Systems Center (ESC), where the necessary data was reported

as part of the Cost/Schedule Control Systems Criteria (C/SCSC) contract requirements.
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1.5 Overview

This research is planned to establish a predictive model for cost and schedule
performance derived from the SEI’s CMM rating level of the developers, and then to
validate this predictive model as a method to set statistical control bounds on developer
performance. This is achieved by applying descriptive statistics methods to information
obtained from the database comprised of contractor reported statistics to establish
prediction intervals; and then comparing the performance of a contractor to these bounds,
to see if the intervals accurately predict typical performance. The dependent variables
used in this study are cost and schedule performance indices. Taking into account the
limitations and constraints under which this research is accomplished, this study should
provide a useful tool that the acquisition manager can use to monitor the cost and
schedule performance of a contractor. The tool will provide early detection of
unsatisfactory performance, thus reducing the cost and schedule performance risk

associated with a software product procurement.
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2. Literature Review

2.1 Introduction

Recognizing the negative trends that had emerged in the quality of software
products being developed in the DOD, Lloyd K. Mosemann made the CMM the focus of
a software process improvement initiative. He issued three challenges to all Air Force
software development organizations: 1). Complete SEI CMM assessments by October 1,
1994, 2). Perform follow-up assessments every two years, and 3). Achieve CMM level 3
by 1998 (Coffman &Thompson, 1997). This was SAF/AQK’s attempt to reverse the
trends.

The first two sections of this literature review look at the software development
process and current strategies to implement the process. The third section takes an in-
depth look at the SEI CMM, including its applications and limitations. The fourth section
reviews some current alternatives to the CMM. The fifth section introduces common
performance measures. The sixth and seventh sections look at evidence suggesting the
usefulness of the CMM rating level as a predictor of performance. Finally, the eighth and

last section discusses the concept of statistical process control.

2.2 The Software Development Process

According to Watts Humphrey, a software development process is “the set of
tools, methods, and practices we use to produce a software product” (Humphrey, 1989).

In short, anything that goes into converting inputs into a software product is part of the
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software development process. Having a process is not sufficient to develop software;
however, one needs to know how to put the resources together. That is where the

software process model, or strategy, comes into play.

2.3 Program Strategies/Process Models

As a follow-up to the software development process, several development
paradigms have been popular at different times. Whereas the software development
process provides the necessary building blocks to build the software, the program strategy
provides a framework into which these blocks fit. Its main purpose is to determine the
order of the steps involved in developing software (Boehm, 1988). It helps guide an
organization, in an orderly manner, through the development process. Program strategies
often address the questions of “What to do next?” and “How long shall we continue to do
it?”. Several models have evolved since the earliest days, and have been popular at
different times. In the next few segments, the more prominent ones will be discussed;
they include Code-And-Fix, Waterfall, Prototyping, Evolutionary/Incremental, and

Spiral.

2.3.1 Code and Fix.

This first methodology is best described as a haphazard approach to development.
Developers using this strategy jump into coding early, without fully thinking through the
problem. Later, when the requirements are better understood, they go back and fix the

code to reflect this understanding. The problem with this strategy is that much time is
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wasted on rework. It may seem like progress is being made, but in reality the

programmers are only spinning their wheels (Humphrey, 1989: 7).

System
engineering

A \ 4

| Analysis l

A Y

l Design l—-—

A

Code

A 4

A v

\/ y Y Y ‘ Maintenance i

Figure 2-1 The Waterfall Model (Pressman, 1992)

2.3.2 The Waterfall Model.

Probably the most widely used and well known process model, the waterfall
method, was developed in the early 1970’s by Royce. This model is characterized by “a
systematic, sequential approach to software development that begins at the system level
and progresses through analysis, design, coding, testing and maintenance” (Pressman,
1992:24-26). Feedback is available at each of the levels of the waterfall, tying back to
each of the previous levels (refer to Figure 2-1). This allows the developer to correct

problems in the earlier stages, that were found later in the development process. Several
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criticisms during the past ten years have raised doubt as to the applicability of this model

to all situations. Some of the problems encountered are as follows: 1) Projects seldom
follow a smooth sequential flow; most have some type of iteration, 2) This model
requires explicit requirements statements, which are rarely available at the onset of a new
development, and 3) The customer does not see a working product until very late in the
project, requiring great patience and confidence on the part of the customer. Despite
these very real problems, this model still has an important place in software engineering

(Pressman, 1992:26).

2.3.3 Prototyping.

Prototyping has become popular recently because it addresses some of the
concerns dealing with the waterfall model. Prototyping is the process of developing a
working model of the software project to be built (Pressman, 1992:27). Often users are
not exactly sure what they want, but they Il know it when they see it. Prototyping allows
the user to get a preview of the final product, giving them a chance to confirm their
desires and solidify their requirements. Prototypes are divided into two categories,
“throwaway” and “evolutionary.”

Throwaway: This category of prototypes is consistent with Fred Brooks’ maxim,
“plan to throw one away; you will, anyhow” (Brooks, 1996). The idea is that the
prototype is only a means to an end. When the requirements are solidified and the
technical feasibility established, the prototype is discarded and the deliverable product is

started.



Evolutionary: The idea behind evolutionary is to use all, or part of the prototype
in the final version of the product (Gordon & Bieman, 1994). By doing this, the actual
coding and other work that goes into developing the prototype is not wasted and the time
and resources to develop the deliverable is less.

Some caution should be used when using the prototyping model, especially the
throwaway. When a developer comes under pressure, both schedule and budget, they
may be tempted to include part or all of the throwaway prototype in the final product.
The problem in doing this is that the prototype was designed to be thrown away, thus the

structure and the integrity of the prototype is suspect (Gordon & Bieman, 1994:93).

2.3.4 Evolutionary/Incremental.

The evolutionary model is the strategy of developing a product in successive
increments. The idea behind this approach is that by developing in increments, the
customer sees continual progress, while receiving a usable product earlier. Each
increment of the development goes through the complete development cycle, including
test. By using this approach, system integration test is effectively accomplished as the
product is being developed. When the very last increment is completed, the product is
finished. This approach is often combined with other models. It can incorporate the use

of prototyping in developing each increment, or can be part of a spiral development.

2.3.5 The Spiral Model.

The spiral model was developed over several years in an attempt to solve some of

the shortcomings of earlier models. It can accommodate most previous models as special
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cases, thus retaining their benefits, and provides guidance as to which combinations of
previous models best fits a given software development situation (Boehm, 1988). The
spiral model takes a cyclical approach to software development. The development
process starts at the innermost area of the spiral (refer to Figure 2-2) and proceeds
outward along the spiral. Each time the commitment partition is crossed, a review is
conducted and risks are assessed. At this point actions are to be taken to counteract any
risks (Williams, 1995). According to Boehm, the primary advantage of the spiral model
is that 1ts flexibility accommodates the good features of previous models, while its risk
driven approach avoids their difficulties. There are difficulties in using the spiral model,
mostly due to its immaturity. These difficulties include matching the model to contract
software, reliance on risk assessment expertise and a need for further elaboration of the

steps of the model (Boehm, 1988).

2.4 The Capability Maturity Model

The original version of the CMM was called the process maturity framework.
Developed in 1987 by Watts Humphrey, the maturity framework, along with the maturity
questionnaire, was intended to help the DOD identify areas where an organization’s
software process needed improvement (Paulk et. al., 1993: vii).

This framework later evolved into the CMM, Version 1.0 and eventually, as a
result of feedback from the software community, was revised and released as Version 1.1
in 1993. This version of the CMM was intended as a foundation to improve the software

process.
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Figure 2-2 The Spiral Model (Boehm, 1988)

In order to improve one’s process, one must know the current status of the process
(Humphrey, 1989:3). The CMM was designed to measure the maturity of an
organization’s development process with the idea that increasing an organization’s
process maturity in stages would lead to a higher quality product (Paulk et. al., 1993:5).

As described by Paulk in his paper on the CMM, an organization with a mature
process can be described as possessing an organization wide ability for managing
software develepment. On the other hand, an organization with an immature process
usually improvises during the course of development and often spends much time “fire

fighting” (Paulk et. al., 1993:2).
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The CMM consists of five different levels ranging from 1(the lowest maturity) to
5(the highest maturity). The following is a summary of the five levels from Watts

Humphrey’s book, Managing the Software Process:

Level 1: Labeled initial, a software process at this level of maturity is sometimes
considered ad hoc or even chaotic. Usually none of the procedures are formalized, and if
they are, they are not well known and often abandoned in time of crisis.

Level 2: Labeled repeatable, a process at this level has achieved a measure of
statistical control not present at the initial level. This process is stable and repeatable and
has rigorous project management of commitments, costs, schedules, and changes.

Level 3: Labeled defined, a process in this level is well established; it is likely to
be used in times of crisis instead of discarded. The organization now has the foundation
to examine the process and decide how to improve it. Advanced technology can now be
introduced.

Level 4: Labeled the managed level, an organization at this level will have
instituted a comprehensive system for obtaining and analyzing measurements. Because
this measurement gathering and analyzing provides deep insight into the process, it is
here that the most significant quality improvements can be made.

Level 5: Labeled optimizing, this is the ultimate goal of an organization. The
organization at this level has such a good foundation in place that they can be proactive in
fine-tuning their software development process, and in turn, improve the quality of the
products.

Humphrey states that the reasons behind choosing these levels are: they

reasonably represent historical evolution of improvement in real companies, they
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represent an achievable measure of improvement from one level to the next, they suggest
interim improvement goals and progress measures, and they make the priorities for
improvement obvious once an organization’s current status is known (Humphrey,

1989:5).
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Process change management
Technology change management
Defect Prevention

[ Managed(4) L]

Software quality management
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Software quality assurance
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oftware project tracking and oversighf
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Figure 2-3 The Key Process Areas by Maturity Level (Paulk et. al., 1993).

2.4.1 Internal Structure of the CMM.

Each CMM rating level is broken down into several key process areas, with the
exception of level 1. These process areas “identify clusters of related activities that
achieve a set of goals important to enhancing process capability” (Paulk et. al., 1993:30).
The key process areas associated with each maturity level are shown in Figure 2-3. There

are other processes besides the key processes that are involved in developing and
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maintaining software; however, they have no bearing on achieving a given CMM

maturity level.

indicate

Process
Capability

contain

II'ZeV Process Areas].l

achieve organized by

F'Common Features lJ

address contain

Implementation or Ik Key Practices ]]

Institutionalization
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Figure 2-4 Overall CMM Structure (Paulk et. al., 1993)

Each key process area is broken down into five common features. These common
features indicate whether the implementation or institutionalization of the key process
areas is “effective, repeatable, and lasting” (Paulk et. al., 1993:37). They also contain the
key practices that, when addressed, accomplish the goals of the key process areas. The

overall structure of the CMM can be seen in Figure 2-4.

2.4.2 Applications of the CMM.

There are two main ways in which the CMM can be applied by an organization.
The first is called a software process assessment (SPA) and the second is called a

software capability evaluation (SCE).



The SPA focuses on the current status of an organization’s software process, and
identifies priorities for improvement. These assessments can be performed by a team that
is either internal or external to the organization. Although these assessments can be
performed by themselves, they are often done in preparation for an SCE (Bollinger &
McGowan, 1991).

Whereas the SPA focuses on the current status in order to establish priorities for
improvement, the SCE focuses strictly on the current capability for a given project.
SCE’s are performed by specially trained teams which are external to the organization
being evaluated. These evaluations are often performed on bidders to a project or on
existing contracts to monitor performance (Paulk et. al., 1993:44).

Both the SPA and the SCE have several commonalties. Some of these include
team selection, the maturity questionnaire, analysis of the responses, site visits, and a list
of team findings (Paulk et. al., 1993:45,46). As described above, however, the overall

purpose of the two applications discussed is quite different.

2.4.3 Limitations of the CMM.

Despite the growing popularity and acceptance of the CMM as a measure of
process maturity, several concerns and limitations to the model have been expressed by
industry experts.

Probably the biggest concern raised is the inability of the CMM to adequately
discriminate between levels of process maturity. An organization must satisfy all key
process areas of a maturity level to achieve that level (Paulk et. al., 1993). This

requirement may cause a disconnect in the comparative rating of two organizations. An

2-11




organization that satisfies none of the key process areas would be considered a level 1
organization. An organization that satisfied many key process areas should clearly score
higher than level 1; however, this may not be true with the CMM. For example, if a
company satisfies most of the areas for level 2 and all of the areas for level 3 they would
be rated a level 1 because of the areas they did not satisfy (Bollinger & McGowan,
1991:31). In this example, the company that satisfied most of the level 2 and 3 key
process areas would have the same rating as that of the company that satisfied none, yet
the first plainly has a more mature process in the spirit of the model.

Another concern, or limitation, is the flexibility of a company using the model.
Companies that follow the CMM framework may fall victim to what is called process
fossilization. Fossilization refers to a process that cannot be easily changed in any
significant way (Bollinger & McGowan, 1991:39). In striving for and achieving level 5,
and organization will have committed many resources and will have implemented many
tools and procedures for collecting data. When a problem occurs, this data is used as a
resource to determine where in the existing structure the problem exists; and fails to
recognize a problem with the overall structure of the process itself (Bollinger &
McGowan, 1991:39). This type of data usage results in only minor intra-process change

and an inflexible overall process.

2.5 Alternative Means of Measuring Capability

Because of the limitations of the CMM mentioned in the previous section, some

alternative approaches to measuring an organization’s software capability have been



developed. They were designed to be used to evaluate the software process instead of the
CMM in situations for which the CMM is not fully appropriate or suited.

One alternative to the CMM is the Software Development Capability Evaluation
(SDCE). The SDCE method was developed by ASC in 1992 and is fully described in Air
Force Materiel Command (AFMC) Pamphlet 63-103. The SDCE is meant to be an
integral part of the source selection process. In fact, the members of the SDCE team are
also members of the Source Selection Evaluation Board (SSEB) (Babel, 1997). The
overall purpose of this method is to evaluate a potential contractors capability to develop
the proposed project, as opposed to the CMM which rates overall capability. The SDCE
is used to identify strengths and weaknesses in specific source selection areas as well as
the contractor’s commitment to follow their proposed process (Babel, 1997).

A second alternative to the CMM is the Software Acquisition-CMM (SA-CMM).
The CMM focuses on companies that develop software, but does not address
organizations that acquire software from other companies. Recognizing a need for a
model that focuses on the process of acquiring new software, the SEI developed the SA-
CMM and published it in 1996. The purpose of the SA-CMM is to “describe the
acquirer’s or the buyer’s role in software-intensive system acquisition” (Kind &
Ferguson, 1997). Similar to the CMM, the SA-CMM defines five stages, or levels, of
maturity for the software acquisition process. These five levels are summarized in Table
2.1. SA-CMM is intended to be used to improve the acquisition process similar to the
way in which the CMM is used to improve software development processes (Kind &
Ferguson, 1997). Because the SA-CMM is based on the CMM and is very similar in

structure, it maintains the same limitations as the CMM.
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Although this is not a conclusive list, it points out that the CMM is, by no means,
the only available method of improving or evaluating the capability of a potential
contractor. To this point, however, the CMM appears to be the most popular and widely

known model.

Table 2.1 The SA-CMM Maturity Level Description (Kind & Ferguson, 1997)

CMM Level Description

1 - Initial The organization does not have documented processes.

2 - Repeatable | Basic acquisition management instills discipline at the project level.

3 - Defined Acquisition organization-wide processes are defined, then tailored for

each project.

4 - Quantitative | Decisions on processes and products are based on formal quantitative
measures.

5 - Optimizing | Continual process and acquisition methodology improvements occur
based on quantitative feedback and form piloting innovative ideas and
technologies.

2.6 Cost and Schedule Performance Measures

The Airlie Council, in their study of industry best practices in 1996, recognized
the project control panel as both a useful tool and a concept for tracking the progress of a
project, and predicting its future progress (Basili et. al., 1997). The control panel consists
of several measures of performance in primary areas of a project; such as productivity,
completion, change, staff, risk, and quality.

One measure of particular interest to this research effort is the Cost Performance
Index (CPI). This measure shows how well a project team is meeting its budget goals.
The CP1 is a ratio of Budgeted Cost of Work Performed (BCWP) to Actual Cost of Work
performed (ACWP), two parameters present in most Earned Value Management Systems
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(EVMS’s). The CPI provides a historical measure of average productivity. A CPI of 1.0
indicates a project that is exactly on target for budget. A value less than 1.0 indicates a
budget overrun where a value greater than 1.0 indicates a budget underrun.

Another performance measure of interest to this study is the Schedule
Performance Index (SPI). Although not present on the project control panel mentioned
above, the SPI is a relative to the CPI. Where the CPI is a historical measure of cost
performance, the SPI is a measure of schedule performance. The SPI is a ratio of BCWP
to Budgeted Cost of Work Scheduled (BCWS), two parameters also present in most
EVMS’s. Like the CPI, a value of 1.0 indicates an on schedule project. A value less than
1.0 indicates a schedule overrun and a value greater than 1.0 indicates a schedule
underrun.

CPI=BCWP/ACWP (2.1)
SPI = BCWP/BCWS 2.2)

The above two measures are not the only measures of cost and schedule

performance. However, these two measures have become standard for both industry and

government (Nicholas, 1990:376-389).

2.7 Return-On-Investment Studies

Several companies and organizations have done return-on-investment (ROI)
studies showing the economic benefits of moving up the CMM maturity scale. The
studies identified the costs associated with trying to improve one’s CMM rating level.
They then identified and assigned dollar values to the perceived benefits, both economic

and non-economic, to determine the overall ROI. Three studies of prominent
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organizations at different levels are described in the further detail in the following

sections.

2.7.1 Hughes Aircraft.

In 1987, Hughes Aircraft employed a team from the Software Engineering
Institute (SEI), at a cost of $45,000, to perform an assessment of the Software
Engineering Division (SED) of the company. The SED was rated at a level 2
(Humphrey, Snyder, and Willis; 1991:13). After receiving the recommendations from the
assessment team, an action plan was devised and implemented to improve the software
process. Over the course of 18 months, Hughes expended 78 man-months of effort and a
total cost of $400,000 to implement the action plan.

When the SEI performed another assessment in 1990, it found that the SED had
improved to a strong level 3. In the course of improving from level 2 to 3, several
benefits were realized. Hughes found that working conditions, employee morale, and
project schedule and cost performance had improved. The economic value of the

improvements was estimated to be about $2 million annually (Humphrey, Snyder and

Willis; 1991).

2.7.2 Oklahoma City ALC

In 1990, the Oklahoma City Air Logistic Center (OC-ALC), Software Division
(LAS) was rated by the SEI at a CMM level of 1. In 1993, they were again rated and had
achieved alevel 2. Also, in 1993, and independent study was conducted to determine the

cost of process improvement and the benefits obtained. The study found that over an 8-
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year period, an investment of $1.5 million by LAS resulted in a cost savings of $11.3
million. Other findings included a 90% reduction in defect rate, a 26% reduction in test
program set (TPS) maintenance costs, and a ten fold increase in productivity

(Department, 1996:7-35).

2.7.3 Raytheon.

In 1988, an internal assessment of the Software Systems Lab at Raytheon, based
on the CMM questionnaire, rated the lab at slightly less than level 2. Four areas were
identified as needing improvement: documented practices and procedures, training, tools
and methods, and metrics (Department, 1996:7-40).

In 1992, a follow-up analysis revealed that Raytheon achieved a 7.7:1 ROI( a
$4.48 million return on a $.58 million investment). Other noted savings included a 75%

reduction in rework since 1988 and a 230% increase in productivity (Department, 1996:7-

41).

2.8 Correlation Study of the CMM and Software Development
Performance

In 1994, Robert Flowe and James Thordahl conducted a study examining the
correlation between CMM rating level, and cost and schedule performance of an
organization. Although based on a relatively small database, the results provide some
interesting insights.

The research used CPI and SPI as measures for performance. The study also

considered nine possible moderating variables when establishing correlation. The results
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suggest that a positive correlation exists between CMM rating level and both the CPI and
SPI. The research found that a strong correlation is present when the moderating variable
of “project relevance” is high. Also, the results reveal that the correlation with SPI
becomes more evident when the moderation variable of “percent complete” is taken into

consideration (Flowe & Thordahl, 1994:6-2,3).

2.9 Summary

The ROI studies described earlier provide insights into the economic value of
moving up the CMM scale; however, they provide no useful information about how the
CMM can be used by the software acquisition manager. The Flowe and Thordahl study
provides evidence supporting the idea that higher CMM levels indicate better cost and
schedule performance; however, the study stops short of explaining how this correlation
can be beneficial to the software acquisition manager.

This research attempts to build upon the relationship between CMM and
performance, described in the previously mentioned studies. It proposes a method of
combining the CMM rating level with the concept of statistical process control, which
was developed in the 1930’s and later promoted by Edward Deming and Joseph Juran, to
produce a method for the software acquisition manager to monitor and control the

performance of a software development contractor (Paulk et. al., 1993).



3. Methodology

3.1 Overview

Once the subject of this research, the CMM, was chosen; the research continued
in four phases. The first phase was the problem definition/scope phase. During this
phase, a specific problem dealing with the subject was selected. Also, the scope of the
problem was defined. The second phase was the data identification/gathering phase.
During this phase, the appropriate data was identified, located, and gathered. Phase three
was the model development phase. During this phase, the data was analyzed and a
proposed model was developed. Finally, phase four was the model validation phase.
During this phase, the proposed model was validated using historical data gathered about
members of the target population. The following sections describe each of the four

phases in full detail.

3.2 Problem Definition/Scope

The purpose of this phase was to define a specific research problem associated
with the CMM. A review of the existing research pertaining to the CMM revealed that
research exploring the predictive nature of the CMM might be useful to the software
acquisition community (Flowe & Thordahl, 1994). It was then necessary to define the
scope of the research because of the broad nature of the problem, and the limited time and

resources available to conduct the research. After further review of the existing literature,
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the decision was made to focus this research on applying a predictive model, based on the

CMM, to the statistical process control of DOD contractors.

3.3 Data Identification and Gathering

Once the problem had been defined and the scope clearly delineated, the research
moved into the data identification and gathering phase. The first step of this phase was to
identify the data required to conduct this research. CMM rating level was chosen to be
the independent variable. ACWP, BCWP, and BCWS were selected based on the the
dependent variables of interest, CPI and SPI.

The next step was to locate reliable sources for the required data. After a search
of the literature, a database containing secondary historic data from DOD software
development contracts that had been established by Robert Flowe and James Thordahl for
their research was located (Flowe & Thordahl, 1994). Robert Flowe was contacted and a
copy of the database was obtained. The database consisted of pre-established contractor
process maturity ratings (as defined by the SEI’s CMM), and cost and schedule data
reported to ASC and ESC in Cost Performance Reports (CPR’s) as part of their contract
fulfillment. The following is a summary of the steps used by Flowe and Thordahl to
obtain their information (Flowe & Thordahl, 1994):

1) Identify appropriate contract elements: During this step, contracts that
reported software development costs as a discrete contract work breakdown
structure (CWBS) element were identified in the ASC and ESC libraries.

2) Determine rating of contractor: After identifying the appropriate contracts, it

was necessary to establish whether the contractor, associated with each
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contract, had been rated using the CM methodology. If not, that contract was

discarded as a possible source of data; if they had, the rating information,

including method used and date rating was given, was recorded.

3) Collection of relevant cost/schedule information: During this step, cost and

schedule performance information, covering a period of six months prior to

and six months following the rating date, was collected.

4) Collection of moderating data: Finally, other moderating data which may be

used to characterize the software development project was collected to be used

to gain further insight into the performance data obtained.

These steps are depicted in Figure 3-1.
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Figure 3-1 Data Gathering Flow Chart (Flowe & Thordahl, 1994)
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The reliability of the information in the Flowe and Thordahl database was
considered sufficient for the purposes of this research because the collection, content, and
reporting of the information are governed by the C/SCSC guidelines. Also, the same
criteria for cost and schedule measurement and reporting are mandated for all contracts,
making the data obtained reliable for comparison between different contracts.

An attempt was made to add to the validity of the database by adding contractor
information from Space and Missile Systems Center (SMC) contracts. The person in
charge of the SMC cost library was contacted, and the contents of the library was
discussed. It was learned that necessary data (contractor identification) was not kept in
the library. Because of this fact, contractor CMM rating level could not be ascertained
and linked to the performance information, making use of the SMC cost library
information for this research impractical. Because there are few, if any, reliable sources
of data it was decided that the existing database would be sufficient, based on the target
population of this research (DOD contractors).

Some of the data points in of the Flowe and Thordahl database had to be excluded
for this research effort. Low levels of contract effort cause the variances of the indices
that are more due to lack of activity than to actual variances in contractor performance.
Flowe and Thordahl calculated a ratio of contract activity during the twelve month period
relative to total activity to date. If this ratio showed a level of activity of less than 1% for
any of the three parameters, BCWS, BCWP, and ACWP, the data point was excluded
(Flowe & Thordahl, 1994). These points are identified by comments in the investigator

comment box of the data forms in Appendix A.



One of the moderating variables collected by Flowe and Thordahl was rating

relevance. This moderating variable rates the relevance of the project listed in the WBS

to the actual CMM rating of the organization. If this variable is listed as high or very

high, the project in the WBS was the project used to obtain the organization rating. In an

attempt to develop a model that is as accurate as possible in relationship to the CMM

rating level of the contractor, only contracts with a rating relevance of high or very high

were used to develop the model.

3.4 Model Development

The first step of the data analysis phase, following the removal of data to be used

in the validation phase (validation data selection is described in detail in the next section),

was to separate the data based on CMM rating level. After separation, equations 3.1 and

3.2 were applied to the data to obtain the sample mean and standard deviation for each

rating level (Devore, 1995).
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where: X, 1s the sample mean.
n is the sample size.
X; 1s a point in the sample.
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where: s is the sample standard deviation.
n is the sample size.
X; is a point in the sample.
Xiar 18 the sample mean.

The next step was to calculate prediction intervals, to be used as the predictive

model upper and lower statistical control bounds for performance, using equations 3.3

and 3.4. An assumption of normality must be made about the data distributions for these

equations to apply to this research (Devore, 1995). The intervals calculated using these

equations will be known as the model from here on out.

UB ‘:Xbar“ t

LB :Xbar_t

3.3)

(3.4)

where: UB and LB are the prediction interval upper and lower bounds.
Xbar is the sample mean.

t is the value of the t

statistic.(a. = 1 - prediction level/100)

s is the sample standard deviation.

n is the sample size.

One graphical method of val

idating an assumption of normality is the box and

whisker plot (refer to Figure 3-2). A box and whisker plot gives a quick graphical picture

of the median of a sample distribution and the extent and nature of any departure from

symmetry (Devore, 1995). It can also be used to identify any points that lie unusually far

from the main body of data. This method can be used to identify sample distributions

that deviate severally from normal; however, for small sample sizes the box and whisker

plot may be misleading and a more precise method is required.



A more precise method of validating the normality assumption is the Wilk;
Shapiro/Rankit Plot Procedure (refer to Figure 3-3). It can be used to examine whether
data conform to a normal distribution or not (Analytical, 1996). This method yields a
statistic equal to the square of the linear correlation between the rankits and the order
statistics (Analytical, 1996). The closer to 1.00 the value is, the more normal the
distribution is. For a small sample, typically less than twenty data points, a value

Box and Whisker Plot

0.3

NORMAL

-0.54

«214

Figure 3-2 Sample Box and Whisker Plot for a normal distribution

of .8 or higher is sufficient for the distribution to be approximated with the normal

(Reynolds, 1997).

3.5 Model Validation

The research entered the model validation phase following completion of data

analysis and the development of the model. The first step of this phase was to select the
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data to be used for validating the model. Since the target population of this research is

DOD software development contractors, it was decided to select data from contractors

within this population. An available source of information was the existing database.

Appropriate contractors were selected from the database based on CMM rating level and

the number of data points provided by each contractor. In an attempt to obtain enough

points to do the validation without reducing the database size significantly, contractors

that had provided three data points were chosen. These contractors are identified by a

comment in the investigator comment box of the data forms in Appendix A.
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Figure 3-3 Sample Wilks-Shapiro Plot of a Normal Distribution

CPI and SPI were calculated for each of the points using equations 2.1 and 2.2

respectively. These values were then compared to the model value for the upper and

lower control bounds to determine which points fall within the bounds and which points

fall outside.
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One current method of determining whether a contractor’s performance is
acceptable or not is to calculate the cost and schedule variance percentage of the
contractor’s performance and compare them against set limits. A common limit currently
used by managers is £10% variance for both cost and schedule (Ferens, 1997).

In order for our proposed model to be at least as good as the current method, it
was expected that any point with a variance percentage of greater than +10% would fall
outside the proposed model’s control bounds, and any point with a variance percentage
within the +£10% range would fall inside the proposed model’s control bounds. The cost
and schedule variance percentages were calculated for each point using equation 3.5 and
3.6 respectively.

Cost Variance %(CV%) =100*(BCWP - ACWP)/BCWP 3.5)

Schedule Variance %(SV%) = 100*(BCWP - BCWS)/BCWS (3.6)

These variance percentages were then compared to the £10% limit and used to determine
the expected position of the point with regards to the model’s control bounds. Finally,

any deviation from the expected position was noted.




4. Data Analysis/Results

4.1 Model Development

Having separated the data into two parts, the complete data set consisting of all
data to be used in the development of the model, and the validation data set consisting of
the data to be used in validating the model, the next step in developing the model is to
validate the assumption of normality for the complete data set. The box plots of the CPI
and SPI are inconclusive (see Figures B-1 and B-2 in Appendix B). There are no highly
extreme values to suggest that the distributions are not normal, however, the plots are not
exactly symmetrical so further analysis is needed.

Wilk-Shapiro Rankit Plots were constructed for each level of data (see Figures B-
3 through B-8 in Appendix B). The Wilk-Shapiro statistics obtained from these plots are
summarized in Table 4.1. The values obtained are not inconsistent with normal

distributions and support the assumption of normality.

Table 4.1 Wilk-Shapiro Statistics for SPI and CPI

Rating Level SPI CPI
1 0.87 0.84
2 0.93 0.91
3 0.93 0.90

Having validated the assumption of normality, the next step is to apply descriptive
statistics to the complete data set to obtain the mean and the standard deviation. These

values can then be used to construct the prediction intervals necessary to develop the
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model. Once again using Statistix for windows, the values were obtained and are
summarized in Tables 4.2 and 4.3. Some of the values are contrary to the CMM theory
which states that as rating level goes up, the performance of the contractor moves closer
to the ideal and the variance improves. These discrepancies are addressed in the

limitations section of chapter five.

Table 4.2 Descriptive Statistics for CPI

CMM Rating Number in Sample Mean Standard Deviation
1 11 0.7326 0.2883
2 12 1.2489 0.4169
3 11 0.988 0.1104

Table 4.3 Descriptive Statistics for SPI

CMM Rating Number in Sample Mean Standard Deviation
1 11 1.0668 0.3454
2 12 0.9741 0.0531
3 11 1.0457 0.0891

These values can now be used to construct the prediction intervals for all three
rating levels and both performance indices. The prediction level used in this study is
90%. Usually a higher prediction level is preferred, but for the size of our sample a
higher prediction level would yield intervals too wide to be meaningful. The o
corresponding to a 90% prediction level is 1 - prediction level/100 or .10. Dividing o by
two yields the required value for equations 3.3 and 3.4 which is .05. The t-statistic for
this value, t,; ., can be obtained from a standard table such as the one in Devore (Devore,

1995: 707). Substituting into equations 3.3 and 3.4 yields the intervals displayed in Table
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4.4 and 4.5. Once again, one of the results is not consistent with CMM theory and is

addressed in chapter five.

Table 4.4 CPI Portion of Proposed Model

CMM Rating| n tosnn | Lower Bound | Upper bound
1 11 | 1.812 0.186971 1.278229
2 12 | 1.796 0.469574 2.028226
3 11 | 1.812 0.77906 1.19694

Table 4.5 SPI Portion of Proposed Model

CMM Rating| n tosnq | Lower Bound | Upper bound
1 11 | 1.812 0.413106 1.720494
2 12 | 1.796 0.874838 1.073362
3 11 | 1.812 0.877072 1.214328

The intervals in Table 4.4 and 4.5 constitute the proposed model. This model is
proposed to be used by acquisition managers to predict performance or monitor
performance of a contractor, based on the contractors CMM level. A performance value
inside the interval for a given rating level denotes acceptable, or typical, performance for

that level. A value outside the interval depicts unacceptable, or atypical, performance.

4.2 Model Validation

The first step in the model validation process is to compare the performance

values for the selected data validation points to the model interval bounds developed




during the model development phase and note whether the value is inside the interval or
not. A summary of the results of this comparison is located in Table 4.6.

The second step in the model validation process is to calculate the CV% and the
SV% using equation 3.5 and 3.6 respectively, and compare these percentages to the
standard limits of +10%. The location of the percentages (inside or outside the limits) is

then noted. A summary of the results of this comparison are located in Table 4.7.

Table 4.6 Comparison of CPI and SPI to Model Bounds

Contractor WBS CMM SP1 CPI Inside Inside
Code(Append A)|Element| Rating | Value Value | model SPI | model CPI

range? range?

IC 1 1 1.00 0.87 yes yes

2 1 1.04 0.56 yes yes

3 1 1.01 0.84 yes yes

FA 1 2 0.97 0.39 yes no

GB 1 2 1.08 0.35 no no

HA 1 2 1.05 0.84 yes yes

JB 1 3 0.90 1.07 yes yes

2 3 1.29 1.98 no no

3 3 1.31 2.16 no no

Table 4.7 Comparison of CPI and SPI variance % to £10% limits

Contractor WBS | CMM | SPIvar | CPlvar |Inside 10% | Inside 10%
Code(Append A)| Element| Rating % % SPI1 limit? | CPI limit?
IC 1 1 0.00 -12.90 yes no
2 1 4.09 -58.86 yes no
3 1 1.30 -20.98 yes no
FA 1 2 3.25 -53.86 yes no
GB 1 2 7.72 -175.51 yes no
HA 1 2 5.66 -12.88 yes no
JB 1 3 -10.04 8.69 no yes
2 3 29.16 40.09 no no
3 3 30.69 54.69 no no
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The final step in the validation process is to compare the results in Table 4.7 to the

results in Table 4.6. Table 4.8 summarizes the comparison between the 10% limit method

and the proposed model method. A “yes” value indicates values lying inside the limits for

the respective methods and a “no™ value indicates values lying outside the limits for the

respective methods. A disagreement is defined as a difference between the value in the

10% column and the value in the Model column. For the SPI performance measure, one

CMM rating level 2 point disagreed and one CMM rating level 3 point disagreed. For the

CPI measure, all three CMM level 1 points were in disagreement and one CMM level 2

point. The shaded areas in the table represent these disagreements between the 10%

method and the model method.

Table 4.8 Comparison of 10% Method to Model Method

Contractor | WBS |Rating| SPIfor 10% | SPI for Model | CPIfor 10% | CPI for Model
IC 1 1 yes ves ' no oyes
2 1 yes ves no - ves
3 1 ves ves no yes
FA 1 2 ves ves no no
GB 1 2 ves . no - no no
HA 1 2 yes ves no 'yes
JB 1 3 no - o yes’ ves yes
2 3 no no no no
3 3 no no no no

4.3 Analysis of Differences

There are several possible explanations for the differences noticed between the

predicted values obtained using the current practice of using £10% variance as bounds

4.5

~




and the values obtained using the proposed model. The following paragraphs will give
some of the more probable explanations.

For the SPI performance measure, two of the nine points disagreed. Both of these
points disagreed at the second decimal point level. The number of decimal places
reported in the model intervals and also the variance calculations are more a result of the
programs used to calculate them, (Microsoft Excel® and Statistix®), than an indication of
significance. For this reason it is possible that in reality there is agreement between the
model and the current method being used.

For the CPI performance measure, all three of the CMM level 1 points disagreed
and one CMM level 2 point. The current method assumes that all contractors should be
capable of performing within the 10% limits, it does not take into account the differing
maturity levels of the organization. According to the CMM, level 1 organizations are ad
hoc and have a high variance (Paulk et. al., 1993). Because of this, the model intervals
for CMM level 1 contractors are extremely wide, causing points that are outside the 10%
limits to still be within the acceptable performance levels for a typical CMM level 1
organization. Another possible explanation is due to the sample size for the model
development. The sample is relatively small in this preliminary study causing the t-
statistic to be rather large. This will cause the intervals to be wide and might explain why
the model says that the contractors performance is acceptable, where as the current
method says it is not. Finally, a possible explanation for the CMM level 2 point is that

the model has a prediction level of 90%, meaning that it is possible for contractors whose



performance is unacceptable, to fall in the acceptable range of the model 1 out of every

10 measurements.
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5. Conclusions/Recommendations

5.1 Overview

The first goal of this research was to establish a model, based on the CMM rating
level of DOD contractors, to be used for the monitoring of contractor performance in
developing software. The second goal of this research was to determine the usefulness of
the above model to the acquisition manager in monitoring performance of contractors on
software development contracts.

Often acquisition managers use performance measures for contractors in different
ways. One way in which they are used is to indicate when performance is below a set
standard, such as the arbitrary +10% limit used in this study. This limit may change
depending on the importance or suspected risk of a project. A project that is very
important or vital to an organization may impose a limit of £5%. A project that is less
important might relax the limit to £15%. The results of this study suggest that such a
model might be useful in predicting or monitoring performance of a software
development contractor when the acquisition manager wants to know if the contractor is
performing up to its capability. This model can be used in conjunction with the practice
of setting variance limits on the contractor, to fulfill multiple monitoring and controlling

functions. In the following paragraphs, the implications of this research will be explored.
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5.2 Implications for the Acquisition Manager

The theory behind the CMM suggests that the rating level of a contractor can be
used as some indication of the performance capability of that contractor. The results
suggest that the proposed model in this study might prove to be a useful tool to the
acquisition manager. Based on the model results, performance can be predicted, given a
contractors CMM rating level. Also, the model can be used to determine if the
performance of a contractor is typical of an organization with the same rating level.
However, the model does not perform equally well at all levels. For organizations at
CMM level 1, the performance of the model is not good. It appears that because CMM
level 1 organization performance has such a high variance, the interval in the model does
not do a good job discriminating between acceptable and unacceptable performance.
Almost any performance is considered acceptable. This is important to the acquisition
manager because almost 70% of organizations are still at CMM level 1. As the rating
level reaches the higher CMM levels, 2 and 3, the model discriminates as well as the
arbitrary +10% limit method. Although this study did not contain any data for the higher
levels of the CMM, the results suggest that the model might discriminate at a level even
higher than £10%. As more and more companies move up the CMM rating scale, the
usefulness of the proposed model should increase. The results are interesting and suggest
that further research is warranted to determine the full usefulness of a model such as the

one developed in this study.



5.3 Implications for the Researcher

CMM theory is grounded in the premise that as CMM rating level increases,
performance also increases and becomes more predictable. Correlation studies have
supported the performance aspect of this premise. A natural extension to this premise is
that, given data for organizations at the different levels, a model can be developed which
could be used to predict performance at each level. The results of this study support this
extension for the higher levels, 2 and 3, of the CMM. However, it is interesting that the
intervals with a meaningful level of prediction, for CMM level 1 organizations, are so
wide that no accurate prediction could be made with them. This may be due to the
limitations of this research, but these intervals suggest that perhaps the variance of
organizations at CMM level 1 is so large that meaningful prediction of these
organizations is not possible. Further research into this area is needed to determine the

predictive ability of such a model for CMM level 1 organizations.

5.4 Limitations of the Research

There are two major areas of limitations to the applicability of this research. The
first of these areas is bias in the database, the second is the content of the database itself.
The following paragraphs will describe in more detail these limitations.

The database used in this research consists of second hand historical data
collected by a third party. Because of this, it inherently contains bias. The method of
reporting used by the contractors was controlled by guidelines (C/SCSC), which helped
to reduce the level of bias introduced. The person who collected the data and constructed

the database was contacted and questioned as to the thought processes and procedures
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used in constructing the database. This was done in attempt to identify and reduce any
bias that may be present. Unfortunately, it is impossible to eliminate the bias completely
or to fully understand the nature of the remaining bias. For the above reason, the amount
of bias present and the effects caused by its presence are unknown.

There are several limitations of the content of the database itself. The first of
these is breadth. Data for the database was collected from DOD contractors who had
reported data to ASC and ESC as part of their contracts. ASC and ESC contractors do
not represent the full range of contractors providing software to the DOD. Information
from contractors performing work for SMC would greatly add to the breadth of the
database, but unfortunately SMC does not maintain the information in a format
compatible for use in the database. Another limitation of the database is size. Even if the
content of the database sufficiently covered the full range of contractors, it would still
contain only a small sample. The small number of data points available for model
development and model validation affected the sensitivity of the samples when data was
removed for use in model validation. This sensitivity might have caused of some values
obtained to deviate from theoretical expectations. The value for means and the width of
the prediction intervals in the model may have been affected. A much larger database

would allow the development of a more accurate model and possibly more useful model.

5.5 Recommendations

There are several areas of opportunities for further research based on some of the
limitations and the results of this research. Recommendations for further research are

described in the following paragraphs.



One recommendation is to broaden the database and revise the model. There are
several ways in which the database can be broadened that would lend to a more accurate
and useful model. The first of these is to add data for contractors with level 4 and level 5
maturity ratings. At the time the database was constructed there were very few
contractors at these higher levels. Although there are still not many, there may be enough
to develop a preliminary model at these levels. A second area in which the database can
be broadened is the addition of space systems. At this time the SMC database is not in a
format that could be used for this research. Collection of relevant information on SMC
contractors would extend the range of the database and add to its validity. Finally, more
data points could be added at the lower levels. This preliminary study had a small sample
set from which to develop the model. Additional data at the lower levels would help in
developing a more accurate and possibly more useful model.

Another recommendation for further research is to revalidate the new model with
a different set of data. There are two ways in which this could be accomplished. The
first way is to validate the model with more points from a single contract. In this study
the model was validated using a single point from different contracts. Although this was
sufficient for this preliminary study, validation of the model using multiple points from a
single project might be of value in determining the usefulness of the model over time.
The second way to accomplish revalidation is to attempt to revalidate using a much larger
sample size at each of the rating levels. For this preliminary study only three data points
were used at each of the first three CMM rating levels. Increasing the number of points
used would allow the researcher to validate the prediction level proposed for the model

while validating its usefulness to the acquisition manager.
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5.6 Conclusion

The goal of this preliminary study was to evaluate the possibility of creating a
mode] based on the CMM rating level of contractors and to determine the usefulness of
such a model to the acquisition manager. The results of this study suggest that such a
model might be possible and useful as a tool to monitor and control contractor

performance, and that further research in this area is warranted.
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Appendix A: Unreduced Data Set

This appendix provides the unreduced data set contained in a Microsoft Access
version 2.0 database. Each database record representing an individual data point is

presented in a “form” format, with each record represented by a separate page.
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Appendix B: Data Supporting Analysis of Complete Data Set

This appendix contains the complete set of plots used to support the assumptions
of normality. The plots were constructed by the statistical software package, Statistix for

. Windows.
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1. Box Plots of CPI and SPI

Box and Whisker Plot

2.0

SPI

.

05+

RATING

Figure B-1 Box Plot of SPI for Complete Data Set
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Figure B-2 Box Plot of CPI for Complete Data Set
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2. Wilk-Shapiro evaluation of normality at each level

Wilk-Shapiro / Rankit Plot of SPI
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Figure B-3 Wilk-Shapiro Plot for SPI at Rating Level One for Complete Data Set
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Figure B-4 Wilk-Shapiro Plot for CPI at Rating Level One for Complete Data Set
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Wilk-Shapiro / Rankit Plot of SPI
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Figure B-5 Wilk-Shapiro Plot of SPI at Rating Level 2 for Complete Data Set
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Figure B-6 Wilk-Shapiro Plot of CPI at Rating Level 2 for Complete Data Set
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Figure B-7 Wilk-Shapiro Plot of SPI at Rating Level 3 for Complete Data Set
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Figure B-8 Wilk-Shapiro Plot of CPI at Rating Level 3 for Complete Data Set
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