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AFIT/GLM/LAL/98S-10
Abstract

The Colombian Air Force recently installed a logistics operating system to
improve the logistics system. However, the inventory cost and turnover have not stopped
growing; subsequently, the operational readiness has been affected. The purpose of the
study was to compare the performance of several forecasting techniques to improve the
current planning process of aircraft parts in the CAF. The research used five phases.

The first phase identified the relevant factors and the forecasting techniques
selected for the experiment. The factors were repairability, demandability and
uniqueness. The forecasting methods were single and double exponential, moving
average, autoregression and linear regression. The third and fourth phases simulate
additional demand data. It was found that single exponential and moving average
perform better than the others. The fifth phase found that the forecasting system can
provide substantial savings to the logistics system.

Finally, it can be concluded that demand for most spare parts cannot be predicted
because forecasts always contain errors. Then, it is necessary to consider additional
improvements in logistics operations to make it easier to live with demand uncertainty.
Among such improvements would be a shortening of the resupply time, the procurement

lead time, and of the repair cycle for spare parts.
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A FORECASTING APPROACH TO IMPROVE LOGISTICS

PLANNING IN THE COLOMBIAN AIR FORCE

1. Introduction

In recognition of the importance of effective and efficient procurement of aircraft
parts, this thesis presents a quantitative analysis of the use of forecasting techniques to
predict future logistics requirements for the Colombian Air Force (CAF). This chapter
justifies the analysis by presenting the major issues surrounding logistics in the
Colombian Air Force, such as aircraft operational readiness, inventory investments, and
inventory turnover. The chapter then provides the rationale for conducting a quantitative
study to predict future requirements in the CAF logistics system. The research problem,
objective, and investigative questions follow. Finally, we provide a summary of the

methodology employed with a description of its scope and limitations.

General Issue

Through the years, the Colombian Air Force (CAF) has developed its own
logistics system. This system consists of a Logistics Headquarters with its directorates of
maintenance, supply, foreign market, armament, and purchasing. The logistics process
control is centralized at the CAF headquarters, but the execution is decentralized at the
operational air commands. The budget for the entire operation is annually assigned and

divided in accordance with the customer's requirement. In the earliest 1990's the CAF




logistics statistical results [EMA3 03-98, 1998] showed some improvement in the rate of
aircraft readiness but responsiveness was not enough to cover the operational
requirements. Another result showed an approximate 100% increase in average inventory
cost. At the same time, the inventory turned over approximately once every four years.

In addition, the annually allocated budget was insufficient to increase aircraft readiness.

Under this situation, the CAF ordered a complete revision of its logistics
procedures to find the common cause for these results [JET 01-97, 1997]. The
investigation concluded that several issues were affecting the process. First, there isa
difficulty in sharing logistics information within the logistics process. Second, the
reliability of logistics information, especially related to historical records and spare parts
consumption, is not good enough to enhance the logistics process. Third, there are no
standard procedures to plan future requirements of aircraft spare parts. Finally, the work-
order process is not used to initiate corrective and preventive maintenance activities.
Because of this evaluation, the CAF bought a logistics information system, EQUALS, to

be implemented in 1998.

Research Problem

The CAF recently installed a logistics operating system, EQUALS, to improve
communication, reliability, flexibility, and accuracy of the logistics information flowing
through the supply channel. However, the initial results showed that the inventory cost
and turnover have not stopped growing; subsequently, the operational readiness has been

affected by the lead-time within the supply channel. This is a problem because budget




allocations require accurate estimates of the product volume to be handled by the logistics
system. Under certain circumstances, especially during short term planning such as
inventory control, logisticians often find it necessary or useful to produce forecasting

information [Ballou, 1992:108-109].

Purpose of this Research

The purpose of the study is twofold. First, this thesis will compare several
forecasting techniques to be used with consumable and repairable items. The second
purpose is to provide a procedure for the Colombian Air Force to plan future aircraft
spare parts requirements based on forecasting techniques using the information provided

by its logistics information system.
Contribution for the Colombian Air Force Logistics Managers

The purpose of this research is to provide the CAF a forecasting approach to plan
future aircraft spare parts requirements. This approach provides the CAF and the

"Jefatura Técnica" (Logistics headquarters) with the following contributions:

1. Improve procurement decisions of future requirements. The implication of
this contribution is that forecasting techniques will allow managers to
understand demand patterns and concentrate efforts in developing and

improving forecasting techniques in other areas of the organization.




2. Improve operational readiness. A robust forecasting system will improve the
operational readiness because of the accuracy of the spare parts planned to
have in inventbry.

3. Improve budget allocations. The implication associated with the budget is
that a good forecasting estimate increases the cost effectiveness ratio. The
cost effectiveness ratio is defined in terms of every "peso” ($ 1.00 dollar =
$1,300.00 pesos) invested per flying hour.

4. Improve inventory turnover. Developing a reliable and accurate forecasting
system will allow the CAF to increase the inventory turnover gradually by
reducing the average inventory and increasing the sales.

5. Observations on the forecasting approaches' weaknesses and strengths. The
implications associated with this contribution are that managers will have a

greater understanding of and confidence in forecasting techniques.
Research Question

Ballou suggests that the forecasting of demand levels is vital to the firm as a
whole as it provides the basic inputs for the planning and control of all functional areas,
including logistics, marketing, production and finance [Ballou, 1992: 108-149]. In this
case, forecasting is studied as an important aid in effective and efficient planning in the

CAF logistics environment. The research questions are as follows:




1. Can forecasting techniques improve the planning process of future
requirements for aircraft spare parts with the current information provided by
the CAF logistics information system, "Equals"?

. 2. What forecasting technique is more appropriate for each demand pattem '

category?
Research Hypotheses

To answer the research questions, a factorial experiment will be conducted to

measure the performance of several forecasting methods on several types of demand

performance, and that forecasting techniques do not work equally well on all demand
categories.
H1,: No performance difference exists between forecasting techniques and current

|
patterns. The hypotheses to be tested are that forecasting methods can improve supply
demand management techniques.

H1,: At least one forecasting method is different from current demand
management techniques.

H2,: No performance differences F, = F,...=F in all demand categories.

H2,: At least one forecasting technique differs from others.

Research Approach

Three phases will be used to evaluate the logistics requirements using different

forecasting techniques with the data provided for the experiment.




The first phase is to identify the characteristics of the aircraft spare parts demand
pattern and determine the forecasting techniques to be used during the study. This phase
includes the following specific requirements: |

1. Categorization of CAF spares in terms of critical factors in demand patterns.

2. Select a sample of aircraft spare parts to be used in the experiment based on
the critical factors.

3. Select a time horizon to forecast.

4. Determine the forecasting techniques to be used during the experiment.

The second phase of the experiment consist of measuring the performance of the

forecasting methods. This phase include the following specific requirements:

1. Perform forecasting on the spare parts selected for the experiment.

2. Perform a general factorial procedure to provide an initial analysis of the
dependent variable, the forecasting error, affected by the factors and the
treatments.

3. Perform the appropriate statistical tests to determine if there are any
differences in the performance of the forecasting methods.

The third phase consists in prepare and perform the simulation experiment. This

phase includes the following requirements:

1. Conceptualization of the model to be used during the simulation process.

2. Analysis of the data to be used in the experiment.

3. Verification and validation of the simulation model.




4. Production runs, and their subsequent analysis to estimate the measures of

performance.

Scope and Limitations

The sample to be analyzed is a convenience sample because the actual Air Force
data is in the process of migrating to its new logistics information system. There were
some obvious limitations to the data. First, the data analyzed by aircraft model consisted
of demands generated by 8 aircraft at only one geographic location. Secondly, the
detailed knowledge of individual parts present gaps in information for all the demand
data studied. The gaps represented are on applicability of parts to aircraft, relationship
between part numbers including information on interchangeable parts, substitutable parts,
parts that are component of a higher assembly, and parts that are independent in an
operational sense.

Another deficiency in the data studied is that some additional major maintenance
was performed to the Bandeirante and the Fokker during the period covered by the data;
but it was not documented properly. For certain parts, this maintenance appears as a
normal consumption; thus, it is affecting the demand patterns during the period being
investigated.

Finally, some unit cost for the Dash 8 repairable item approximates the real repair
cost, since most of the unit cost for the items issued represents the leasing value.
However, this cost data has no effect on the underlying distribution of the demand for

spare parts.



Assumptions
The analysis of this research adopt the following assumptions:
1. The sample presents a similarity with the CAF in maintenance and supply
procedures.
2. Similar tirné series components between the commercial airline and the CAF. i
3. The unit cost of each item was provided in “pesos” (Colombian currency), the
transformation to dollar value was based on $US 1.00 equal 1,300.00 “pesos”.
4. The repairable unit cost of the Dash 8 in some cases approximate the repair

cost because the price used is the leasing value but not the repair cost.
Chapter Summary and Organization of the Research.

This chapter presented the reader with the environment of the research, the
specific problem, the research purpose, the research and investigative questions, the
managerial contributions, the hypothesis, the scope and limitations, and the underlying
assumptions. Chapter II describes the critical issues in the logistics channel, the current
forecasting concepts, and the type and characteristics of demand patterns. Chapter III
discusses the research methodology. Chapter IV presents the results and analysis of the

data collected. Finally, Chapter V provides the conclusions and recommendations

derived from the research.




II. Literature Review
Introduction

This chapter discusses the significant issues in logistics, the current forecasting
concepts, the nature of aircraft spare parts demand, and the logistics system related to the
research problem. First, the chapter gives a description of the critical issue in a logistics
environment. Second, the chapter describes the Colombian Air Force logistics system.
Third, the chapter provides the main characteristics of the CAF logistics system,
EQUALS. Fourth, the chapter introduces the most useful forecasting techniques
appropriate for the research environment. Finally, it describes the ‘measures to achieve

forecasting accuracy.
The Importance of Logistics

According to Lewis and Talalayevsky [1997:141,157], logistics is the discipline
that studies the flow of goods and services, and accompanying information within and
between organizations. The essential issue in logistics is the coordination among all the
activities.

The first consideration for management is to decide the strategic direction for a
company; it means to “see the big picture” [Casper, 1997: 175-178]. This overall
direction is outlined and translated into a corporate plan of action. The corporate plan is

then divided in sub-plans for the functional areas of business, such as marketing,




production, and logistics [Ballou, 1992:29-49]. The corporate plan regarding logistics
includes decisions in locating warehouses, setting inventory policies, designing order
systems, and selecting modes of transportation. Having this framework, the logistics
strategy has three objectives: cost reduction, capital reduction, and service improvements.

Research suggests [Razzaque, 1997:18-38] that before starting to deal with
logistics systems, it is advisable to study your own country’s logistics system (where the
firm is growing). This logistics approach could be useful for less developed countries.
An important issue in this analysis is to understand that the sophistication level of the
Jogistics system evolved within a firm is essentially a micro-system built on the basic
framework of the nation's macro logistics. If a country does not have a good base
network of dependable transportation, wgrehousing, communication and other related
facilities, desired configuration of the network will be difficult. The challenges in many
less developed countries are to develop a logistics system, mainly by management
involvement and logistics education. Literature reveals that in those cases an anticipatory
logistics plan could alleviate the inefficiencies.

Ballou [1992:29-49] and Abouzolof [1997:2-9] state that once the strategic
direction has been defined, then the priority is to plan the logistics activities. One way to
look at the logistics-planning problem is to view it in the abstract as a network of links
and nodes [1992:29-49]. Links represent the methods for transmitting information from
one geographic point to another. Nodes are the various data collection and processing
points. Information for planning is derived from sales revenue, product costs, inventory

levels, warehouse utilization, forecast and transportation rates [Ballou, 1992 p: 29-49].

10




Mentzer [1994: 215-227] states that the information system is a component of the
logistics control system and should provide relevant information to the logistics manager.
In the next century the need for more accurate, comprehensive, and timely control
systems will become highly pronounced. In addition, the logistics organization will focus
more on customer satisfaction and resource management.

Other studies [Closs, 1997: 4-17] by logistics experts representing the world class
logistics organizations, suggest that the logistics operating and planning systems are
highly valued. There is also empirical evidence to support that logistics operating system
(LOS) and logistics planning system (LPS) assessments are predictive of 0\-/era11 logistics
competence. LOS includes transactional applications such as order entry, order
processing, warehousing, and transportation. LPS includes coordinating applicatioﬁs
such as forecasting, inventory management, and distribution requirements.

Other experts [Bardi, 1994: 71-83] argue that logistics information systems (LIS)
are a powerful approach to deal with the business diversity by optimizing logistics costs,
customer service, information integration, and customer linking. These experts also
identify the relationship between corporate logistics goals, competitive environment, and
the strategic importance of information to top management supporting the LIS.

Sengupta [1996:28-33] for example presents the areas of forecasting, purchasing,
production, storage, and distribution as potential improvement in a logistics environment.
Korpela [1996: 169-168] suggests that one of the most important issues for a good
inventory management is to have a demand forecasting capabilities for the basis of

planning of production, transportation, and inventory levels.
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One good example [Martin, 1997:54-58] of using the demand projections,
inventory strategy, and streamlining the supply chain is the experience done at Xerox
Corporation. With this information, the benefits obtained at Xerox Corporation were the
inventory reduction, the increase in product support, and high customer service.

Mecham [1997: 78-79] presents another case used by AlliedSignal Aerospace's
worldwide repair and overhaul network to improve its logistics system. By means of new
software, AlliedSignal's active inventory is maintained at minimum, while ensuring the
orders are filled promptly. This software provides a new tool to forecast demand, plan
inventory levels, and allocates distribution of its spare, repair, and upgrade parts. The
AlliedSignal's essential issué is better planning, not necessarily a means to improve
forecasting. The critical point is knowing which parts you have to deal with, when you

have to deal with the suppliers, and what actions need to be taken.

The Colombian Air Force Logistics Environment

The Colombian Air Force has been in operation since 1919 [FAC, 1985:2]. Its
operational bases are located all around the country, where the weather can be highly
variable, sometimes presenting extreme differences of temperature, humidity and salinity.
The CAF consists of 12 Operational Bases [JOA 12-97, 1996: 2-10}, including the A
Military Academy and one Repair Maintenance Facility similar to a depot in the U.S. Air
Force. The CAF includes airplanes and helicopters from different countries around the
world. Some aircraft were manufactured in the United Sfates, others in France, Spain,

Brazil, Israel, Russia, and Holland. The logistics system to support the operational flying
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requirements is organized under one large logistics agency, named “Jefatura Técnica”
(Logistics headquarters) and six directorates [Manual de Mantenimiento, 1994:4-45].
These directorates are maintenance, supply, foreign market, purchasing, armament, and
education and technical training. This organization also includes a staff for planning,

special projects, and quality control as well.

Logistics Issues

For the purpose of this research, the issues to be addressed related to the logistics
problem will be concerned only with those that are affecting the inventory cost, inventory
turn over, and readiness.

The complexity of the logistics activities was mainly caused by the fact of many
foreign aircraft manufacturers: The United States, France, Holland, Spain, Israel, Brazil
and others. This factor includes frequently dealing with and handling different languages,
procedures, and regulations.

Another logistics problem is the purchasing process of new or used aircraft spare
parts [Suarez, Interview, 1998]. This process has to deal with the long period required in
some cases for the manufacturer to process the requisition. If the part requested is a high
demand item, the lead time between the time the requisition is issued to the time it is
received in Colombia is about 3 or 4 weeks. If the part requested is a low demand item,
and if it requires a special production order, the lead time will be higher than 40 weeks.
In some cases, this lead time can be up to 80 weeks.

The process to repair aircraft spare parts at intermediate or depot level [Melendez,

D. 1996, 30-50] is another issue to be considered. This process can be performed in two
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ways. One option is to repair the item at the CAF depot; the second option is to send the
part to be repaired in a foreign country. The repair process at the CAF depot is also
affected by the purchasing process described previously; on the other hand, the estimated
provisions for spare parts at the depot include the need to request well in advance the
material required to perform the level of repair required. The lead time in this case can be
up to 3 or 4 years. The second option, send to a foreign country, is affected by the CAF
purchasing process and the scheduling availability at the supplier shop. The lead time in
this case ranges from several weeks to 2 or 3 years.

The estimation of provisioning of aircraft spare parts, consumable and repairable,
is based on historical data, on technical experience, or actual needs [Bohérquez, 1997].
However, in most of the cases [Sudrez, 1995: 52-53], this estimate is based on the
judgment and experience of the people involved at all levels, rather than on reliable data
and quantitative methods.

The Inventory Problem

The inventory issues can be viewed from two different angles [Melendez, D.
1996:80-85], inventory cost and inventory turn over; however, these two measures are
related. The aircraft manufacturer diversity, the purchasing process, the repair process,
and the prediction of future needs are the drivers for the high inventory costs, which in
turn affect the inventory turnover. Table No.2 shows the inventory costs, the average

inventory, the purchases and sales, and the inventory turnover in 1995.
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Table 1. Inventory Costs in 1995 at the Colombian Air Force

Depot $4.50 $7.30 $2.64 $9.16
Tactical $0.49 $1.02 $0.30 $1.21
Academy $1.31 $2.12 $0.73 $2.70 $2.00 0.36
Transport $4.50 $9.20 $1.87 $11.83 $8.17 0.23
Helicopters $9.29 $16.00 $6.75 $18.54 $13.91 0.49
Fighters $9.92 $19.16 $4.38 $24.70 $17.31 0.25
Total $30.01 $54.80 $16.67 $68.14 $49.07 0.34
Note: Values are approximation in millions of dollars [Meléndez, D. 1996: 25]

The statistics during 1995 show in summary that the inventory cost grew up
approximately 127% (US$38,100,000.00) with respect to the initial inventory. During
this period the inventory turnover was very low, 0.3 turns per year. If sales remain
constant and nb additional purchases are needed, the CAF will need approximately 4
years to renew the total inventory [Melendez, D. 1996: 86]. However, these conditions
are almost impossible to achieve. Therefore, it seems more real to state that the CAF
inventory will continue to grow in the following years. |

The CAF Budget Preparation and Allocation

The budget assigned for purchasing provisioning spare parts is prepared two years
in advance [Suarez, 1998]. Then, the budget is allocated to the operational units;
however, almost 80% of total procurement of aircraft spare parts is executed directly by
the logistics headquarters because of the bureaucratic organization model followed by the
CAF, as well as the lack of infrastructure at the operational bases.

The budget preparation [Suérez, 1995:46-53] started in August, 18 months before

it is allocated, with the publication of a general directive by the Minister of Defense
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(MOD) to be complied with by Military Branches (Army, Navy, and Air Force) and
National Police. Once the directive is received at each branch, it is relegated to the
operational units.

When the operational units receive the budget directive, they have to prepare the
budget required for its needs for a point located eighteen (18) months in the future. The
budget required is prepared at the operational units and is sent to their respective
headquarters by the fourth month (November).

Each headquarters revises the operational unit proposals and in month six
(January), present a consolidated budget to the Air Force Chiefs of Staff for his approval.
With the budget approved by the Air Force, it is sent to the Joint Chiefs of Staff in month
seven (February).

Then, the financial Budget Division [Suérez, 1995:41-46] at the MOD
consolidates the proposals received for all the Military Branches no later than month
eight (March). By month nine (April), the financial Budget Division submits the defense
budget to the Ministry of Finance and to the National Planning Department.

In month twelve (July), the Defense budget with the other budgets prepared by the
other ministries and departments are submitted to the Congress for its approval. The
budget is studied at the Congress and between month 14 and month 15 (September and
October) is submitted to the President.

The President receives the budget approval from the Congress no later than month
fifteen (October); then he has 30 days for its acceptance. Under normal circumstances,

the President must sign the Budget Law on month sixteen (November). If for any reason,
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the President does not accept the Budget, it is returned to Congress for corrections. Later,
by month seventeen (December), the revised budget is sent back to the President for his
acceptance. Once the President signs the budget law, the budget becomes available to
spend by the Colombian Air force in month eighteen (January).

Aircraft Readiness

This readiness is calculated on the daily basis with information provided by the
operational units. The readiness calculation only includes the aircraft ready for flight,
and the ones that are in corrective and scheduled maintenance activities. As a part of the
scheduled maintenance, the aircraft in major or depot maintenance, and those undergoing
a major modification are not counted for the calculation [Manual de Mantenimiento,
1994: 35].

~ The aircraft readiness at the CAF is measured as the number of aircraft ready for

flight per day, or month. Then, at the end of the year the “Jefatura Técnica” presents a
readiness average for operational unit, for type of aircraft, and a general readiness average
for the CAF [Manual de Mantenimiento, 1994: 35].

These measure of performance is used to quantify the maintenance tasks

-performed at each operational unit. The goal established by the Colombian Air Force

headquarters is to achieve 80% of readiness, which is considered enough to cover the
operational requirements [Gil, 1998: 2]. As an example of the readiness achieved by the
Colombian Air Force, the average during the last 7 years has been almost 60%. During
the period 1990 to 1995, the average readiness for the CAF was 54% [Meléndez, D.

1995: 56], then for the following two years the average readiness increased to 62%.
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The Colombian Air Force Logistics Information System - EQUALS.

The logistics information system used by the Colombian Air Force is an aviation
management software. This logistics information system is called EQUALS
[http://www.equals.net]. EQUALS is a éystem that allows the CAF to integrate some of
the logistics aspects under a centralized database located at the CAF headquarters. The
main function of this system is to provide total visibility of the logistics aspects, such as
aircraft maintenance, spare parts purchase, and spare parts inventory, to enhance decision-
makers ability to improve customer service, reduce costs, and improve internal
communications.

The customer service is improved by providing accurate and timely information to
the operational bases as well as the CAF headquarter. The cost can be reduced through
more effective inventory management, improved scheduling of aircraft and tracking
aircraft availability, while providing accurate information from reports and charts to assist
in management decisions. The internal communication can be improved by providing a
single common source of data and support for information exchange between all users by
means of an integrated electronic mail capability.

Module Components

EQUALS [EQUALS home page, 1997] comprises four modules: the inventory
and warehousing operation module; the aircraft maintenance module; the international

purchases module; and the employee module, to integrate the CAF logistics system.
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The inventory and warehouse operation module includes: point-of-sale data,
purchase orders, delivery order tracking, vendors, configuration tracking, categories, and
departments. This modulé provides “stores support” which permits the CAF to control
all facets of inventory and warehouse management. Vendors have access to the éystem
and consumables and repairables can be tracked in any form or quanﬁty desired by the
user. This data can be used to forecast demand and establish optimum stocking levels.
All aircraft spare parts issued against any work order are accumulated in the system. A
point-of-sale module provides the ability to inventory and track sales of any aircraft spare
parts consumed by the CAF. In addition to this module, the system is able to provide a
customizable flight hour cost based on thé flying activity and spare parts consumption
reported for the operational units.

The maintenance module is designed to provide accurate information regarding
aircraft operating times and cycles, recurring maintenance tasks, service bulletins and
airworthiness directives. Because EQUALS is an integrated system, all modules provide
maintenance parts usage as the flight information is updated. Scheduled maintenance,
tool calibrations and inspections are tracked in EQUALS, providing a complete reports
system including any spare part with serial number, preventive and corrective
maintenance actions and inspection reports. In addition to this module, work orders and
time sheets for maintenance can be generated, with job assignments limited only to those
employees showing technical skill status in the employee module.

The employee module provides the ability to enter data for every employee with

required qualification status in the CAF according to internal policies. This module
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allows qualified individuals for assignment to certain maintenance tasks, using a
certification database, and tracks individual training.

The purchasing module is designed to exercise control over the international
logistics and acquisition process. It includes continuous tracking on the repairable and
consumables purchasing process, the aeronautical parts nationalization process, the
supplier contracts, payments, and customs fees. The input concerned with the tracking of
purchases out of the country is updated daily from the CAF purchasing agency located in
Fort Lauderdale, Florida, USA. This module allows the logistics Headquarters to monitor
the purchase status at any given point, but does not include transportation activity.

Implementation Plan

The CAF acquired the system in the first quarter of 1997 to solve the lack of total
visibility of the logistics map and to improve internal communication between the
logistics agencies. This software is planned to be implemented in phases [Butler: 1998].
The first phase consists of gathering the actual information used by the software and to
train the personnel involved in the implementation process. The second phase includes
the installation of the main terminal computer at the logistics headquarters as well as the
first node at the “Comando Aéreo de Transporte Militar” (Military Air Transport
Command). Additionally at this phase, a node at the International Air Force Purchasing
Agency will be installed. The third phase consists in the activation of the second node
located at the “Comando Aéreo de Mantenimiento” (Depot Maintenance Command) and

to setup the internal communication capability with the main terminal and between each
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node. The fourth phase consists of the activation of the remaining nodes located in the
other logistics agencies involved with the maintenance and supply activities.

The complete ifnplementation of this logistics information system is expected at
the end of December 1998. After that, six months of operational tests will be conducted
with all the module interacting with each other to assess the real capability of the new

system.

Why Forecasting?

The main reason for planning is to account for lead-time and rapid changes in
procurement costs [Abbas, 1996:131-150]. It assumes that there is a time lag between
awareness of an impending event or need and the occurrence of that event. In such
situations, Makridakis [1998: 2-19] states that forecasting is needed to predict when an
event will occur, or a need arise, so that the appropriate actions can be taken. Planning is
important because the lead-time for decision making ranges from several years to few
days, hours, or seconds. In this case, forecasting is an importaht aid in effective and
efficient planning.

- Most writers [Makridakis, 1998: 2-19] agree that both forecasting and planning
concern themselves with the future. It is important to integrate these two functions within
the organization. Knowledge of forecasting techniques is of little value unless they can
be effectively applied in the organization planning process. That knowledge includes an

examination of the planning activities within an organization so that the types of forecast
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required and the techniques available for providing them can be tailored to the
organization's need.

According to Makridakis [1983:809] forecasting is the prediction of values of a
variable based on known past values of that variable or other related variables. Forecasts
also may be based on expert judgements, which in turn are based on historical data and
experience. In a later source, Makridakis [1998: 2-19] states that the areas in which
forecasting plays an important role are scheduling, acquiring resources, and determining
resource requirements.

Ballou [1992 p: 108-140] states that the need for demand projection is vital to the
firm as a whole, and some predictions are used for inventory control, economical

purchasing and cost control.

According to Sengupta [1996:28-33] some of the benefits obtained when using
forecasting are the removal of organizational and functional barriers, early visibility to
changes in demand, and a single set of plan that drives and integrates the information
across the supply chain.

Why Forecasting at the CAF?

Studying the series of logistics issues affecting the performance of the logistics
process at the Colombian Air Force, it is not obvious that forecasting techniques can
produce benefits to the entire system. To focus the problem it is useful to establish the
causes surrounding the biggest issues affecting their ability to maintain a lower level of
inventory and a higher aircraft availability. The challenge is to decrease inventory,

increase readiness, and at the same time avoid waste in the budget. The problem was
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organized using a causal map to identify if the forecasting decision would lead the CAF
to success.

A cause and effect diagram [see Appendix A] eased the task of identifying what
the core problems in CAF logistics were. A review of the specific problems was
rewritten as possible management objectives relevant to the overall situation. After that,
the objectives were arranged according to causes and effects.

After examining the possible causes and effects, the causes were ranked in
accordance to the one that produces higher weight towards addressing the CAF concern.
The CAF concerns were related to decreasing inventory costs, increasing readiness and
avoid budget waste. In addition, the major causes were the ones that produced most of
the effects through thé map. Major and minor causes are identified in the causal map.
The minor causes were related with time span used to allocate the budget, the multiple
countries involved in the logistics system, the different languages to deal with, the wasted
resources due to a bad planning, and the period of time required to process a spare part.

Among the major causes, the following were the most representative of this
particular problem. First, there is no policy that would keep a certain quantity of parts as
a safety stock. Second, the poor quantitative decisions tool used for the people working
at the Supply Directorate caused the inventory to increase. Another cause was the
absence of a standardized plan able to identify in advance the possible aircraft spare parts
required in the future. This last root cause could be addressed by the implementation ofa

planning or forecasting system.
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To summarize, the biggest problem the CAF was dealing had to do with the
inaccuracy of the information they were using. This fact affected the planning capability
of the organization, making the budget insufficient enough to increase aircraft readiness.

After studying the causes and effects, the root cause of all the CAF symptoms was
as a lack of information. Specifically, a lack of right information, for the right person to
take the right decision. The purchase of the logistics information system, EQUALS,
would enormously help the CAF to solve its problem. However, this logistics
information system is a logistics operating system and not a logistics planning system.
Therefore, it seems that establishing a forecasting procedure using the information
produced by EQUALS would address the other root cause and produce an effect on
inventory cost, aircraft readiness and budget waste.

Forecasting Methods For Spare Parts

A variety of forecasting methods are available to management [Makridakis, 1998:
2-19]. These range from the most naive methods to highly complex approaches such as
neural nets and econometric systems of simultaneous equations. There are several
forecasting techniques: quantitative, qualitative, and unpredictable methods. Quantitative
methods can be used when sufficient quantitative information is available. They predict
the continuation of historical patterns, and are useful to understand how the presence of
some variable affects the behavior of others. Qualitative methods can be used when little
or no quantitative information is available, but sufficient qualitative knowledge exists.

Unpredictable methods can be used when little or no information is available.
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According to Dussault [1995: 9] the U.S. Navy and Air Force approach uses a
variety of forecasting techniques to predict demands. Managers may select a certain
forecasting technique depending on the pattern projected by the data.

The Requirements Data Bank System (RDB) used by the U.S. Air Force uses four
different forecasting techniques [Dussault, 1995:10]: moving average (four and eight
quarters), double exponential smoothing, linear regression (known as PRELOG), and
manually input estimates (primarily used for new items). The USAF relies on the eight
quarter moving average technique for two reasons: it is user friendly and the technique
provides stable forecasts under fluctuating demand.

The Statistical Demand Forecasting System (SDF) used by the U.S. Navy
[Dussault, 1995:11], uses various forecasting techniques such as exponential smoothing,
double exponential smoothing, moving average, linear regression and non-parametric
methods.

Although both forecasting systems have several forecasting techniques, the
technique used approximately 90% of the time by both services is the moving average
forecasting [Dussault, 1995: 9].

Another study [Clay, 1997: 817-823] in the manufacturing and re-manufacturing
industry analyzes methods of managing the supply chain of automotive service parts.
This study describes the use of simulation to evaluate various parts forecasting and level
setting strategies for automobile dealer inventories. Four different forecasting algorithms
were evaluated. They were the single exponential smoothing, double exponential

smoothing, bayesian, and simple moving average. Clay suggests that exponential
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smoothing overestimates sales of the erratically demanded parts which dominate dealer
inventories. The bayesian method was found to be more effective in forecasting this
erratic demand for slow moving parts. The principal weakness of the bayesian method is
that it requires historical sales data analysis and careful selection of an appropriate
probability distribution of sales. According to analysis of part sales history and other
published works, it is assumed that slow moving parts demand follows the negative
binomial probability distribution, for which variance is strictly greater than the mean
[Clay, 1997: 821]. This study also found that all methods perform similarly at very high
fill rate levels when days of supply was reduced from 45 days to 27 days. Once days of
supply falls below 27, the simple moving average and the bayesian method provide

higher fill rates than all others. This performance comes with a high price. Both the
simple moving average and the bayesian method require a substantially larger inventory
investment than the two exponential smoothing methods.

Abbas and Hirofumi t1996: 131-150] present an integral framework for
forecasting and inventory management of short life cycle products. These products are
becoming increasingly common in several industries. The research was motivated by the
experiences of a personal computer (PC) clone manufacturer. This industry is
characterized by a quick assembly after receiving customer orders, no finished goods in
inventory, fast and timely deliveries, and component procurement costs account for 80 to
90% of all product costs. Aléo, the cost of key components déclines over time, delivery

lead time for major components can be as high as six months, and the demand for

products is highly seasonal.
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Under the circumstances given, a useful forecasting system must accommodate
the unique characteristics of the short product life cycle environment described before.
First, because of the rapidly changing procurement costs, accurate medium-term (monthly
and quarterly) demand forecast is necessary for a cost conscious procurement plan.
Second, since the procurement lead times are very high, the forecast must be made fairly
in advance of the product’s introduction. Third, by the time a significant demand history
is available, the product may be well into its maturity phase. These factors preclude the
use of ﬁaditional forecasting methods such as the moving average, smoothing, and the
Box-Jenkins ARIMA models [Abbas, 1996: 140].

Instead, Abbas proposes the use of the bass diffusion model, which is a seasonal
trend growth model. It is important to mention that the behavioral assumptions
underlying the bass model are relevant only in a monopolistic situation and several other
factors affect the process of diffusion. Primarily the S-shaped curve and parsimony of the
model influence the choice of the bass-type growth model. Abbas also notes that the firm
under consideration dominates specific market segments with an unmatched
price/quality/service advantage. This observation lead to the hypothesis that 2
monopolistic curve like the one used in the bass diffusion model may be applicable
[Abbas, 1996: 144]. |

The main advantage of this model is that it can be used to forecast sales in the
absence of a sales history. For short life-cycle products, the optimal life-cycle

procurement problem under demand uncertainty is addressed by incorporating the
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uncertainty within the parameters of life-cycle cost growth, and for short life-cycle
products that exhibits seasonality [Abbas, 1996: 146]

Forecasting Algorithms

The most common forecasting techniques used to predict demand for spare parts

in the U.S. military, and in the two manufactures and remanufacture industries are

summarized in table 2:

Table 2. Most Common Forecasting Techniques Used for Spare Parts

Moving Average X X X X
Double Exponential Smoothing X X X

Single Exponential Smoothing X X X
Linear Regression X X

Non-parametric X

Bayesian X

Bass Diffusion Model X
Box-Jenkins ARIMA Models X

For the purpose of this study, the forecasting techniques to be discussed are those
that are related to the aircraft industry and manufacture and remanufacture industry.
Therefore, the focus will be on the moving average, single exponential smoothing, double
exponential smoothing, ARIMA, and linear regression.

Exponential Smoothing. Probably the most useful technique for short-term
forecasting is exponential smoothing [Ballou, 1992:117-118]. It has been observed to be
the most accurate among competing models in its class for many applications. It is a type

of moving average where the past observations are weighted more heavily than less
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recent observations. The weighting scheme can be reduced to the following expression
involving only the forecast from the most recent period and the actual demand for the

current period. Thus, the formula for exponential smoothing is illustrated in Equation 1.

F,

1+1

=4, +(1-a)F, (1)
where

F,

1+1

=Forecast for period following t, or next period
t =Current time period
A, =Demand at period t, or current period
F, = Forecast for period t, or current period
a = Exponential smoothing constant (0<a<1)

Choosing the proper value of the weighting factor a depends on the weight placed
on the demand levels. The higher the value of o, the greater is the weight placed on the
most recent demand level. This higher value allows the model to respond quickly to
changes in demand levels. On the other hand, the lower the value of a,, the greater
weight is given to demand history through the previous forecast in forecasting future
demand and the longer is the time lag in responding to fundamental changes in the
demand level.

Double Exponential Smoothing. According to Hanke and Reitsch, 1992, from
Dussault, [1994: 13-14] the double exponential smoothing technique used by the US Air

Force is the “Brown” method. It is used for forecasting demand data that have a linear
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trend. The formula for the double exponential smoothing [Makridakis, 1983: 93-95] is

illustrated in equation 3 to 7.

Si=aX,+(1-a)S i1 )
S =aS +(1-a)S 3)
a,=8 +(S, -8 ')=28 -8, 4)
(94 ' " . "
b,=——'(S, —'Sr )=28 —St ()
-«
Fin=a,+bm, (6)
where

b, = Computed value for t
a, = Computed value for t

F . =TForecast value

t+m

S'; = Single exponential smoothed value

S", =Double exponential smoothed value

a =Smoothing factor (0<a<1)

m =The number of periods ahead to be forecast

The underlying rationale of Brown’s linear exponential smoothing is similar to
that of linear moving averages: both the single and double smoothed values lag the actual
data when a trend exists. The difference between the single and double smoothed values

can be added to the single smoothed values and adjusted for trend.
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In order to apply formula 2 and 3, values of S°,, and S”,; must be available.
However, when t=1 no such values exist. Thus, these values will have to be specified at
the outset of this method. This can be done by simply letting S°,, and S”,; be equal to X,
or by using some average of the first few values at the starting point.

This type of initialization problem exists in all exponential smoothing methods. If
the smoothing parameter « is not close to zero, the influence of the initialization process
rapidly becomes less significance as time goes by. However, if a is close to zero, the
initialization process can play a significant role for many periods ahead [Makridakkis,
1983: 971.

Moving Average. The moving average is a forecasting technique where a
constant number of data points can be specified at the outset and a mean computed for the
most recent observations [Makridakis, 1983: 131-149]. As each new observation
becomes available, a new mean can be computed by dropping the oldest value and
including the newest one. Determining the appropriate length of a moving average is an
important task. Asa rule‘, a larger numbers of terms in the moving average increase the
likelihood that randomness will be eliminated. That argues for using as long a length as
possible. However, the longer the length of the moving average, the more terms are lost
in the process of averaging, since N data values are required for an N-term average.
According with Hanke and Reitsch [Dussault, 1994: 5] the moving average model
performs best with stationary data; however, it does not handle trend or seasonality very

well. Equation 1 provides the formula for the moving average forecasting technique.

Fo=(A4+A,+4,+..+4,_y,)IN @)
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where

A, = Actual datum in quarter t

F,

+1

=Forecast made in quarter t for t+1
N =Number of terms in the moving average

Multiple Linear Regression. Once a linear relationship is established, knowledge
of an independent variable can be used to forecast a dependent variable [Makridakis,
1983:189]. The method used to determine the regression equation in accordance with
Hanke and Reitsch is the method of least squares [Dussault, 1994: 7]. Although the
model is very responsive to any type of trend pattern, one disadvantage with linear
regression is that it is complex and not easily understood by the user. In multiple
regression there is one variable to be predicted, but there are two or more explanatory
variables [Makridakis, 1998:241]. The general form of multiple regression is illustrated
in equation 8.

Y=5b+bX,+b,X,+..+b X, +e t))

where

Y =Forecast value or dependent variable.

by, b, ,b,,...,b, =Linear regression coefficients.
X,,X,,-..,X, =Independent variable.

e, =Is an estimate error term.

The practical application of this model requires the user to examine the following

assumptions [Makridakis, 1998: 260]:
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= The form of relationship between the forecast variable and the explanatory
variable.

= The independence of residuals is also related to the validity of the F- and t-
test, R?, and confidence intervals.

» The regression model assumes that the residuals have the same variance, or
homoscedasticity, throughout.

= Many regression models assume a normal distribution for the error term.

Autoregressive Model. It is still a regression equation, but differs from equation

No. 8 in that the right-hand side variables are simply time-lagged values of the forecast
| variable [Makridakis, 1983: 356-359]. The general form of the equation for the
autoregression model is illustrated in eqqation 9.
Y=b+bX_+bX, ,+.+b X, ,+e ®
where

|

|

|

\

|

l

Y, =Forecast value or dependent variable.

\ .

| by, b;,b,,..., b, =Linear regression coefficients.
|

X

. = Time-lagged values of the actual demand values
e, =Is an estimate error term.
In autoregression the basic assumption of independence of the error (residuals)

terms can easily be violated, since the explanatory variable usually have a built-in

independence relationship.
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Comparison and Selection of Forecasting Methods

We now turn to factors that managers must consider in selecting a method for
time series forecasting. Given the wide choice of alternative forecasting methods
available (as presented in Table 3), it is useful to have a criteria that can be used to
compare and select among competing methodologies [Makridakis, 1983: 761].

Conceptually, criteria for selecting and comparing forecasting methods can be
organized in several ways:

» The accuracy of the forecast.

» The pattern of the data to be forecasted.

= The type of series.

» The time horizon to be covered in forecasting.

= The cost of applying alternative methodologies.

» The ease of application in organization situations.

A common approach is to prioritize criteria according to their order of
importance. In practice (as might be expected), accuracy is given top priority, followed
by the pattern of data, the time horizon and the type of series [Makridakis, 1983: 760-
762]. The other two criteria, the cost and the ease of application are of minor influence
[Silver, 1997: 76].

The Accuracy of Forecasting Methods

A variety of measures enable the forecaster to study the accuracy of the forecast;
however, there is no a single universally accepted measure of accuracy. For the purpose

of this research the following measures will be discussed:
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Forecast errors. Forecasts usually contain errors. Errors can be classified as
either bias errers or random errors [Krajewsky, 1996: 480]. Bias errors are the result of
consistent mistakes; the forecast is consistently too low, or too high. These errors often
are the result of neglecting or not accurately estimating components of demand such as a
trend, seasonal, or cyclical movements.

The random error results from unpredictable factors that cause the forecast to
deviate from the actual demand. The goal in forecésting is to try to minimize the effects
of both bias and random errors by selecting appropriate forecasting models [Makridakis,
1983: 44].

The easiest form to measure the forecast error is simple the difference between the

forecast and actual demand for a given period. If D, is the actual datum for period i and
Fis the forecast for the same period [Makridakis, 1983: 44], then the error is defined as

E, =D, - F (10)

The cumulative sum of forecast errors (CFE) measures the total forecast error.
The mathematical formula is equation 11.

CFE=) E, (11)

Using this measure of accuracy it is possible that large positive errors could be
offset by large negative errors in the CFE [Krajewsky, 1996: 480]. Nonetheless, CFE is
useful in assessing bias in a forecast. For example, if the forecast is always predicting a

lower value than actual demand, the value of CFE will become larger and larger. The
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increasingly large error indicates that perhaps during the forecasting calculations a time
series component was omitted.

Other useful measures of the dispersion of the forecasting errors are the Mean
Error (ME), Mean Squared Error (MSE), Standard Deviation of Errors (SDE) and Mean
Absolute Deviation (MAD) [Makridakis, 1996: 481]. These tools are represented in

equation 12 to 14 respectively.

ME =31€ SE, (12)
MSE = Z]f’z (122)
SDE = E/ -1 (13)
MAD = Z]lv =1 | (14)

If MSE, SDE, or MAD is small, the forecast is typically close to actual demand; a
larger value indicates the possibility of large forecast errors. The differences between the
measures depend on the way they emphasize the errors. Large errors receive more weight
in MSE or in SDE because the errors are squared. The effect of the mean error (ME) to
the accuracy tends to be small since positive and negative errors tend to offset one
another. In fact, the ME will only report you if there is a systematic under- or over-
forecasting, called the forecast bias. It does not give much indication as to the size of the
typical errors [Makridakis, 1997: 43]. The mean absolute deviation (MAD) is the mean

of the absolute values of the forecast errors over a series of forecasts, without regard to
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whether the error was an overestimate or an underestimate. It is useful for assessing the
magnitude of the deviation from the actual data [Makridakis, 1997: 43]. A similar idea is
behind the definition of the mean squared errors. The MSE has the advantage of
assessing the deviation from the actual data for large errors, since they are squared
[Arostegui, 1998].

Another measure is the Mean Absolute Percent Error (MAPE) [Krajewski, 1996:
481]. This MAPE relates the forecast error to the level of demand and is useful for
putting forecast performance in the proper perspective. Equations 15 and 16 represent the

mathematical formula and the result is expressed as a percentage.

PE, = ( )(1 00) 15)
N

MAPE =Y PE,/n (16)

where

A; = Actual demand value

F, =Forecast value

N =Number of periods to be forecasted

Sometimes, for different items, the true quarterly demand is zero. If the true
demand is zero, then the MAPE becomes undefined. For this reason, if the true demand
is zero, the observation for this period should be ignored [Sherbrooke, 1987: 5].

A tracking signal is a measure that indicates whether a method of forecasting is

accurately predicting changes in actual demand [Makridakis, 1996: 482]. The tracking
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signal measures the number of MADs represented by the cumulative sum of forecast
errors, the CFE. The CFE tends to be 0 when an accurate forecasting system is being
used. The tracking formula is represented by equation 17.

CFE
TrackingSignal = —— 17
gSig ZAD a7

A statistical control éhart is useful to determine whether any action needs to be
taken to improve the forecasting model based on the tracking signal results. When the
underlying characteristics of demand change but the forecasting model does not, the
tracking signal eventually goes out of control. Choosing the limits for the tracking signal
involves a tradeoff between the cost of poor forecast and the cost of checking for a
problem when none exists.

The Pattern of the Data To Be Forecasted

The pattern of data is important because different methods perform better with
only certain kinds of data patterns. There are, of course, methods that can cope with a
variety of patterns, but these are usually more difficult to apply.

A data series can be described as consisting of two elements- the underlying
pattern and randomness. The underlying pattern distinguishes four types: horizontal (or
stationary), seasonal, cyclical and trend [Makridakis, 1983: 10, 777]. These patterns are
represented in Figure 1.

1. A horizontal pattern exists when the data fluctuate around a constant mean.

Such a series is “stationary” in its mean. A product whose sales do not

increases or decrease over time would be of this type. Similarly, a quality
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contro] situation involving sampling from a continuous production process
that theoretically does not change would also be of this type [Makridakis,

1983: 10].
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Figure 1. Time Series Component (Adapted from Neter, 1978: 612)

2. A trend describes the long-term factors whose effects might be the growth or
decline in the time series over an extended period of time. Generally, these
factors are population growth, price inflation, technological improvements,
and productivity increases [Neter, 1978:611-612]. In an Air Force
environment, an increase or decrease in operational activities could explain
the trend component. A major application of trend analysis is found in long-

. term forecasting.
3. A seasonal component describes effects that occur regularly over a period of a

year, quarter, month, week, or day [Neter, 1978: 613-614]. This component
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tends to recur fairly systematic. Consequently, the pattern of movement in the
seasonal component tends to be more regular than the cyclical pattern and
therefore is more predictable. Seasonal movements can be taken into account
in evaluating past and current activity, and so that they can be incorporated
into forepasts of future activity.

A cyclical pattern exists when the data are influenced by longer-term
fluctuations such as those associated with business cycles [Makridakis, 1983:
10]. The sales of products such as automobiles, steel, and major appliances
exhibit this type of pattern. The major distinction between a seasonal and a
cyclical pattern is that the seasonal exhibits a constant length and recurs on a
regular periodic basis, while the latter varies in length and magnitude.

The random component [Neter, 1978: 614] describes residual movements that
remain after the other components have been taken into account. Random
movements reflect effects of unique and nonrecurring factors, such as strikes,

unusual weather conditions, and international crises.

Knowledge of the type of patterns included in a data series can be very useful in

selecting the most appropriate forecasting method. For example, the mean and the simple

smoothing techniques can deal only with stationary (horizontal) patterns in the data,

while linear or higher forms of smoothing (quadratics, cubic, etc.) can deal with linear or

higher forms of patterns in the data. Other methods like Winters’ exponential smoothing

can deal with both trend and seasonal elements of a pattern. On the other hand, the single

equation regression can deal with almost any pattern that can be transformed into a linear

40




relationship. In regression, the ability to handle different patterns depends largely on the

user’s ability to specify the most appropriate regression model [Makridakis, 1983: 777].

The Time Horizon
One of the reasons the time horizon is particularly important in selecting a
forecasting method in a given situation is that the relative importance of different patterns

changes as the time horizon of planning changes [Makridakis, 1983: 778].

D i L

e Medium Term e

[+ ] - n

r N

e K g

e Cycle L
e

° L+

t T m -

1

m

]

(]

r

t

a

n

[

e

012345678910 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Months

Figure 2. Relative Importance of Data Pattern for Different Time Horizons

As seen in Figure 2, in the very immediate term the randomness element is
usually the most important. As the time horizons increase to two or three months, the
seasonal pattern generally becomes dominant. Then, in the medium term, the cyclical
component becomes more important, and finally in the long term, the trend element

dominates [Makridakis, 1983: 778].
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In general, quantitative methods can be applied for all time horizons as long as
patterns do not change. Smoothing methods are usually best for immediate or short term
and decomposition and autoregression methods are usually better for short to medium
term. Regression techniques tend to be best suited for medium-to long-term usage.
Furthermore, it is important to understand that as the time horizon of forecasting
increases the chances of a change in established patterns or relationships increase too.

The Type of Time Series

Forecast error measures provide important information for choosing the best
forecasting method for a demand item. These errors also guide managers in selecting the
best values for the parameters needed for the method: n for the moving average method,
the weights for the weighted moving average, and a for the exponential smoothing
method. The criteria for choosing the parameters include: statistical criteria, meeting
managerial expectations, and minimizing the forecast error last period. The first criteria
relates to statistical measures based on historical performance, the second reflects
expectations of the future, and the third is a way to use whatever method seems to be
working best at the time a forecast must be made.

Using statistical criteria. Ideally, we would like to have forecasts with no bias and
no MAD. As this is impossible, we must deal with tradeoff between bias and MAD.
Normally, preference is given to lower values of MAD. However, in some cases where
the values of MAD are not that different, the measures of bias are very different. A

positive value for CFE indicates that, on balance the forecast has been too low

[Krajeswski, 1996: 484-485].
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These considerations are involved in choosing the o for exponential smoothing.
For different values of o, the differences in MAD are slight, but the differences in bias
can be considerable. Larger o values seems to result in less bias than do smaller values.

It is important to note that in the selection of the parameters, when a significant
weight was given to the most recent levels of demand and less weight to earlier levels, a
trend or seasonal component of demand may be present in the time series. However, to
further reduce bias and/or MAD, methods that include trend or seasonal influence should
be explored. It is also important to keep using a tracking signal to monitor the
performance of the forecasting in the future [Krajeswski, 1996: 484-485].

Using Managerial Expectations. Managers can use to general guidelines in
choosing the parameters that best fit their needs. First, to emphasize historical experience
because of more stable demand patterns use lower a values, for exponential smoothing,
or larger n values, for moving average. Second, for projections of more dynamic demand
patterns, use higher o values or smaller n values. When the historical component of

demand are changing, recent history should be emphasized [Krajeswski, 1996: 484-485].

Aircraft Spare Parts Characteristics

The central problem in logistics is to get the right item to the right place at the
right time without incurring extra cost. To accomplish this it is necessary to understand
the characteristics of the demand that is being studied.

There are two types of aircraft spare parts -- consumable spare parts and

repairable spare parts [Christensen, 1994: 1]. Consumable spare parts are those items
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which are expended, consumed or used up beyond recovery during the use for which they
were designed. Repairable spare parts are those items that may be repaired or
reconditioned and returned to a serviceable condition for reuse.

According to Christensen [1995: 2] ninety-five percent of all the money spent on
supplies stocked in a typical base supply organization is spent on repair cycle assets. In
the US Air Force, this equates to an eight billion dollar investment. Repair cycle assets
consists of only five percent of the total line items in the Air Force inventory. This is due
to their high cost and repairability. Given this as well as the critical role that these parts
play toward achieving the Air Force’s mission, the quantity of these items to be stocked
becomes an important issue.

In general, consumable items have a relatively low dollar value. However, a good
understanding of the demand variability in those items and an effective and efficient
economic order quantity (EOQ) can benefit the logistics system. Among the benefits
could be a substantial monetary savings caused by a better tradeoff between ordering and
holding costs. Additionally, an accurate EOQ model will decrease the probability of
stockouts while increasing the operational availability [Blazer, 1985: 11-13]. Therefore,
it is important to differentiate between consumable and repairable spare parts.

An understanding of the pattern of demand is essential for the design of an
effective and economical logistics system. The demand pattern can be classified into two
types: high and low demand [Brown, 1956:1]. High demand represents items that are

issued frequently. Low demand represents items that are issued with low frequency.




According to Brown [1956:13], the vast majority of parts have very low demand,

but the few parts that have high demand account for most of the units that are required.

* Brown suggested that these two typical patterns of demand, high and low, have important

implications for the logistics system. This was because about half of the parts causing
AOCP (aircraft out of commission for parts) had a very low demand during the previous
year. In other words, the pattern of demand for low demand items is very difficult to
determine, while that of the high demand the pattern is more predictable [Brown, 1956:
14]

There are two types of aircraft spare parts: specific and common. Specific parts
represent items that have application to one weapon system. Common parts represent
those items that have applications for two or more weapon systems. Eighty-five percent
of the total repairable items' population is specific to weapon systems, while fifteen
percent are the common parts [Dussault, 1995: 8].

When determining spare part quantities, one should consider system operational
requirements. For instance, spares required to support prime equipment components
which are critical to the success of a mission may be influenced by different factors: high
cost, low cost, high demand, low demand; and so on. In any event, the factors may be

handled differently [Blanchard, 1994:112].

Summary

This literature review provided background information to understand the

importance of forecasting in enhancing the logistics planning function. The chapter also

45




presented descriptions of the logistics environment at the Colombian Air Force, the data
pattern components, the forecasting techniques most commonly used in the US Air Force,
US Navy and the remanufacturing industry, and the characteristics of aircraft spare parts.
Finally, the tools to measure the forecasting accuracy are presented.

Data can be decomposed into components known as trend, cycle, seasonality, and
randomness. The most commonly used forecasting techniques used in the military
environment are the moving average, exponential smoothing, double exponential
smoothing, and linear regression.

Forecasts always include errors in its calculations. The errors are bias or random
errors. The goal in forecasting is to minimize errors. The way to minimize errors is to
use statistical tools to measure the forecasting accuracy and to choose the forecasting
techniqug appropriated for the demand pattern.

Forecast errors guide managers in selecting the appropriate forecasting technique
and the best values for the parameters needed for each particular method. The criteria to
choose the parameters include statistical criteria, managerial expectations, and
minimization of the forecast error. The next chapter discusses how the actual research_

was conducted. It also describes how the data were obtained and analyzed.
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III. Methodology
Introduction

The purpose of this study is to provide an evaluation of different forecasting
techniques in a convenience sample, and to develop a forecasting procedure to be applied

later in the Colombian Air Force.

This chapter discusses the methodology used in the research process to answer the
reséarch questions identified in Chapter 1. The research questions are reviewed and the
hypotheses are identified. Then the general r¢search design is explained. The analytical
approach, population size, sample size, data collection, choice of factor and level,
selection of the response variables, and limitations used to perform the study are also

discussed. Finaliy, this chapter highlights the actual research plan.

Research Questions

To evaluate the different forecasting techniques and to address forecasting
accuracy and robustness, the following research questions must be answered:
1. Can forecasting techniqués improve the planning process of future
requirements, aircraft spare parts, with the current information provided by the
CAF logistics information system, EQUALS?
2. What forecasting technique is more appropriate for each demand pattern

category?
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Research Question No. 1

The main purpose of this research question is to evaluate if the forecasting
techniques can improve the current planning process for spare parts requirements,
observed from historical data, in terms of total relevant cost of the inventory. The ending
inventories in each period under the current system versus the forecasting system will be
compared. To answer the research question the following investigativé questions are
developed:

1. What are the starting inventories under the current management techniques
versus a proposed forecasting system, from the actual data observed from
historical demand?

2. What is the ordering policy upder the current system observed from historical
demand data?

3. What are the monthly ending inventories under the current system and the
proposed forecasting system observed from historical demand data?

4. What would the cost difference be between the current system and the

proposed forecasting system, in terms of net present value?

Research Question No. 2

The purpose of this research question is to determine how accurate the forecasts
computed by each forecasting technique would be. To answer the research question, the

following investigative questions are developed:
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1. What is the forecasting error in terms of the mean error, cumulative
forecasting error, mean absolute deviation, mean squared error, and mean
absolute percentage error?

2. What are the differences between the different forecasting techniques in terms

of the forecasting error?

Research Hypotheses

To answer the first research question, a hypothesis is developed which can be
applied to each demand pattern type. The hypotheses to be tested are that forecasting
methods can improve supply performance, and that forecasting techniques do not work
equally well in all demand categories.

H1,: No performance difference exists between forecasting methods and current

demand management techniques.

H1,: At least one forecasting method is different from current demand

management techniques.

To answer the second research question, a factorial experiment will be conducted.

A full factorial design of 3 factors with 2 levels each and 5 treatments is being used. The
factors represent important demand patterns and the treatments represent the forecasting
techniques. The hypotheses to be tested are: |

H2,: No performance differences between F,, F,,...F, in all factor level
combination.

H2,: At least one treatment differs in at least one factor.
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In order to determine the nature of the treatment effect, if any, on the response in a
factorial experiment, it is necessary to break the treatment variability into four
components. These components are: interaction between the three factors, main effect of
factor 1, main effect of factor 2, and main effect of factor 3. The interaction component
is used to test whether the factors combine to affect the response. The main effects are
used to determine whether the factors affect the response. Therefore, depending upon the

rejection of the null hypothesis, additional sets of hypotheses will be addressed later in

this chapter.

Type of Research Design

A research represents the blueprint for the collection, measurement, and analysis
of data. It is the plan and structure of investigation conceived to obtain answers to
research questions. The plan is the overall scheme for the research, and the structure
describes the relationships among the variables in the study [Emory 1996: 114].

The research may also be viewed from different perspectives such as the method
of data collection, the design of the research, the purpose of the reséarch, the topical
scope and the environment. The next paragraphs will characterize this research effort
along Emory and Cooper’s dimensions [1996: 114-116].

The Method of Data Collection depends on whether the research is observational
or follows the survey mode. An observational study refers to a study where the
researcher collects data about a subject without interacting with it. In the survey mode,

the researcher questions the subject(s) and collects their responses by personal or
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impersonal means. This research falls in the category of an observational research. The
actual data, observed from historical demand data, is evaluated under different forecasting
techniques to determine which technique is more appropriate for each demand category.

The Design of the Research depends on whether the researcher has control over

the variables being studied. There are two types of research design: the experimental
design and the ex post facto design. Experimental design is determined by the researcher
to pfoduce effects in the variables under study. With an ex post facto design, the
researcher does not have control over the variables and can only report what has
happened or what is happening. This thesis research deals with the experimental design
because the researcher exerts control over the independent variables through the factors

and treatments.

The Purpose of the Study depends on whether the research is descriptive or
causal. The descriptive study is concerned with finding out who, what, where, when, or
how much. It deals with a question or hypothesis being stipulated concerning the size,
form, distribution or existence of a variable. A causal study is interesting with learning
why or how one variable affects another. It tries to explain the relationship that can exist
among variables. This research is causal because the researcher is manipulating a set of
independent variables to determine the effect on the dependent variable, and it answers
the following question: what forecasting techniques are more accurate in forecésting the

aircraft spare part demand depending on the demand category?
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The Topical Scope of the research depends on the breadth and depth of the study.
The scope could be a case study or a statistical study. The case study place more
emphasis on a full contextual analysis of fewer events or conditions and their
interrelation. A statistical study attempt to capture a population’s characteristics by
making inferences from a sample’s characteristics based on hypothesis to be tested
quantitatively. This thesis research is a statistical study. It tries to determine which
forecasting techniques are best to predict the different demand categories selected.

The Environment depends on whether the research is conducted in the field or in
the laboratory. In the field refers to performing the research under actual environmental
conditions. The laboratory refers to investigating the problem under tightly controlled
conditions. This research tries to study the behavior of the aircraft spare parts demand
under tightly controlled conditions; the forecasting methods and demand pattern factors.

In summary, the design of this thesis research is as follow: the method of data
collection is observational, the design is experimental; the purpose of this study is causal;

the topical scope is a statistical study; and the environment is the laboratory.

Experimental Design

An experiment can be defined as a test or series of tests in which purposeful
changes are made to the input variables of a process or a system so that we may observe
and identify the reasons for changes in the output responses [Montgomery, 1996: 1].

The experimental design refers to the number and arrangement of independent

variable levels in a research project [Dane, 1990: 89]. Although all experimental designs
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involve manipulated independent variables and random assignments, different designs are
more or less efficient for dealing with specific alternative explanations.

The design used for a particular experiment depends on the research hypothesis.
The major factor in choosing a design is not its complexity, but the extent to which it
provides internal validity. Internal validity refers to the extent to which the independent
variable is the only systematic difference among the experimental groups. This internal
validity allows you to conclude that the independent variable is the cause of the effects
you measure with the independent variable.

The kinds of experimental design available for the researcher is as follows: The
Basic Design, the i3asic Pretest Design, the Solomon Four-Group Design, the Factorial
Design, and the Repeated Measures Design [Dane, 1990: 88]. The next paragraphs will
characterize the experimental design effort along Dane dimensions [1990:90-96].

The Basic Design is the simplest design that still qualifies as a true experiment.
In the basic design the participants are randomly assigned to one or two different levels of
independent variable, and the dependent variable is measured only once.

The Basic Pretest Design involves adding a pretest measure to the basic design.
The obvious reason for adding a pretest measure is to examine how much the independent
variable causes participants to change.

The Solomon Four-Group Design is used when there is a possibility of testing-
treatment interaction. However, the interaction only allows two levels of a single

independent variable. The loss of efficiency is related to the need to test for the testing-
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treatment interaction. In general, the more you need to know, the more groups will be

required.

The Factorial Design accounts for the inclusion of more than one independent

variable in the experiment. The advantage of a factorial design is that interactions
between independent variables can be tested. An interaction occurs when the effect of
one variable depends on which level of another variable is present.

The Repeated Measures Design is a specific factorial design in which the same

participants are exposed to more than one level of an independent variable. Repeated
measures design is also called “within subject” designs because the independent variable
is manipulated within the same subject instead of between or across different subjects.

Therefore, this research can be classified as a factorial experiment because it is
including more than one independent variable in the hypothesis testing. As it will be
explained later in detail, this research includes five different forecasting techniques, and
three factors, each with two levels.

Research Approach

Four analytical phases were used to evaluate the logistics requirements for
different forecasting techniques with the data provided for the experiment.

The first phase identified the characteristics of the aircraft spare parts demand
patterns. This allowed the selection of the appropriate forecasting techniques to be used
during the study. This phase includes the following specific requirements:

1. Description of the sample of aircraft parts.

2. Description of the types of data used during different phases of the experiment.
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3. Relevant factors of the sample, aircraft spare parts, to be studied.

4. Select the aircraft spare parts to be used in the experiment based on the previous
categorization.

5. Select the data time increment used for demand data.

6. Determine the forecasting techniques to be used during the experiment.

The second phase, evaluating the forecasting techniques, consisted of measuring
the performance of the forecasting techniques using the actual data, observed from
historical demand data, to answer the research questions. This phase included the
following specific requirements:

1. Define the parameters for each forecasting method that maximize the accuracy in
terms of forecasting error.

2. Perform the forecasting using actual data, observed from historical demand data, from
1996 and previous parameters to predict the quantities required for 1997.

3. Perform an Analysis of Variance to determine if performance differences exist
between the 5 treatments across the 8 levels of the three factors.

4. Perform non-parametric test on a set of additional accuracy measures if the parametric
ANOVA fails.

The third phase consisted of testing and validating a simulation model to perform
the experiment, if previous phase fails to detect any difference. This phase included the
following specific requirements:

1. Model conceptualization to define the object of interest and the type of simulation to

be used.
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. Identify the time series component of the data, and remove the trend-cycle and
seasonal component.

. Determine the underlying statistical distribution that best represent the irregular
component of the demand pattern.

. Generate 24 random data points using the underlying distribution that represents the
irregular component of the demand pattern.

. Obtain 24 simulated demand data including seasonal component and the trend-cycle

to the previous 24 random data points.

. Perform a paired t-test to determine if the simulated data belongs to the same
population of the actual demand data.

. Determine the forecasting parameters for to be used during the simulation based on
the actual 24 demand data points, observed from historical demand data.

. Production runs and analysis to estimate measures of performance for the system
design that are being simulated.

The fourth phase included the use of the simulation model to generate additional

demand data, if previous production runs required more replications. This phase include

the following specific requirements:

1. Use simulated demand data to determine the number of replications required to obtain

enough confidence to analyze the results.

2. Analyze the results in terms of the forecasting errors, using the mean error, the mean

absolute deviation, and the mean squared errors.
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During the execution of the steps included in each of the four phases, the
respective analytical approach will be discussed in detail only for one item, and
calculations for the rest of the items will be in the list of appendixes. The implementation

will follow each phase systematically.

Phase 1- Design The Experiment

Specific actions taken in phases 1 to 3 of the research will now be presented.
Specific results of phase 4 are presented in Chapter 4. Results presented will only include
a single example, with full results available in the appendices.

Description of the Sample

The sample to be used in the experiment is a convenience sample because the
CAF data was unavailable. This sample was obtained from a Colombian commercial
airline called “Aires”. Taking into consideration the fact that the quality of the
maintenance process between this company and the CAF are not eqﬁal, they still have
some similarities between each other that make them comparable. There are several
important similarities which included the basic aeronautical education for pilots and
mechanics, the environment in which the flight operations are conducted, the
maintenance procedures, and the multiple manufacturer characteristics. With regard to
their basic aeronautical education, the majority of pilots and mechanics had served in the
CAF. Regarding the environment, the flight operations are affected in similar fashions
in both organizations because they use the same airports and are affected by the same

weather or environmental conditions. Relating to the maintenance procedures, this
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company and the CAF operate in some instances the same type of aircraft (Bandeirante).
In other cases, they use the same manufacturer (Fokker), and still in other cases, the same
aircraft size (Dash8), which implies similar maintenance procedures. Additionally,
failures occur due to the natural deterioration of the materials rather than improper
maintenance procedures. Finally, the three aircraft’s types being analyzed are built in
different countries, which accounts for the CAF problems caused by multiple
manufacturers.

These similarities between the two organizations suggest that they are
comparable; but the results of studying Aires aircraft might not be directly applicable to
CAF because the process of collecting the information in both organizations is different.
However, this collection of information does not affect the process developed to use the
forecasting techniques. Instead, it must be validated with CAF data.

The Aires data include the following information for each item: part number, tail
number designation, requisition control number, issue date, unit cost, and quantity issued
from January 1, 1996, to December 31, 1997. During the period where the sample was
collected, the company flew 24,567 hours and 48,089 cycles. The sample comprises 5
Dash-8, one Fokker F-27 and two Bandeirante. The Dash 8 is manufactured in Canada,
the Fokker F-27 in Holland, and the Bandeirante in Brazil. The following table

illustrates the general characteristics of the sample being studied:
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Table 3. General Characteristics of the Sample Being Studied

122,952 1,754,543.99
2781 10.748,106.07

Consumable
Repairable

Types of Data

Another important issue that warrants explanation involves the different types of

data used during the study. This is of significance because depending on the phase the

data may change. In order to provide the explanation, the following types of data were

used:

» Actual data observed from historical demand data. This data corresponds to
the true demand of spare parts required by the mechanics to be installed on the
aircraft.

» Actual data observed from simulated demand data. This data corresponds to
new demand of spare parts created from the underlying statistical distribution.

» Forecasted data based on historical demand data. The forecasted data was
created with different forecasting techniques which used actual data. That
data was obtained from historical demand data.

« Forecasted data based on simulated data. The forecasted data was created
with different forecasting techniques which used actual data. That data was

obtained from simulated demand data.
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Relevant Factors of Aircraft Spare Parts Demands

Several factors are important in selecting representative spare parts to be
forecasted. Three factors of interest (as introduced in Chapter 2) will be studied. In
general, the demand patterns are a function of the repairability (consumable and
repairable), uniqueness (common or specific), and demandability (high and low)
[Dussault, 1995: 9].

The repairability is important because repairable and consumable items have an
important impact on inventory decisions. The demandability is important because low
demand items are more difficult to predict than high demand items. The uniqueness is of
significance because it is in the interest of the researcher to know if the uses of multiple
manufacturers affect the demand rate between aircraft parts.

Selection of Representative Aircraft Spare Parts

The next step was to select the representative aircraft spare parts to be used in the
experiment. A single part was selected to represent the class of parts in each factor and
level combination. Differences in demand rates within the consumable and repairable
classes, lead to demand level boundaries as follows:

= High demand consumable items greater or equal to 150 issues in 24 months.

= High demand repairable items greater or equal to 50 issues in 24 months.

» Low demand consumable and repairable items greater or equal to 15 issues

and less than 30 issues in 24 months.

It is important to clarify that the boundaries selected for high demand were

different across consumable and repairable because in normal conditions, consumable
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consumption is higher than for repairable items. On the other hand, the lower boundary
selected for low demand consumable and re