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This requires analysis of available assets by the commander, which takes another 30 

minutes in this example. The commander "acts" by sending an order to subordinate units 

to launch an attack on the target at the imaged location. That order is transmitted 

instantaneously to the field units. 

A similar decision cycle occurs at the line level. The fighter crew receives orders 

in the "orient" or "analyze" phase, decides the best route of flight, the go/no-go systems 

to prosecute the attack, and anything else not explicitly directed by the commander's 

order. The "act" is fly the mission and attack the target. 

No matter the categorization, however, each item accomplished by each entity 

involves a time element. Obviously, each of the phases of the decision cycle takes a non- 

trivial amount of time. What is not so obvious is the fact that simple movement from one 

part of the decision cycle to another can also take a material amount of time. For 

instance, once the commander has decided to launch an attack, and the order is given, it 

may not always be received immediately, depending on how it is communicated. 

Electronic transmissions may result in near instantaneous communications, but in the 

event such channels are compromised, a courier may take minutes or even hours, 

depending on the distance to be traveled. Each of these elements of the decision making 

process and the decision communicating process must be included in a measure of the 

time required. This will be critical in calculating a value for awareness at key points in 

the scenario. 

2.3.     AWARENESS 

Finally, we identify the missing element in this discussion: What is transmitted 

from one part of the decision process to the next? What is transmitted from a commander 
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to the fighting unit? Awareness is what is transmitted: awareness that a target is at a 

particular location, awareness that a launcher is moving, awareness that a target needs to 

be destroyed (and the order to destroy it). Awareness is a measure not only of what is 

known, but how well that information is known. 

In the example given, the key element of awareness passed from the command 

level to the attack aircraft is the target location. It passes through various elements of 

awareness: units or individuals in the C2 system that use awareness and make decisions. 

This awareness, however, is reduced over time, so much so that it must be updated prior 

to the actual bomb delivery. This suggests two key points: (1) the value of awareness of 

a dynamic battlefield decreases over time, and (2) there are threshold levels of awareness 

applicable to each element of awareness, above which the awareness-gathering or -using 

element is ineffective. In other words, the location of the launcher was certain at the 

time it was imaged, even if it was not known to anyone in our chain of command. By the 

time aircraft were in a position to act on that information, the information was no longer 

as precise. The information was not wrong, but it was no longer precise enough, since 

the target may have moved a significant distance, to employ the selected weapon/aircraft 

combination against it armed with position awareness nearly four hours old. (This is 

dependent on the weapon/aircraft combination. A more powerful weapon would likely 

require less precise target position information.) The position must be more current, 

which in this case means the target cannot have moved from the last known position 

more than the limits of effective employment of the weapon system 

Considering the latter point first, the implication is an awareness requirement for 

effective weapon employment. The target position must be known to within specified 
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limits for the bomb to be effective. For purposes of discussion, suppose the bomb in the 

scenario has an effective kill radius against a missile launcher of 50 meters anywhere on 

the battlefield. As long as the target has not moved more than 50 meters away from the 

initial target coordinates prior to detonation (assuming the weapon impacts precisely at 

the target coordinates), the target can be effectively attacked by the F-15E and its crew. 

This awareness requirement is a threshold; with less awareness, the bomb is not 

effective. (In reality, the bomb loses effectiveness gradually over distance. A kill radius 

is the radius beyond which the bomb effectiveness falls below a predetermined level for 

the given damage mechanism) 

2.4.     ENTROPY 

To quantify this awareness, we need a metric that captures not just what we know, 

but how well or precisely we know it. A very useful measure of information, especially 

as a quantity passed between entities, is entropy. Shannon [1949] developed this first 

widely accepted measure of information. He defined entropy in an information theory 

context as4: 

#«-*5>,iogfo) 

Where K= a scaling constant 

Pi = probability of outcome i 

This derivation measures the amount of information passed along a channel 

without a need for reference to the information itself. It is not necessary to know what 

information is being passed along a channel, only what kind of information (how many 

bits, or how many possible characters in each transmission). The resultant number is a 
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measure of the uncertainty, or what information is not received. The higher the entropy, 

the greater the uncertainty, and thus the lower the informational value of the message. 

The lower the entropy, the lesser the uncertainty, and thus the greater the informational 

value of the message. 

Sherrill and Barr [1996] are responsible for one of the most recent works on the 

effects of intelligence on battle results. They developed entropy as a measure of 

information in a battlefield environment by quantizing the battlespace into a grid and 

determining, from the commander's perception, the probability a particular enemy asset 

is located in each grid cell. The entropy scale, as a measure of awareness, is reversed, 

such that a higher value for entropy implies less awareness, and a lower value implies 

more awareness. At the extremes, perfect information, knowing the precise grid cell an 

enemy tank is located, results in an entropy value of zero, while knowing only that the 

enemy has a tank, with an equal probability of it being located in any single cell, results 

in maximal entropy, in this case the natural logarithm of the number of cells in the 

battlespace grid. (In such a case, pk=p = l/n, where n is the number of cells.) 

As in Shannon's derivation, the above methodology is scenario independent. If 

the battlespace can by quantized into states, then a measure of uncertainty, transformed to 

a measure of awareness, can be calculated. The scale of the battlespace is 

inconsequential; though it quickly becomes computationally intractable, the procedure 

for measuring the uncertainty in the location of a sizable enemy force spread over a large 

battlefield is technically the same as the procedure for measuring the uncertainty in the 

location of a single enemy tank. As long as the quantization is consistent, all elements of 

awareness can be measured on the entropy scale. 
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A problem quickly appears when considering awareness on different scales. 

Compare the awareness of the JSTARS and the satellite, as indicated in figure 2-3. 

Assuming JSTARS is able to locate the target, and map to the limits of its capability as 

annotated, it can give coordinates for the target accurate to within 42 feet. The satellite, 

on the other hand, can give position information accurate to within 6 feet. Quantizing the 

battlefield into square cells, the side of which corresponds to the limits of resolution for 

each system, and determining the entropy for each system, we find each to have an 

entropy of 0. This implies that both systems know precisely where the target is, which is 

true within respective resolution limits, and that they also have equal awareness. The 

latter implication is clearly not true: the size of the target notwithstanding, the satellite 

has a much more precise knowledge of the target's location than does JSTARS. 

Therefore we would say the satellite has better awareness. What is required is a metric 

that also indicates this difference in awareness. 

Satellite Resolution 

JSTARS 
Resolution 

,L 

42' tk 

"    

Figure 2-3: Relative resolutions for JSTARS and satellite imagery. 
The probability the target is located in a single cell is 1.0 for each, 

but JSTARS has a much larger resolution cell. 
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Sherrill and Barr divided the battlespace grid into regions based on the 

commander's assessment of the probability that a target was located in the grid, and 

further calculated the area associated with each of these regions. This calculation yielded 

a value for entropy based on the combination of how precisely a target location was 

known. A similar derivation can be used to create a common scale for all elements of 

awareness. 

2.5.  AN INFORMATION WARFARE ENTROPY MODEL 

In Shannon's original entropy derivation, a sample space, Q, was envisioned to 

include a finite number of mutually exclusive events Ek, whose probabilities/;* were 

assumed to be known. The random variable X = -logp was defined over the sample 

space. For each event Ek there corresponds a value xk such that 

x* =-log/?/£*/ =-log/?* 

The quantity -log pk was called the self information associated with event Ek. The 

resultant average amount of information, or entropy, displayed the highly desirable 

properties of continuity, symmetry, additivity, and the existence of an extremum. [Reza, 

1994] 

This formulation does not provide a coherent metric for different mappings of the 

same sample space. For instance, consider another division of sample space Q into a 

finite number of mutually exclusive events F, * E*. Let that division be such that Fi + F2 

= Ei. In this case, if p[Ei] = 1.0, then p[Fi nF2] = l .0. Assuming it is equally likely that 

Fi or F2 occurs, p[Fi] = p[F2] = 0.5. The average amount of information, using 

Shannon's calculation, is not equivalent, although it should be: information uncertainty 
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is equivalent in both cases. Using Shannon's formulation, the entropy for E is 0, while 

the entropy for F is log(0.5). 

To create a coherent metric, redefine 

JT = -h[f_ 

where S is a measure of the relative size associated with E, which occurs with probability 

p. This variable better represents the actual limits of awareness, while including the 

uncertainty of Shannon's original formulation. The selection of the natural log does not 

change the fundamental nature of the calculation, it only serves to differentiate it from 

Shannon's formulation. This generates 

**=-ln 
p[Ek] 

= -ln Pk 

In the case of a two dimensional battlespace such as the flat battlefield in the scenario, Sk 

is simply the area, Ak, of the event Ek, the occurrence that the target is centered within 

that state, or grid cell. This is generally determined by the pixel size of a radar screen or 

image, or by coordinate resolution. (3-digit coordinates divide latitudinal nautical miles 

into thousandths, each thousandth representing nearly six feet.) 

We may now define the average amount of information, or battlespace entropy, 

as: 

£ = -2>*to El. 
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Assuming all Ak are constant and equal, Ak = A, and 

k       A 

= -ZPk[Hpk)-HA)] 
k 

= -HPkWPk)+TPkMA) 
k k 

Since £ pk =1 
k 

* = -ZPkHPk)+WA) 
k 

Entropy is traditionally unitless. The addition of ln(Area) is technically a 

proportion that measures the ratio of the grid cell in question to a unit no larger than the 

smallest unit of grid area measure in the system By selecting units of area small enough 

to describe all resolutions with values greater than one, we are assured of a positive value 

for the ln(A) term and thus a positive value for entropy. Using the scenario described, 

and selecting square meters (1 m2) as the smallest area measurement, the entropy for the 

JSTARS awareness is ln(12.^), or 5.1, and the entropy for the satellite awareness is 

ln(1.832), or 1.21. This reflects the fact that the satellite has less entropy, and thus better 

awareness. That is, the satellite has a better knowledge of the launcher's location. It is 

not more correct, but it is more precise. 

Considering the threshold requirement, if the weapon has an effective lethal 

radius of 50m, the awareness required to drop the bomb accurately must be at least as 

good as that corresponding to a circle with a radius of 50m The corresponding entropy 

value is In^SO2) = 8.97. This indicates that awareness from either JSTARS or the 

satellite is "good enough," or precise enough, for accurate weapons employment. 
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Recall the fact that the target could be moving (this being a dynamic battlefield). 

While the probability that it was located within the specified cell 6 feet on a side when 

first imaged is 1.0, that probability is significantly reduced nearly four hours later when 

the weapon is to be delivered on the target. Exactly how much it is reduced over time, 

and the resultant increase in entropy and decrease in awareness, is the final piece of the 

awareness puzzle. 

2.6.     TIME VALUED ENTROPY 

To derive a function for entropy over time, we require a formulation which 

defines the probability of being in a certain grid cell k as a function of time (Pk =f(t)). 

Over a quantized battlefield, each cell is a state the target may occupy. At time 0, a point 

of certainty, the target occupies a particular cell with probability 1.0. Over time, the 

target has a reduced probability of occupying that same cell, with a correspondingly 

increased probability of occupying adjacent cells, or states. This is essentially a 

Markovian process, with states, transition probabilities, and time steps. Indeed, the 

quantized battlefield can be modeled as such. The initial state vector for a 3 x 3 

battlefield, pictured in figure 4, with the target located in the center (cell 5), would be 

represented by I0
T = [0 0 0 0 1 0 0 0 0], where each cell is numbered consecutively across 

then down. A transition probability matrix can define the possible directions of 

movement of the target in any single time step. In the simple case in which the target 

only travels in cardinal directions in any one time step, the transition matrix would be 

represented as shown in figure 2-4, where py represents the probability of transition from 

cell i to cell j in one time step. The probability of the target being located in each cell 
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after one time step is calculated by multiplying IT x P. To calculate the probability of the 

target being located in each cell after n time steps, multiply IT x P". [Ross, 1993] 

1 2 3 

4 5 6 

7 8 9 

Pll Pl2        0 

P21 P22      P23 
0 P32      P33 

P41       0        0 

0 P52 
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Figure 2-4: Three by three grid and corresponding transition matrix for movement 
in cardinal directions only. 

The precise probability the target will transition from one cell to an adjacent cell 

depends on the target's speed, movement direction, and the precise location within the 

initial cell. The transition matrix presented assumes that each adjacent cell is equally 

likely to receive the target in one time step. The probability is then calculated by 

summing up all possible cell locations (cells with p > 0), assuming an equal likelihood 

for each, and calculating entropy. Only adjacent cells need be considered, and we can 

ensure this by reducing the time length of the transition step such that the target, given a 

maximum rate of speed, cannot have traversed more than one cell. At each time step, 

then, we can calculate the entropy of the system with said initial level of awareness to 

determine the loss of awareness over time. This corresponds to the certainty with which 

we can determine the target's position after one or more time steps have passed. 
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A somewhat simpler model for the spread of uncertainty is a diffusion model. 

During any single time step, the probability is allowed to diffuse to at most one adjacent 

cell. The rate of diffusion is controlled much as the transition rate in a Markov chain, 

based on speed and initial location within the specified cell. Graphically, the probability 

field would look like the representation in figure 2-5a. The position of the target is 

known with certainty (p = 1.0) at time 0. After 10 time steps (figure 2-5b) the target is 

not as likely to be located in the initial cell, while surrounding cells have an increasing 

probability of holding the target. After 20 time steps (figure 2-5c) the probability is 

highly diffused. The initial cell still has the greatest probability that the target is located 

there, but that probability has decreased until it is very nearly the same as the adjacent 

cells. Throughout the process of diffusion over time, however, the sum of the 

probabilities for all cells equals one. 

Figure 2-5: Probability that a moving target is located in a particular cell after 
(a) 0, (b) 10, and (c) 20 time steps. Probability is indicated along the vertical axis. 

Such a basic model has been implemented in a spreadsheet for the case of the two 

dimensional battlefield. Simplifying assumptions for such a model include: 
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• Limited travel direction—restricting movement to one of four cardinal 

directions during any single time step, and movement of not more than the 

width of one cell during a single time step. 

• Probability of movement out of the initial cell—for this example, the target 

was assumed to have a fixed probability of remaining within a cell (pu). This 

probability is a function of the maximum speed of the target. 

Simulating the target movement on the battlefield over 30 time steps produces the curve 

shown in figure 2-6. 

-Pti = 0.2 

Pii = 0.5 

Pii = 0.8 

15 20 
Time Steps 

25 30 

Figure 2-6: Entropy increase over time with four directions of 
movement at Pfl = 0.2,0.5,0.8. 

The probability of movement into or out of a cell is difficult to calculate. On a 

flat battlefield with no roads, no water hazards, no vegetation, presumably the target is 

equally likely to travel to any adjacent cell. With a random probability the target travels 

in any of the four cardinal directions, the only remaining uncertainty is the actual speed 

of the target. If the target is assumed to travel only at maximum speed (the worst case), 
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the remaining uncertainty is its location in the initial cell. As figure 2-6 shows, the 

greater the probability the target will remain in a cell (the more likely it is to travel at a 

speed slower than its maximum), the greater the value for Pü, and the slower the increase 

in entropy. 

The time-dampened exponential curve in figure 2-6 shows the growth in entropy 

for a moving target, modeled using cardinal directions of movement. By assigning 

different time values to each time step, the curve can be used to represent the entropy 

change for any moving target. The faster the target moves, the less time each time step 

represents. More precisely, the faster the target can transit the cells of the observer's 

resolution, the less time each time step represents. 

For example, using the illustrative scenario with a target capable of speeds of 1 

km per hour and the JSTARS quoted resolution of 42 feet (12.8 m), the target can 

traverse one cell in approximately 45 seconds. Using that time for each time step, the 

curve in figure 2-6 reflects the passage of approximately 22.5 minutes. Using the satellite 

resolution of 6 feet (1.83 m), the target can traverse a cell in about 6.5 seconds, making 

the time scale of the curve approximately 3 minutes 15 seconds. For actual entropy 

calculation, the logarithm of the cell area must be added, as previously discussed. For the 

JSTARS example the initial entropy is 5.1, for the satellite example, the entropy begins at 

1.21, as calculated previously. 

Figure 2-6 represents a nonhomogeneous distribution of probability, centered in 

the initial cell, as depicted in figure 2-5. While many cells contribute to the entropy 

calculation, each contributes an unequal amount, based on the respective probability the 

target is located within the cell. This is indeed valuable information, but it is difficult to 
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imagine a method by which this type of information could presently be quickly 

communicated to a subordinate unit. It is essentially a bivariate distribution, in this case 

a nearly bivariate normal distribution. 

What might more intuitively be passed, for example, from the command center to 

JSTARS, is a search radius or volume within which the target exists with certainty. After 

any period of time following initial detection, it is presumed the target cannot have 

traveled fiirther than its maximum speed will allow. In 23 minutes, for example, the 

target cannot be more than approximately 385 meters from its initial position. That 

equates to an entropy of ln(n * 3852; = 13.05. Intuitively, this formulation is very useful 

for entropy calculation. Practically, however, it offers little value, since there is no 

particular sensing system associated with the number 13.05, and nothing with which to 

compare it. 

What is really calculated using the volume calculation is the inherent entropy of 

the target. This is evident in the calculation at the time of initial awareness, which is 

without area. While this defines a limit of awareness, it does not measure real awareness 

for real systems, or how aware a system is. On the other extreme, consider a system with 

a very course resolution, a cell size of 1 km on a side. After 23 minutes, its entropy is 

essentially unchanged. It started with an entropy of InflOOO2) = 13.82, and that value 

remains until the first opportunity the target has to exit the cell. As the goal of the 

research is to supply a methodology to measure awareness for any awareness gathering or 

using system, the use of actual target-probable area appears of limited value5. 

The expansion of the probable target location area can be better quantified by the 

calculation of the number of resolution cells the target could possibly inhabit. For such a 
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representation, all cells n in which the target could be located (with any probability) are 

summed, the probabilities are homogenized (p = 1/n), and entropy is calculated. Using 

the four-direction movement assumption, and assuming the target center is initially 

located in only one cell, the number of cells at time step i can be calculated using the 

formula «, = «w + 4i, for i > 1. [See Appendix C] 

2.7.     GENERATING AN AWARENESS CURVE 

We can now generate an approximate awareness curve for the scenario given. 

This awareness curve, shown in figure 2-7, depicts the C2 system's awareness in the 

course of the attack on the mobile missile launcher. We start the time at 0:00, at which 

point the mobile missile launcher is imaged by the satellite. Prior to this time, entropy is 

at a maximum, with the target location equally likely throughout the battlefield6. Entropy 

is instantly reduced from a maximum to 1.21. Over the course of the next three hours 

and forty minutes, this value gradually increases. Based on the size of the resolution cell 

of the satellite image, this amounts to approximately 2000 time steps. (1 km per hour x 

3.66 hours = 3.66 km « 2000 x 6' increments.) JSTARS images the target and again 

instantly reduces the entropy to 5.1 by fixing the target location to the limits of its 

resolution. During the following 13 minutes while the fighter arrives on station, that 

value increases. Based on the 42 feet, or 12.8 meters, cell resolution, this amounts to 17 

time steps. The fighter arrives and maps, reducing the entropy again, and maps twice 

more in even more detail, further reducing the entropy. These high resolution updates 

are required to keep the position uncertainty below the entropy threshold of the bomb. 

The awareness curve shows the progression of entropy, and thus awareness, during this 

scenario. In figure 2-7, the black line represents the awareness of the attacking command 
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and control system over the time from initial detection of the launcher until it is 

destroyed. The sharp spikes down represent awareness updates. The spikes end at the 

resolution limit of the updating system The horizontal lines represent thresholds of 

effectiveness for different weapon systems. JSTARS must have entropy reduced below 

17.4 to be effective, the F-15E must have an entropy value below 15.6 to be effective, 

and the entropy must be reduced below 9.0 for effective employment of the bomb. The 

smaller graph is a time-expanded view of the fighter's awareness updates, with the bomb 

entropy threshold included. 

17.4 

15.6 

o 
is 
uj    9.0 

JSTARS 
Threshold 

F-15E 
Threshold 

Bomb 
Threshold 

Time 

!      Less 

.Satellite 

Events 

3:90 4:W 

Satellite 
Image 

recorded 

Image        Decision     . 
processed    to Attack .•'' 

JSTARS 
on station 

Fighter 
on station 

More 

Figure 2-7: The awareness curve for attacking a mobile missile launcher. 
The top curve displays the entire four-hour process. The bottom curve is 

an expanded view of the final ten minutes. The system awareness is 
represented by the dark black line. 
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The initial awareness of the launcher, at the time it is first detected, is enough to 

effectively drop the weapon. However, because the commander's decision cycle, when 

including the time required for processing the satellite imagery, is so long, that awareness 

cannot be acted upon prior to its degradation. By the time the image is processed, the 

entropy is almost too great for effective use of the F-15E. By the time the decision is 

made to attack, the F-15E threshold has been exceeded. The system entropy, however, is 

well below the JSTARS threshold throughout the process. 

The assumptions used to generate the awareness curve, and their effects, bear 

review: 

• The target has a maximum speed of 1 km per hour. A target with a faster speed 

would result in a faster entropy increase following each awareness update. 

• The target can travel in any direction, but for modeling purposes, the movement 

was restricted to one of four cardinal directions in any single time step. The area 

approximation using such a model is significantly less than the actual area the 

target could possibly occupy. When measured on the natural logarithm scale, 

however, the maximum error in entropy is less than 0.5. In the curve above, the 

system awareness curve actually crosses above the F-15E threshold slightly sooner 

than indicated. 

• Each of the four directions of movement is equally likely in any single time step. 

Actual battlefield conditions would in all likelihood be considerably different. 

Prior intelligence, particularly Intelligence Preparation of the Battlefield (IPB), 

would improve the predictive abilities of this model. Construction of such a 

transition probability matrix, using past patterns of movement or trafficability and 
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• 

mobility codes, would be cumbersome, but potentially quite helpful in determining 

particular awareness requirements7. 

The target is assumed to occupy all possible cells with equal likelihood. Based on 

known terrain factors and geographic features, and even on characteristic 

movement routines, this is overly simplistic. It does, however, provide an upper 

bound for system entropy. That is, it is likely the system would know even more 

about the likely location of the moving target than is represented by the curve. 

2.8.     ANALYZING THE AWARENESS CURVE 

Given this scenario and the resultant awareness curve, we are now able to 

estimate the effects of changes to resources and capabilities. In effect, we can now 

"what-if' the scenario, bearing in mind the limitations of the simplifying assumptions. 

If we can introduce processes into the commander's O-O-D-A cycle that reduce 

the time from initial imagery to the decision to attack, we likely would still be unable to 

function effectively without JSTARS. The time required from the decision until aircraft 

on station (a delay due to physical and geographic factors) is approximately 1 hour and 

30 minutes, by which time the system entropy is at or above the F-15E effectiveness 

threshold.  To remove JSTARS from the process requires aircraft on airborne alert with 

the proper ordnance and with adequate fuel, along with a decrease in the commander's 

decision cycle time. In effect, JSTARS allows a commander to base assets further from 

danger without reducing effectiveness or forcing a quick decision. 

Without employing moving target tracking technologies, the fighter must update 

position no more than approximately two minutes prior to bomb release to keep entropy 

below the threshold value for effective employment. The effort required to maintain such 
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a frequently updated ground position reduces the ability of the crew to maintain an 

awareness of other threats in the area, increasing their reliance on support assets for 

protection. The awareness update requirement effectively dictates the support assets 

necessary for this mission: assets that can reduce the threat of surface-to-air missiles and 

anti-aircraft fire in the target area, allowing freedom for maneuvering to map along 

appropriate axes; and assets that can reduce the airborne threat, since the F-15E cannot 

track air-to-air threats while ground mapping. The use of reliable moving target tracking 

technologies could conceivably reduce the F-15E's task saturation in the target area, thus 

increasing self-protection capability and decreasing the need for support assets for force 

protection. 

Finally, we can see benefits that can be obtained by changing threshold values for 

specific equipment. If the F-15E threshold were raised, it might be possible to operate in 

this scenario without updates from JSTARS. If JSTARS capability were slightly 

downgraded, another awareness source would be required prior to JSTARS's arrival on 

station. This implies that any replacement aircraft in this scenario must have an 

awareness threshold at least as high as that of JSTARS. The awareness scale alone 

allows for direct comparison of awareness systems in such scenarios. Such modeling 

could have direct impact on systems planning and acquisition and force construction. 

2.9.     CONCLUSION 

This simple scenario demonstrates the power of this awareness formulation to 

quantify battlespace awareness, map the awareness of systems with different awareness 

capabilities and requirements onto one scale, and determine constraints and excesses in 

battlefield awareness. This is a new capability. We have not previously been able to 
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directly compare different awareness-gathering or awareness-using elements 

quantitatively. We have not previously been able to quantify awareness mathematically 

as a measure of how well we know something. We have not previously been able to 

mathematically state awareness requirements to meet a warfighting objective. With this 

methodology, we can. 

On one scale we can now measure the levels of awareness that permit an attack 

such as the one described, and with this measure we are now able to compare different 

elements of awareness. Using this tool, we can compare a faster satellite image analysis 

processor, for example, to an airborne platform, such as JSTARS. We can compare the 

effect of a more streamlined command and control process to a new fire-and-forget 

weapon that needs only a very general awareness update prior to release. We can 

compare our awareness capabilities to an adversary's and maximize our dominance by 

selecting the best weapons and weapon systems. Not only have we been unable to 

compare these systems in the past, we have never been able to merely quantify the effects 

of some of these systems. 

This methodology will extend to all manner of battlefield analysis. We can use a 

three-dimensional diffusion model to easily quantify and map air war awareness and 

calculate theater air support asset requirements. Even traditionally less quantifiable 

measures can be mapped and analyzed on an awareness scale. We can determine enemy 

posture, for instance, to within a measurable resolution. Based on prior knowledge about 

the enemy's actions and affiliations, we can estimate the probability that other assets will 

be activated in a known amount of time, and we can measure the amount of awareness of 

enemy posture required to determine when it is necessary to commit more forces. 
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The awareness curve and its analysis also highlight critical points and weaknesses 

in the enemy's command and control processes. If we know the processes involved in 

the adversary's C2 processes, not only can we better "get inside the adversary's O-O-D-A 

loops," as Boyd suggested, by reacting faster than the adversary can anticipate and 

respond, but we can "get inside" his decision loops in a figurative sense and more 

accurately target information warfare attacks where they are likely to have effects most 

detrimental to the enemy. Whether by luck or by malice aforethought, a classic example 

of this is the Argentineans' exploitation of the British awareness update cycle to render 

significant destruction to the British fleet during the Falkland Islands war. [Ganley, 

1984] By using low-flying Super Etendards to update their awareness of British ship 

position without giving the British the opportunity for the same type of information, the 

Argentineans were able to maintain their own awareness below an employment threshold 

for their Exocet missiles practically undetected. By getting inside the British decision 

cycle and keeping their awareness (entropy) below employment thresholds, the 

Argentineans were able to use their five Exocets with surprising effect8. Just as we can 

analyze our own awareness curve to improve our performance, we can analyze an 

adversary's awareness curve to deteriorate his performance. 

Even farther afield, an awareness-based entropy methodology has clear 

applications in robotics and automated systems, which require an element of awareness 

about the operating environment. We can model the operating environment, even very 

generally, and determine minimum update rates and appropriate times for human 

intervention. In the case of a relatively low bandwidth information transmission 

environment, such as the Mars Pathfinder mission, if we know the general terrain and the 
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speed of the rover, we know how frequently we need to send position updates and can 

maximize data transfer. 

Any process or system that can sense and can sense with a measurable precision, 

will benefit from an entropy awareness analysis. The actual information is not required, 

only the nature of the information, its dimensionality, and its rate of change are required 

to generate insights into everything from minimum awareness required to update rates to 

necessary supporting assets. This methodology can be implemented within a model or 

simulation, used in a descriptive analytical environment, or even used as a prescriptive 

tool to point out discrepancies and requirements. Anywhere information and awareness 

dominance is required, this methodology can help calculate it. 

Note 1: Data from http://www.milnet.com/milnet/declass.htm. the source of declassified military satellite 
capabilities.  Data is based on KH-6 satellite information. 

Note 2: Data from "F-15E Strike Eagle." World Airoower Journal. 21: 70 (Summer 1995). Article 
described JSTARS capability as similar to F-15E capability.   Specific capabilities are highly classified. 

Note 3: Data from "F-15E Strike Eagle." World Airpower Journal. 21: 49 (Summer 1995). 

Note 4: Shannon's original formulation used log2pi. The base 2 is a natural choice when dealing with 
binary information variables. 

Note 5: The volume calculation might well have a use in calculating a time to acquire, or re-acquire, given 
an area to search. Acquisition models that calculate a probability of acquisition or time to acquire might 
generate more insight into the time required in the "observe" phase for each asset. 

Note 6: Assuming, of course, the existence of the mobile launcher was known. Without knowledge of the 
target's existence, arguments can be made that entropy is infinite and that entropy is zero. Using entropy as 
a measure of awareness, it is more logical to presume that lack of awareness equates to infinity. 

Note 7: As mentioned previously, though it might be highly valuable in determining the actual awareness 
of a particular awareness- gathering system, the transmission of this type of information between systems is 
difficult to envision. The time spent ttansmitting the parameters of a mulrivariate probability field could 
perhaps better be used re-acquiring the target given a known area of equal probability. 

Note 8: Though there is some dispute on the actual techniques employed by the Argentineans in updating 
the Super-Etendard's avionics prior to missile launch, and the distance at which the missile was launched, 
the feet remains that by the time the HMS Sheffield had an awareness that crossed a threshold for action, 
they had approximately 5 seconds to react prior to missile impact. By anyone's determination, the 
Argentineans successfully operated within the HMS Sheffield's decision 
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CHAPTER 3 

3.1.     INTRODUCTION 

The research presented in Chapter 2 is complete in itself. It explains the 

mathematical development of the concept of battlefield awareness and intuitively 

demonstrates its use in a simple scenario. The basic research, however, raises other 

obvious research questions. This chapter outlines several extensions to the basic 

research, including a modified diffusion representation, awareness of multiple targets, 

and a battlefield scenario that requires confirmation from multiple sources prior to 

committing forces. 

3.2.     IMPROVED DD7FUSION MODELING 

As mentioned in Chapter 2, the use of the diffusion model with the limitation of 

four cardinal directions of movement in any single time step, as shown in figure 3-1 (a), 

underestimates the area, on the two-dimensional battlefield, a moving target can occupy 

with any probability. In the case of grid cells of lm x lm, assuming a maximum speed of 

lm per time step, a four-direction diffusion model covers 20201 cells after 100 time 

steps, or 20201 m2, while the actual area possibly occupied is approximately 31415 m2. 

This discrepancy is magnified over time. 

(a) (b) (c) 

Figure 3-1: Three movement models: (a) four-direction, (b) eight- 
direction, and (c) hexagonal. 
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