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Abstract

Modern optical materials are engineered to be used as optical devices in specific ap-

plications, such as optical computing. For optical computing, efficient forms of a

particular device, the optical switch, have still not been successfully demonstrated.

This problem is addressed in this research through the use of designed optical meta-

materials, specifically, hyperbolic metamaterials, which offer the possibility of large

non-linear properties with a low switching intensity. One-dimensional layered hyper-

bolic metamaterials composed of alternating layers metal and dielectric were used

here, with ITO as the metal and SiO2 as the dielectric. The non-linear behavior

of the ITO/SiO2 layered structure was first modeled and optimized. Samples were

then fabricated using this optimized design through physical vapor deposition at the

Materials and Manufacturing Directorate of the Air Force Research Laboratory, and

the linear and non-linear properties of these samples were measured by ellipsometry

and the Z-scan technique, respectively. These materials showed a large enhancement

of their effective nonlinear properties, and an intensity-dependent switching behav-

ior where the sign of the non-linear absorption coefficient changes from positive to

negative. This switching behavior has a switching intensity near 15 GW/cm2 and

switching width of about 0.15. This is the first experimental demonstration of such

behavior in a simple one-dimensional layered hyperbolic metamaterial. Since this

behavior is tunable, this technique may now be used to further engineer devices for

specific applications. The unique properties of these materials increase their potential

for use in optical switching applications.

iv
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OPTIMIZING OPTICAL SWITCHING OF NON-LINEAR HYPERBOLIC

METAMATERIALS

I. Introduction

1.1 General Issue

Non-linear optical devices offer possible advantages in many areas, such as remote

sensing, optical communication and computing, and quantum technology. Specifically

for optical computing, a highly efficient optical switch for use in optical memory is

needed [2]. Current proposed systems have problems with high switching intensities,

low switching widths, or large switching times [3]. These problems can be addressed

by using designed metamaterials. These metamaterials can be computer optimized

using heuristic algorithms, and have a well known fabrication method, physical vapor

deposition. This work focuses on a specific type of metamaterial, the hyperbolic

metamaterial, that is capable of strongly non-linear behavior, in addition to having

fast electron behavior that allows for small switching times [4].

1.2 Relevant Research

Hyperbolic metamaterials have been studied for many years and for many differ-

ent applications. For overviews of the general field of hyperbolic metamaterials, refer

to the reviews [5, 6, 7]. Hyperbolic metamaterials have often been used for radiative

emission and absorption control [8, 9, 10, 11, 12]. Many researchers have made hy-

perbolic metamaterials of graphene [13, 14, 15, 16]. Hyperbolic metamaterials have

been used for thermal control [17, 18]. Hyperbolic metamaterials have been applied

1



in the biosensing field [19]. The ideas of topological photonics have also been applied

to hyperbolic metamaterials [20].

Less work has been done with hyperbolic metamaterials in the non-linear regime,

but it is a growing field of interest. Non-linear hyperbolic metamaterial sections are

found in general hyperbolic reviews [21, 22]. Using non-linear hyperbolic for quan-

tum applications has been discussed [11, 23]. Applications of non-linear hyperbolic

metamaterials include filters for hyperlenses [24], optical switches [25, 26, 27, 28, 29],

second harmonic generation [30], and waveguides [31].

The field enhancement used in this work has seen some work before. The general

concept of field enhancement has been covered [32, 33, 34]. Field enhancement has

been achieved in metamaterials for the purpose of high harmonic generation [35].

Lastly, computer optimization and design of metamaterials is one of the fastest

growing fields in all of material science. Only a small selection of relevant research

will be referenced here. A general look at some heuristic algorithms for metamaterial

design is found in [36]. Genetic algorithms have been used for metamaterial design

[37, 38, 39], and particle swarm algorithms have been used [40, 41]. Another topic in

optimization is inverse design, where the desired properties are chosen beforehand,

and a design that fits those properties is found. Techniques such as neural networks

[42, 43] and generative machine learning [44, 45] have also been recently used, but

require much more computing power. Much more work on neural networks and

machine learning for metamaterials is expected over the next few years.

1.3 Research Process

The ultimate objective of the work is to make progress towards an optical switch

that can provide improvements over current optical switches. In progress towards this

goal, several other objectives will be achieved. These objectives make up the research

2



plan, which has several aspects to it. The first aspect is creating a model that can

represent the behavior of any material that fits the assumptions. A primary goal is

the computational speed of this model. For this purpose, a numerical model based

on the two-temperature model and the non-linear effective medium is used. For the

second part, an optimization scheme can be attached to that model, which would

allow for the efficient discovery of optimized designs. The third feature is fabrication,

which primarily uses physical vapor deposition. The fourth part is measurement,

with both linear and non-linear measurements needed. For the linear measurements,

the technique of spectroscopic ellipsometry was used, and for the non-linear measure-

ments, the Z-scan technique was used. The final aspect is an uncertainty analysis,

where the results of the measurements will be directly compared to the model.

1.4 Limitations and Challenges

The research methodology is extensive, but there were some limitations to the

scope of the work. Firstly, the difficulty in fabricating samples led to only one material

system being studied instead of the original three that were planned. This difficulty

had several causes: first, the fabrication system went down several times and had to

be repaired; second, there were other higher priority users of the fabrication system;

and third, public health considerations led to delays from low staffing and supply

chain issues. Still, interesting results were obtained with one material system. The

amount of optimized samples that could be produced was also limited.

Another limitation was that of computational power, which precluded running

the most complex, but most accurate, version of the optimization scheme used in this

work. To address this, a simpler version of the optimization scheme was used which

was able to run much faster. By correlating some limited results of the more complex

scheme to the simpler scheme, and using a full propagated uncertainty analysis of the
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measurements, confidence in the optimization results was still achieved.

The last limitation was that of measurement system availability. The Z-scan

system had very limited availability for most of the project period, since the advanced

high power laser systems broke down frequently. This limited the amount of non-

linear measurements that could be done early in the project, but near the end of the

project, a new laser system was installed, which had no issues. So this limitation did

not impact the measurement of the final designs.

1.5 Document Overview

Chapter II provides the theoretical background, covering extensively linear and

non-linear properties of hyperbolic metamaterials. Chapter III describes the method-

ology of the work, with respect to fabrication, modeling, and measurement. Chapter

IV contains the results for the project for the test samples, which were not optimized.

Their fabrication results, linear results and non-linear results are presented. Chapter

V contains the results of the project for the final optimized samples, starting with

the optimized designs, the fabrication results, the linear and non-linear results, and

lastly the uncertainty analysis. Chapter VI concludes the work by summarizing it,

and offering many possibilities for future work.
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II. Theoretical Background

2.1 Chapter Overview

In this chapter, the basics of hyperbolic metamaterials are discussed. After, an

understanding of non-linear hyperbolic metamaterials is given, both their properties

and applications. In this section, the theory of the two temperature model and the

non-linear effective medium are covered. Then, the basics of plasmonics, specifically

for field enhancement, is reviewed. Lastly, an overview of computer-optimized design

for metamaterials, with a focus on genetic algorithms, is presented.

2.2 Basics of Hyperbolic Metamaterials

2.2.1 General Linear Optical Properties.

First, the general form of the linear optical properties of a material is needed. The

electromagnetic field’s interaction with any material is governed by certain macro-

scopic properties, both its permittivity, ε, and its permeability, µ. For this work,

assume no magnetic interaction, thus µ = µ0. Note that the permittivity defines

the dielectric properties of the material and may be complex in general. For isotropic

materials, there is only one value for ε, but generally, the dielectric properties of every

material can be represented by a dielectric tensor, which will be written as

←→ε =


εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

 , (1)

where x, y, z define an arbitrary rectangular coordinate system.

Theoretically, each of these directional permittivities may be different, which leads

to a large number of variables in any material characterization. However, the num-
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ber of variables can be reduced by applying symmetry to the material, with more

symmetry leading to a material with fewer variables to determine. There are several

categories of anisotropic materials that are grouped by their symmetries, and two im-

portant categories are uniaxial and biaxial materials. Uniaxial materials have a single

axis that governs the anisotropy, which is known as the optic axis of the material.

Rotating around this axis does not change the behavior of the material, so this is a

symmetry that reduces the number of variables to characterize. Assuming the optic

axis is aligned with the z-axis, a general dielectric tensor for uniaxial materials is

←→ε =


εt 0 0

0 εt 0

0 0 εz

 , (2)

where εt is in the directions perpendicular to optic axis, while εz is in the direction

of the optic axis. Note that the coordinate system in which the dielectric tensor is

diagonal may not align with the laboratory coordinate system. However, for uniaxial

materials, the laboratory coordinate system may always be rotated into the diagonal

system. Another convention uses εO instead of εt to represent the “ordinary” trans-

mission which is not affected by the anisotropy, and uses εE instead of εz to represent

the “extraordinary” transmission, which is affected by the anisotropy. In any case,

using symmetry, there are now only two variables needed rather than nine needed in

the general case to characterize the material.

The above discussion uses the permittivity to define the optical properties, but

there are other ways to quantify the optical properties. One common way is the index

of refraction. It was stated before that the permittivity can be complex in general,

so the index of refraction can also be complex. If so, the real part of the index of

refraction is called n, while the imaginary part is called k. The imaginary part of the
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index of refraction is related to the absorption of the material. The equations that

convert from permittivity to refractive index are in Eqs. (3) and (4), noting ε1 is the

real component of the permittivity and ε2 is the imaginary component.

n =

√
|ε|+ ε1

2
, (3)

k =

√
|ε| − ε1

2
, (4)

where |ε| =
√
ε2

1 + ε2
2. Another way to describe the optical properties is the electric

susceptibility. The electric susceptibility is defined as the proportionality constant

that relates an electric field E to an induced polarization density P, with an equation

of the form of

P = ε0χEE, (5)

where ε0 is the vacuum permittivity and χE is the electric susceptibility. There is

also a simple relation between permittivity and the susceptibility, which is

χE = ε− 1 (6)

Now that an understanding of the general optical properties of materials is achieved,

hyperbolic metamaterials can be looked at specifically.

2.2.2 Definition of Hyperbolic Metamaterials.

Before defining hyperbolic metamaterials, a definition of metamaterials is needed.

There is not a unique and universally accepted definition [46], but in this work, the

definition of metamaterials is materials with some structure smaller than the wave-

length of interest, that leads to special effective properties of the metamaterial. For

hyperbolic metamaterials, the effective property is hyperbolic dispersion. All real ma-
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terials have some level of dispersion, which is simply the change in optical properties,

such as refractive index, with wavelength/frequency. The dispersion relation is the

equation that describes this relationship. The dispersion relation is usually put in

terms of wavenumber k and angular frequency ω. In a vacuum, the dispersion relation

is ω = ck, where c is the speed of light. This is a linear dispersion relation, which

means in 3D, the isofrequency surfaces are spherical, described by k2
x + k2

y + k2
z = ω2

c2
,

where kx represents the wavenumber in x direction and so on.

If instead of an isotropic medium like a vacuum, an anisotropic uniaxial medium

is used, the isofrequency surfaces are described by

k2
x + k2

y

εO
+
k2
z

εE
=
ω2

c2
(7)

This equation would still describe a sphere if εE = εO, and if they are slightly different,

it will be an ellipsoid. However, if there is very strong anisotropic behavior, to the

point where εE · εO < 0, then the equation describes an hyperboloid. This condition

occurs when either εE < 0 and εO > 0 or εE > 0 and εO < 0. The first case is referred

to as a type I hyperbolic metamaterial and the second case is a type II hyperbolic

metamaterial. Therefore it can be seen that the name hyperbolic metamaterial comes

from the shape of the isofrequency surface. This can be seen visually in Figure 1.

Figure 1. Diagram of Hyperbolic Isofrequency Surfaces. The hyperboloid shape of the
surface is clearly shown. Part a. of the figure shows a type I hyperbolic metamaterial,
while part b. shows a type II hyperbolic metamaterial. Adapted from source [6].
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The consequences of this special dispersion are profound. One consequence is that

density of states is changed from natural materials. The density of states is defined as

the number of states available for each level of energy, and is represented in terms of a

probability density function. There are many different forms of density of states, but

in this case, there is a photonic density of states (PDOS). One way to find the PDOS

is to look at the volume enclosed between two isofrequency surfaces that are separated

by some frequency dω. From Figure 1, it can be seen that the volume enclosed by

an arbitrary hyperboloid is infinite, since the “cones” of the hyperboloid continue

to positive and negative infinity. Therefore the volume between two hyperboloids

must also be unbounded. So theoretically, hyperbolic metamaterials should have an

infinite PDOS. In reality, there is not actually an infinite PDOS, but it can still be

much higher than natural materials, up to an order of magnitude increase [7].

What is the use for this large PDOS? Fermi’s golden rule states that the decay

rate of excited states is proportional to the density of states. Therefore a larger PDOS

should correspond to increased emission rates. Moreover, the exact value of the PDOS

should be capable of being adjusted by changing the properties of the metamaterial,

which makes effective emission engineering a possibility.

Another feature that is not unique to hyperbolic metamaterials, but does relate to

them, is the epsilon-near-zero (ENZ) point. The definition of an ENZ point is simply

the wavelength/frequency where the permittivity is near to zero. Since hyperbolic

behavior occurs when one direction has permittivity less than zero and other has

permittivity greater than zero, ENZ points naturally occur at the transition from

normal (elliptical) dispersion to hyperbolic dispersion or vice versa. At this point,

there are several useful properties. First, note that in this section only linear effects

are considered. In a later section, non-linear effects will be discussed, but it is clear

that for ENZ points, the linear effects will be small. This allows the non-linear effects
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to be more easily detected. Another property is that the phase advance of the incident

light is zero at the ENZ point. Generally, there is a phase shift when interacting with

any natural material, which can lead to constructive or destructive interference, which

impacts efficiency. ENZ points can remove this complication.

2.2.3 Layered Hyperbolic Metamaterials.

There are many ways to achieve this hyperbolic dispersion in metamaterials, in-

cluding metal wire grids in a dielectric medium [6], graphene sheets [15], and alter-

nating layers of dielectric and metal. Note that all the dimensions must be smaller

than the wavelength of interest. For example, for metamaterials in the visible light

regime, the dimensions should be less than 300 nanometers. In this work, the method

of alternating layers of dielectric and metal is the main focus.

The most common method for analysis of layered hyperbolic metamaterials is

the Maxwell-Garnett effective medium approximation (EMA). The derivation of this

approximation is fairly simple, since only electrostatic concepts are used. This deriva-

tion follows source [5]. For the derivation, the fact that D = εE is needed, where D is

the electric displacement field. First, consider the component parallel to the layered

interfaces, which is the ordinary direction. It is known from electrostatics that the

tangential component of the electric field is continuous at an interface, which implies

that EO = EO
m = EO

d . From electrostatics, the displacement field in the ordinary

direction, DO, can also be found as an average of the displacement field in the metal

and dielectric regions. Thus,

DO = ρDO
m + (1− ρ)DO

d , (8)

where ρ is the volume fraction of the metal, which depends on the layer thicknesses.

Now using the relationship of D to E,
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εOEO = ρεmEO
m + (1− ρ)εdE

O
d . (9)

Canceling out the electric fields,

εO = ρεm + (1− ρ)εd. (10)

Thus the permittivity in the ordinary direction of the effective medium can be found

from the properties of the layers.

Now consider the direction perpendicular to interfaces, which is the extraordinary

direction. It is known from electrostatics that the perpendicular component of the

displacement field is continuous at an interface, which implies that DE = DE
m = DE

d .

From electrostatics, the displacement field in the extraordinary direction, EE, can

also be found as an average of the electric field in the metal and dielectric regions.

Thus,

EE = ρEE
m + (1− ρ)EE

d , (11)

where ρ is the volume fraction of the metal, which depends on the layer thicknesses.

Now using the relationship of D to E,

1

εE
DE =

ρ

εm
DE
m +

(1− ρ)

εd
DE
d . (12)

Canceling out the displacement fields,

1

εE
=

ρ

εm
+

(1− ρ)

εd
. (13)

Thus the permittivity in the extraordinary direction of the effective medium can be

found from the properties of the layers. This formulation has been shown to be very
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useful when plasmonic resonances are not a large factor [6]. A later section will

consider plasmonic resonances. Note that the results received here are actually a

specific case of the general Maxwell-Garnett EMA formula,

ε = εh
εh + [vp(1− ρ) + ρ](εi − εh)
εh + vp(1− ρ)(εi − εh)

(14)

where vp is the polarization factor, ρ is the inclusion fill fraction, εh is the host

permittivity, and εi is the inclusion permittivity. If ρ is identified as the metal fraction,

εh as εd, and εi as εm, then equations (10) and (13) can be recovered when vp is set to

0 or 1, respectively. This formulation is important to understand, since some software

uses the more general formulation.

The effective medium methods give the effective linear optical properties of the

materials, and from this, it would be possible to use the Fresnel equations to calculate

the reflection and transmission. However, there is another method that can directly

calculate the reflection and transmission of any layered material without reference to

an effective medium, and it is also used in this work. The method is known as the

transfer matrix method. The field components on one side of an interface can be

related to the field components on the other side by their Fresnel coefficients, while

the field propagation through a material can be represented by a phase change and

possibly a loss. By representing the input field as a 2 by 1 matrix, with“right-moving”

and “left-moving” components, where those components represent the fields moving

in the direction of the input field and field moving in the opposite direction. Also, the

effect of the interface or the layer propagation can be represented by a 2 by 2 matrix.

Therefore, it is possible to apply these matrices in sequence to determine how the

field changes with the material. All of the matrices that represent the interfaces and

layer thicknesses can be multiplied together to get the total transfer matrix of the

system. When this is multiplied by the input field, the reflected field and transmitted
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field will be received. Then the reflectance and transmittance could be found from

those fields.

2.2.4 Material Systems for Hyperbolic Metamaterials.

There have been quite a few different material systems that have been used for

hyperbolic metamaterials based on the multilayer structure, so reviewing their ca-

pabilities is beneficial. Some examples of material systems are Ag/Al2O3, Ag/LiF,

Ag/TiO2, Ag/Ge, Au/Al2O3 and Au/TiO2 [6]. So it can be seen that silver and gold

are the most common metals used in hyperbolic metamaterials, while the possible

dielectrics vary more. However, they have a limited range of effectivity, since these

materials become hyperbolic in the low visible wavelengths, and the losses become too

high to be effective in long visible and near IR wavelengths. For these wavelengths,

alternate materials are often used as the metal, such as transition metal nitrides, or

conducting oxides. Some examples are titanium nitride or indium tin oxide [7]. In

this work, the focus was on ITO. For even longer wavelengths, an all-dielectric struc-

ture with specialized high-index dielectrics in place of the metal is sometimes used.

One example of this specialized dielectric is silicon carbide [6]. Another way is to

use doped semiconductors as the metal, since they have metal-like behavior in the

mid-IR range [11].

2.3 Non-Linear Hyperbolic Metamaterials

2.3.1 Non-Linear Optical Properties and Symmetry.

The discussion in the previous section on hyperbolic metamaterials only dealt

with the linear optical properties. Using only linear properties implies that there

is a purely linear relationship between polarization and the strength of the applied

field. This case was seen in Eq. 5 in the last section. For most natural materials,
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this holds, however, for some natural materials and many metamaterials, there is a

non-linear relationship between the polarization and the strength of the applied field.

This relationship can be described by the non-linear optical properties. Therefore the

more general form of Eq. 5 is

P = ε0

[
χ(1)E + χ(2)E2 + χ(3)E3 + ...

]
, (15)

where the values χ(2) and χ(3) are the second and third order electric susceptibili-

ties. Note that χ(1) is the linear susceptibility and is a matrix for the hyperbolic

metamaterials. Another way to represent a matrix is a rank-two tensor. Therefore

χ(2) and χ(3) are actually rank-three and rank-four tensors, respectively, rather than

matrices. This makes representation of the properties much more complicated, and

it also means that there are more variables to consider when determining the proper-

ties. Therefore, symmetry will become even more important, so next, the application

of symmetry for the non-linear properties is dealt with to simplify the susceptibility

tensors.

In the last section, it was seen that hyperbolic metamaterials have uniaxial anisotropic

behavior by definition. This implies a certain level of symmetry that reduces the

number of independent variables in the dielectric tensor from nine to two. This same

idea can be applied to the higher rank tensors that describe the second-order and

third-order non-linear optical properties.

However, simply saying the materials are uniaxial does not give enough informa-

tion about the symmetry of these materials to determine the form of the second-order

dielectric tensor. Therefore it is necessary to consider real symmetry operations. It is

a known fact of non-linear optics that centrosymmetric systems do not have a second-

order non-linear response [47]. To see this, note that P(2) = ε0χ
(2)E2. Now assume the

applied field is negative, then the polarization will also change sign. This is because
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centrosymmetry is inversion symmetry. So it is also true that −P(2) = ε0χ
(2)(−E)2.

This implies that P(2) = −P(2), which can only true if P(2) = 0. Therefore inversion

symmetry is the most critical to check for when designing hyperbolic metamaterials.

To label the individual symmetries and symmetry groups, Hermann-Mauguin no-

tation, otherwise known as international notation, is used. Figure 2 illustrates one

possible design of the multilayer hyperbolic metamaterials. Note that the diagram

is not to scale, so one could think of this design as a small patch of volume of the

metamaterial, since the horizontal extent of the metamaterial will necessarily be much

larger than the vertical extent. From this, the top face is assumed to be a square,

and no substrate is considered.

Figure 2. Example of Centrosymmetric Layered Material. The dark layer can be
thought of as the metal, with the lighter layer as the dielectric. The red dot signifies
the center.

Now the symmetries present in that design are described. Clearly, the z-axis,

which is normal to the top surface has a 4-fold rotation axis. There are also three

mirror planes in each of the xy, xz, and yz planes. The only point group with all

these elements is called 4/mmm. The 4/m represents the 4 fold rotation axis in the

z direction, and the mirror plane perpendicular to it. The two other m elements

represent the other two mirror planes. This point group is centrosymmetric, and

source [47] verifies that this point group leads to zero second-order behavior. Now

consider a different design shown in Figure 3.

15



Figure 3. Example of Non-centrosymmetric Layered Material. The dark layer can be
thought of as the metal, with the lighter layer as the dielectric. The red dot signifies
the center.

This design differs only in that there is no mirror plane parallel with the xy-plane,

perpendicular to the z-axis. Thus instead of the operation 4/m, it is just 4, the

4-fold rotation. The other two mirror planes still exist, so the point group is now

4mm. There is no longer full inversion symmetry, thus there should be second-order

behavior. There are up to 81 independent elements of the rank-3 tensor for the

second-order linear effects, but using the point group 4mm, Table 1, adapted from

source [47] gives the seven remaining non-zero elements and shows that there are

only four independent elements. Note that the elements of the second order dielectric

tensor are described by three indices, so the table actually lists the indices of the

elements that are non-zero.

Table 1. Non-zero Elements of the χ(2) Tensor. There are seven non-zero elements and
four independent elements.

xzx = yzy

xxz = yyz

zxx = zyy

zzz

This table makes sense in terms of what is known about hyperbolic metamateri-
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als. Theoretically, there is no difference between the x and y direction in a uniaxial

material, since they both are “ordinary,” so it makes sense that these elements are

related. One more check is that the point groups found do correspond to the uniaxial

behavior in the linear regime. Since the point groups are already found, tables from

source [47] can be used to determine the independent elements of the third order sus-

ceptibility tensor. Table 2 shows the elements, and note that four indices are needed

to describe an element.

Table 2. Non-zero Elements of the χ(3) Tensor. There are 21 non-zero elements and 11
independent elements.

xxxx = yyyy

yyzz = xxzz

zzyy = zzxx

zyyz = zxxz

yzzy = xzzx

yzyz = xzxz

zyzy = zxzx

xxyy = yyxx

xyxy = yxyx

xyyx = yxxy

zzzz

Another note to consider in terms of symmetry is that even with the centrosym-

metric design, there will still be some second-order behavior, because at the surface

and other interfaces, the hyperbolic metamaterial will be locally non-centrosymmetric.

However, the contribution from these sources to the second-order non-linearity will be

small compared to a fully non-centrosymmetric material, so it can be assumed that

centrosymmetric materials have no second-order behavior. Now that the symmetry
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of the hyperbolic metamaterials is known, the next step is to calculate the optical

properties.

2.3.2 Deriving Non-linear Properties of Crystals.

There is a known approximation for finding the non-linear properties from the

linear properties which is known as Miller’s rule. It gives insight into the origin

of non-linear properties, so the derivation is given here. To derive Miller’s rule,

from the derivation in [47], consider the Lorentz oscillator model [48]. The classic

Lorentz oscillator model represents an atom as a harmonic oscillator, and is effective

in modeling linear properties. For Miller’s rule, this idea is extended by treating

the atom as an anharmonic oscillator. Note that for the derivation, the material

is assumed to be non-centrosymmetric, as discussed above. Assume an anharmonic

oscillator with restoring force,

Frestoring = −mω2
0x−mαx2, (16)

where the first term on the right-hand side is well known harmonic oscillator term,

with m as the mass, x as the position, and ω0 as the natural frequency. The second

term is the anharmonic term, where α is the anharmonic coefficient. Note that the

second term is proportional to the square of the displacement, so this is a second-

order non-linear system. Assume the applied field is a mix of two frequencies, so that

E = E1e
−iω1t +E2e

−iω2t. There does not exist a general solution to this system, so a

perturbation method is used, where λ is the strength of the perturbation. Then the

equation of motion becomes

d2x

dt2
+ ω0x + αx2 = −λ q

m
E, (17)
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where q is the electron charge and m is the electron mass. Consider a solution to this

equation of the form of

x = λx(1) + λ2x(2) + λ3x(3) + . . . . (18)

Here assume that the perturbation is small enough that only the first two terms are

significant. So plugging the first two terms back into the equation of motion gives

d2

dt2
[
λx(1) + λ2x(2)

]
+ ω0

[
λx(1) + λ2x(2)

]
+ α

[
λx(1) + λ2x(2)

]2
= −λ q

m
E. (19)

For this to work as a solution for any value of λ, all the terms with a certain power

of λ must satisfy the equation of motion separately. So there are two equations, (20)

and (21), for λ and λ2. The terms proportional to λ3 or higher are assumed to be

negligible.

d2

dt2
x(1) + ω0x

(1) = − q

m
E (20)

d2

dt2
x(2) + ω0x

(2) + α
[
x(1)
]2

= 0 (21)

Here it can be seen that the first equation is simply the formula for a harmonic Lorentz

oscillator, which has a known steady state solution for the given applied field,

x(1) = x(1)(ω1)e−iω1t + x(1)(ω2)e−iω2t, (22)

where the amplitudes have the form x(1)(ωj) = − q
m

Ej

ω2
0−ω2

j
. Now this first order solution

is substituted back into Eq. (21), which can now be solved for x(2). In an arbitrary

second order process, where ω3 is some sum or difference of ω1 and ω2, the amplitude
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of the solution is

x(2)(ω3) = −
( q
m

)2 2αE1E2

(ω2
0 − ω2

3)(ω2
0 − ω2

1)(ω2
0 − ω2

2)
. (23)

Now the goal is to represent this solution in terms of susceptibility. It is known that

the linear contribution to the polarization is given by

P (1)(ωj) = −Nqx(1)(ωj), (24)

where N is the number density of atoms. Then using the relationship of polarization

to susceptibility and the field that is known by Eq. (15), and the definition of the

linear amplitude, the equation for the linear susceptibility is

χ(1)(ωj) =
Nq2

ε0m(ω2
0 − ω2

j )
. (25)

Doing the same process for the second order non-linear susceptibility, the equation is

χ(2)(ω3, ω1, ω2) =
Nq3α

ε0m2(ω2
0 − ω2

3)(ω2
0 − ω2

1)(ω2
0 − ω2

2)
. (26)

Now, Eq. (25) and (26) can be combined to write the second-order susceptibility in

terms of the first order,

χ(2)(ω3;ω1;ω2) =
ε2

0mα

N2q3
χ(1)(ω3)χ(1)(ω1)χ(1)(ω2). (27)

Thus the goal of representing the non-linear properties in terms of the linear properties

has been achieved. However, the value of α needs to be determined in order to actually

use this formula practically. To that end, what Miller actually described when he for-

mulated Miller’s rule was the observation that the ratio χ(2)/χ(1)(ω3)χ(1)(ω1)χ(1)(ω2)

was nearly constant for all materials he observed. This implies that the coefficient
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ε2
0mα/N

2q3 is nearly constant. This actually makes sense, since q, m, and ε0 are

physical constants, and for solids, the atomic number density N does not vary much

from 1022 particles/cm3. The non-linear coefficient α is nearly constant, since the

expectation is that the linear and non-linear contributions to the restoring force (Eq.

(15)) would be equal at approximately the size of the atom. At that distance, say

d = 10 angstroms, mω2
0d = mαd2, thus α = ω2

d
. A very similar derivation to the

above can be done for the third order non-linear susceptibility, with the result,

χ(3)(ω4;ω1;ω2;ω3) =
ε3

0mβ

N3q4
χ(1)(ω4)χ(1)(ω1)χ(1)(ω2)χ(1)(ω3), (28)

where β is constant similar to α, so β = ω2

d2
. The problem with this equation is that it

has only been shown to be accurate for ionic crystals and certain glasses, while there

have been demonstrated problems when using it with plasmonic materials, such as

metals. Therefore a different method is required to understand the non-linear optical

response of metals.

2.3.3 Deriving Non-Linear Properties of Metals.

There are several ways to understand the non-linear response in metal, but one

important factor to keep in mind is that for almost all non-linear applications, the

source is a high power pulsed laser, rather than a “standard” continuous wave laser.

In this scenario, the most common way to model the response of a metal is called the

two temperature model. The differential equations that describe the simplest version

of the model are [49]

Ce
∂Te(t)

∂t
= −G(Te − Tl) + P (t), (29)
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Cl
∂Tl(t)

∂t
= G(Te − Tl), (30)

where Ce is the electron heat capacity, G is the electron phonon coupling constant,

P (t) is the source term, and Cl is the lattice heat capacity. The simplest way to

represent the source is a Gaussian pulse with a specified energy and pulse width.

There are many other ways to make this model more accurate, such as accounting

for conduction in the lattice, ballistic movement of electrons, and heat transfer to

the environment. Now solving this system of differential equations numerically will

give Te(t) and Tl(t), a time-resolved electron temperature and lattice temperature.

This simple model does not account for any interfaces in the material, but they could

be accounted in a more complicated formulation. A more complicated version that

includes heat conduction and the effects of a substrate is defined by the system of

differential equations [50],

Ce
∂Te(z, t)

∂t
= ke∇2Te −G(Te − Tl) + P (t), (31)

Cl
∂Tl(z, t)

∂t
= kl∇2Tl +G(Te − Tl) +G2(Tl − Ta), (32)

Cs
∂Ts(z, t)

∂t
= ks∇2Ts +G3(Ts − Ta), (33)

where the subscript e refers to the electrons, l refers to the lattice, s refers to the

substrate, a refers to the ambient environment; k represents the thermal conductivity,

and G2 or G3 represent the coupling of the lattice or the substrate to the ambient

environment. There are also boundary conditions that need to be applied to ensure

correct transfer of heat to the lattice. These boundary conditions at the metal-

substrate boundary are
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−ke
∂Te
∂z

= Ces(Te − Ts), (34)

−kl
∂Tl
∂z

= Cls(Tl − Ts), (35)

−ks
∂Ts
∂z

= Ces(Te − Ts) + Cls(Tl − Ts), (36)

where Ces, Cls are the interface conductivities. So solving this model would require

values for the interface conductivities and the ambient coupling constants, which

are difficult to find for metals other than gold or silver. However, they could be

theoretically be measured. This expanded model has been tested for gold and silver,

so it should work for other metals, but the expanded model was not ultimately used

in this work due to the difficulty of determining all the needed factors. Instead, a

different two temperature formulation known as the delayed two temperature model

from [1] was used,

Ce
∂Te(t)

∂t
= −G(Te − Tl) +

N

2τee
, (37)

Cl
∂Tl(t)

∂t
= G(Te − Tl) +

N

2τep
, (38)

N
∂N(t)

∂t
= − N

2τee
− N

2τep
+ P (t), (39)

where N is the non-thermal energy density stored in the electrons, τee is the electron-

electron relaxation time, τep is the electron-phonon relaxation time, and all other

variables are defined the same way as the other two-temperature model formulations.

This is referred to as the delayed two-temperature model since the input power is
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not put directly into the electron temperature equation, but is rather transferred to

both the electrons and lattice over time through the relaxation times. This is a more

realistic depiction of the physics of the scenario, but it does require more parameters

to be calculated. Next, the process of the deriving each of the parameters will be

discussed.

First, the electron-phonon coupling constant G is defined as

G = 0.562ne
k2
BΘ2

DvF
LfTlεF

(40)

where ne is the free electron density, kB is Boltzmann’s constant, Θ2
D is the Debye

temperature, vF is the Fermi velocity, Lf is the mean free path, and εF is the Fermi

energy. All of these values can be found for ITO from various sources [1]. First, ne

is set to 1027 electrons/m3. Next, ΘD equals 1000 K, and Lf is 8.3 nm. Lastly, the

Fermi velocity is vF = 1 ∗ 106 m/s and the Fermi energy is εF = 1 eV.

Next, the relaxation times are needed. First, the electron-electron relaxation time

is defined as

τee = C

{
ω2

4π2ωp

[
1 +

(
2πkBTe
~ω

)2
]}−1

, (41)

where ω is the frequency, ωp is the plasma frequency from the Drude model at room

temperature, and C is a scaling constant that is used to maintain the physical rela-

tionship that γ = 1
τee

+ 1
τep

, where γ is the Drude damping factor at room temperature.

The Drude model parameters are ωp and γ, and they are defined differently at an ele-

vated electron temperature than at room temperature, which will be discussed later.

Now the electron phonon relaxation time is

τep = 2
Ce
G
, (42)
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where Ce is the electron heat capacity. That quantity Ce is defined as

Ce =
3π2nekbTe√

36T 2
F + 4π4T 2

e

, (43)

where TF is the Fermi temperature and all other parameters have been defined above.

For ITO, the Fermi temperature is about 10,000 K. The lattice heat capacity Cl is

treated as a constant, and for ITO, the value 2.6 ∗ 106 J/(m3*K) is used. Next, the

equation for the absorbed power density P (t), which is what provides the energy to

the system.

P (t) = (1−R− T )I0α exp

[
−2

(
t

tp

)2
]
, (44)

where R is the reflectance, T is the transmittance, I0 is input intensity in units of

W/m2, α is the linear absorption coefficient in units of m−1, tp is the pulse duration

in seconds for its full width half maximum value, and t is the time. With all those

parameters defined for ITO, the time-dependent electron temperature can be deter-

mined by solving the system of differential equations. The next step is to use the

electron temperature to calculate the non-linear properties. To do this, the free elec-

tron model of metals can be used. First, the electron temperature is directly related

to the chemical potential µ (also called the Fermi level) by the equation

µ(Te) ≈ εF

[
1− π2

12

(
Te
TF

)2
]
. (45)

Note this formula is only valid when Te << TF , since this comes from the Sommerfeld

expansion representation of the integral of the Fermi-Dirac distribution, which is

what applies to electrons. More terms of this expansion could be included, but are

not necessary for theory used in this work. Since Te rises with input intensity, this

puts an effective cap on the intensity that can be accurately modeled. However, that

intensity cap is high enough to still see strong non-linear behavior. After obtaining
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the elevated chemical potential, the next step is to calculate the resultant change in

plasma frequency. Then with the elevated plasma frequency, it is possible to find the

modified complex permittivity using the Drude model,

εmod = ε∞ −
ω2
pmod

ω2 + iωγmod
, (46)

where ε∞, ωpmod
, and γmod are the Drude model parameters at the elevated temper-

ature. Then using equations (47) and (48), a refractive index nmod and absorption

coefficient αmod can be calculated. Therefore it is possible to calculate the effective

nonlinear refractive index n2 and nonlinear absorption coefficient β

n2 =
nmod − n0

I0

, (47)

β =
αmod − α0

I0

, (48)

where I0 is the input intensity, n0 and α0 are the linear properties, and nmod and

αmod are the electron-temperature-based values. This entire process can be repeated

at any wavelength of interest in order to calculate spectral non-linear properties.

Physically, this theory describes the origin of the effective non-linear response. The

samples in this work are designed to be linearly transmissive, so every metal layer in an

HMM should be exposed to the high energy from the input source. This energy excites

electrons in those layers, creating a temporary change in the electron density. These

electrons thermalize (or equilibrate) amongst themselves during the electron-electron

relaxation time. By the Drude free electron model, this changes the properties of the

material, which gives an effective non-linear response. When applying this energy,

the isofrequency surface will be warped in the direction of application, either bending

outward or inward, depending on the wavelength and base material. Thus, all of these

effects could be considered in frequency space rather than the permittivity space on
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which this work focuses.

2.3.4 Non-linear Effective Medium.

For linear optical properties of metamaterials, a common approach is that of effec-

tive medium theory as in discussed in section 2.2.3. As discussed there, in the linear

regime, a specific formulation of the Maxwell-Garnett EMA is used for layered hyper-

bolic metamaterials. The theory behind the Maxwell-Garnett EMA has no inherent

reason why it should not hold for the non-linear formulation as well. The deriva-

tion for the parallel (TM) component with respect to the surface normal proceeds

exactly as the linear Maxwell-Garnett EMA, except using the non-linear polarization

defined in equation (15), for first and third order only. For the derivation, the fact

that D = εE + ε0χ
(3)E3 is needed, where D is the electric displacement field. First,

consider the component parallel to the layered interfaces, which is the ordinary di-

rection. It is known from electrostatics that the tangential component of the electric

field is continuous at an interface, which implies that EO = EO
m = EO

d . Of course,

this implies that the squares of the fields are equal as well. From electrostatics, the

displacement field in the ordinary direction, DO, can also be found as an average of

the displacement field in the metal and dielectric regions. Thus,

DO = ρDO
m + (1− ρ)DO

d , (49)

where ρ is the volume fraction of the metal, which depends on the layer thicknesses.

Now using the relationship of D to E,

εOEO + εO0χ
(3)EO3

= ρεmEO
m +ρεm0χ

(3)
m EO3

m + (1−ρ)εdE
O
d + (1−ρ)εd0χ

(3)
d EO3

d . (50)
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Canceling out the electric fields,

εO + ε0χ
(3)
O EO2

= ρεm + ρε0χ
(3)
m EO2

m + (1− ρ)εd + (1− ρ)ε0χ
(3)
d EO2

d . (51)

Then using the result from the linear Maxwell-Garnett EMA, εO = ρεm + (1− ρ)εd,

εO + ε0χ
(3)
O EO2

= εO + ρε0χ
(3)
m EO2

m + +(1− ρ)ε0χ
(3)
d EO2

d . (52)

Next the εO terms cancel out, giving

ε0χ
(3)EO2

= ρε0χ
(3)
m EO2

m + +(1− ρ)ε0χ
(3)
d EO2

d . (53)

Lastly, ε0 and the remaining electric fields can be canceled out leaving

χ
(3)
O = ρχ(3)

m + (1− ρ)χ
(3)
d (54)

In the equation, ρ is the metal fraction, χ
(3)
m is the third order susceptibility of the

metal, and χ
(3)
m is the third order susceptibility of the dielectric. Note that it is possible

to convert the nonlinear refractive index and nonlinear absorption into χ(3) form and

vice versa. This ordinary direction formulation works for TM with respect to surface

normal, while the extraordinary direction would correspond to TE polarization. The

formulation for TE polarization is more complicated, as the derivation includes local

field corrections. Since this work only considers TM polarization due to the angle

enhancement present there, the TE formula will not be discussed. Refer to [51] for

information on it.

From this equation, it can be seen that the non-linear optical properties of the

dielectric layer are required. However, from the two-temperature model, only the non-

linear optical properties of the metal layer were obtained. The dielectric non-linear
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properties can generally be found in the literature or through measurement. With

those, it would be possible to generate the full non-linear properties of the hyperbolic

metamaterials.

2.3.5 Second-Order Non-Linear Processes.

Non-linear materials can do many things that linear materials cannot. The classic

example of a non-linear optical process is second-harmonic generation (SHG). Suppose

a laser beam with electric field strength E = E0e
−iωt is incident on a second-order

non-linear material. Then, by Eq. (55), the second-order polarization has a different

form,

P(2) = εχ(2)E2 = εχ(2)E2
0e
−i2ωt. (55)

Therefore the second-order polarization is at 2ω rather than ω, and this polarization

can lead to radiation at that 2ω frequency. Since the frequency 2ω is the second-

harmonic if ω is considered the fundamental, the name second-harmonic generation

is appropriate. In the photon picture, two photons of frequency ω are absorbed, and

one photon of frequency 2ω is emitted. Thus energy is conserved for this process.

Second-harmonic generation is the simplest non-linear process, but many other

non-linear processes are possible, which is a distinct advantage of non-linear mate-

rials that allows for many applications. SHG is actually a special case of a more

general process, which is sum-frequency generation. In essence, there are two inputs

of different frequency fields, and the output is a field at sum of the two frequencies.

In the photon picture, a photon of frequency ω1 and a photon of frequency ω2 are

absorbed, and a photon of frequency ω1 + ω2 is emitted. Difference-frequency gen-

eration is similar, but the output in that case is at frequency ω1 − ω2. This does

differ in the photon picture, since first a photon of frequency ω1 is absorbed, then two
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photons of frequencies ω2 and ω1 − ω2 are emitted. If a non-linear material is placed

in a optically resonant cavity, it is possible to get larger field values at the difference

frequencies. This is known as optical parametric oscillation. For this, usually one of

the frequencies, either ω2 or ω3 = ω1 − ω2 is preferred, so the preferred frequency is

referred to as the signal frequency while the irrelevant frequency is called the idler

frequency. For difference-frequency generation, since it involves two-photon emission,

it does not actually require two inputs to happen. It is possible to provide only ω1

as an input, and the spontaneous emission will still occur, emitting signal and idler

photons. This is known as spontaneous parametric down-conversion (SPDC), and it

has important applications in quantum optics [23].

2.3.6 Third-Order Non-linear Processes and Optical Switching.

There are also analogous third-order non-linear processes, which are critical for

optical switching applications. The collective term for these is called four wave mix-

ing. In essence, the sums or differences of a combination of three frequencies can be

achieved, so as before, the simplest case would be third harmonic generation. There

is another important process that depends on the third-order non-linear properties,

which is the intensity dependent refractive index. To derive this effect, assume an

incident field of E = E0 cosωt. Then Eq. (56) shows the form of the third-order

non-linear polarization, using trigonometric identities,

P(3) = εχ(3)E3 = εχ(3)E3
0 cos3 ωt = εχ(3)E3

0

[
1

4
cos 3ωt+

3

4
cosωt

]
. (56)

Thus it can be seen there is not just a contribution at 3ω, but also at the fundamental

frequency ω. This implies that χ(3) contributes to the refraction experienced at ω, so

the material can be thought to have an intensity-dependent refractive index, which is

the n2 described in a previous section. This same concept can apply to fifth order and
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all higher all odd order effects, where they have some dependence on the fundamental

frequency. This idea is important for the Z-scan measurement technique which will

described in Chapter 3, and for optical bistability, so it is important to go into more

detail now.

Optical bistability is a property of a device that allows for two different stable

transmission states, dependent on the power of the input. In the same way, mul-

tistability would describe more than two possible stable transmission states. Then

this material is placed within a cavity, which allows a change in transmission at the

given laser frequency. Since the bistability arises from the material within the cavity,

this is referred to as intrinsic bistability. If the source of the bistability is exter-

nal, such as mirror in an interferometer, this is known as extrinsic bistability. For a

bistable system, this allows storage of binary information with one transmission state

representing zero or “off” and the other representing one or “on.” Figure 4 shows

generalized behavior of the power in versus power out for a system with intrinsic

bistability.

Figure 4. Generic Hysteresis Curve for Intrinsic Optical Bistability. Pin is the power
in, while P↑ is the power out. Modified from Source: [3]

In the figure, P1 is the actual switching power, P2 is the upper threshold power,
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and P3 is lower threshold power. The process, first following the solid line, is to

increase the input power to the switching power. Then the system switches from the

first stable state, which is the off state, to the other stable state, which is the on

state. Then it is possible to increase the input power up to P2, and the system will

remain in the on state. Once the system is in the on state, it is possible to reduce

the input power down to P3 and remain in the on state, following the dashed line.

In the on state, after reducing below P3, the system returns to the off state. Since

the output power depends on the past state of the system, these are referred to as

hysteresis curves.

This special behavior is only possible because of the dependence of the effective

properties on the intensity, which sets up feedback loops. For most materials, a large

enough non-linear refractive index to be practical only occurs near material reso-

nances. This is a problem, since using material resonances makes the system difficult

if not impossible to optimize for both a low switching intensity and a low switch-

ing time. To correct this, a non-resonant material is preferred, and one example

is a hyperbolic metamaterial. Since hyperbolic metamaterials exhibit an intensity-

dependent refractive index and absorption coefficient, they could be used as optically

bistable materials. A few studies have been conducted on this possibility, but there

does not appear to have extensive work on the topic. One study [4] computationally

modeled some possibilities for hyperbolic metamaterials, but it only considered silver

as the metal. It was also purely computational and did not support any of its as-

sertions with measurement. That deficiency was addressed in this project. However,

the study did reveal that taking advantage of the topological transition from ellipti-

cal dispersion to hyperbolic dispersion, which occurs at the ENZ point, can greatly

increase potential optical switching of hyperbolic metamaterials.

Here, there needs to be a note of disambiguation with regards to the term switch-
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ing. Later in this document, a phenomenon where the sign of the non-linear absorp-

tion coefficient changes from positive to negative occurs. This is a “switching” from

one type to behavior to a different type of behavior, but that specific behavior is

not required for optical switching in general. An optical switch could theoretically

be made from any material with an intensity dependent refractive index or absorp-

tion coefficient if the input power could be high enough, and the switching time and

switching width were of no consequence. In reality, these things do matter, so the

special behavior of these optimized hyperbolic metamaterials actually is valuable in

increasing the switching width and having more tunability.

One important factor for all non-linear processes is efficiency, and there are several

variables that can impact this. One such variable is that of phase matching. Since

multiple waves are involved in most non-linear processes, if their phases do not match

up, there will be destructive interference, severely reducing efficiency. The specific

tests performed in this work use only one frequency, so there is not frequency mixing,

but the same materials developed in this work could be used for frequency mixing

applications. For non-anisotropic natural materials, it is often very difficult to achieve

phase matching, since the dispersion of the material is different for one wave than it is

for other. This problem can be much more easily addressed in anisotropic materials,

since the angle can be adjusted to change the dispersion, and metamaterials make this

even better since they can have higher anisotropy than natural materials. Hyperbolic

metamaterials also have ENZ points, and as stated before, there is no phase advance

at these points. Thus the phase matching conditions are automatically satisfied there.

The other factors that impact efficiency are the incident power, of course the non-

linear susceptibility, and also the interaction length. The interaction length is where

there is a problem, since most hyperbolic metamaterials include metals, which absorb,

limiting the interaction length, so applications where long propagation lengths are
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required are not possible with the specific material system used in this work. However,

other material systems with lower losses could overcome this difficultly. There are

still many possible applications in the fields of nanophotonics where the interaction

lengths are short, or through the use of all-dielectric systems this interaction length

could be increased. The next sections account for specific cases where the efficiency

can be greatly increased.

2.3.7 Basics of Plasmons and Surface Plasmons.

Plasmons can be thought of as oscillations of electron density in a metal, which is

a plasma oscillation, hence the name plasmon. The plasma frequency is the frequency

of oscillations of these plasmons, which is critical to the properties of the metal. In

the case of hyperbolic metamaterials, the most important types of plasmons are the

surface plasmons. Surface plasmons are confined to a surface, and occur at the inter-

face between a dielectric and metal. They do not have to occur at planar interfaces,

but can occur at the surfaces of metal nanoparticles embedded in a dielectric as well.

At planar interfaces, they are usually referred to as surface plasmon polaritons (SPP),

while on the surface of nanoparticles, they are referred to as localized surface plas-

mons (LSP). The main difference is that LSPs do not have translational invariance,

so they cannot be described as easily mathematically. This leads to the conclusion

that SPPs can be described by a continuous dispersion relation, but LSPs are rather

described by a discrete dispersion relation, and depend much more on resonances.

Both the SPPs and LSPs will be impacted by the absorption of the metal, and their

decay lengths can be easily found using the skin depth formula.
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2.3.8 Field Enhancement.

The most relevant property of plasmonic materials to this work is the idea of

field enhancement. As seen in the last section, the second-order non-linear effects

are proportional to the square of the electric field. So if the effective field becomes

stronger, the non-linear effects will become much stronger. Both SPPs and LSPs

can serve for field enhancement, but in general, LSPs on nanoparticles can take

advantages of resonances to obtain much higher field enhancement [35]. Also, it is

easier to couple the LSPs to the propagating field than SPPs, which usually require

some kind of coupling grating. If the nanoparticles are spherical, they can be fully

described using the well-known Mie theory [52]. Note that if the nanoparticles are

close together, where LSPs from one particle interact with another, their coupling will

need to be taken into account. Nanoparticle field enhancement can increase the local

field up to 1000x [35]. In this work, nanoparticle field enhancement was not used,

but rather a more simple angle-based field enhancement, which generally can increase

the field up to about 5x. The reason that nanoparticles were not used is that this

made fabrication and modeling much more tractable in the limited duration of the

project. However, this more modest field enhancement in a simple layered structure

will still be very noticeable in the results, which will be presented in Chapter IV. The

theory of the angular field enhancement is now discussed, which follows from the field

continuity at the interface between the air and material.

E⊥mat =
E⊥air

εmat

, (57)

where E⊥mat is the electric field in the material oriented normal to the interface, E⊥air

is the incident electric field oriented normal to the interface, and εmat is the complex

permittivity of the material. This implies that a smaller ε of the material gives greater

field enhancement, which is generally the case near to the ENZ point. Also, since
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this applies to the normal components of the fields, this factor will be zero at zero

degrees incident, but will generally increase as the obliqueness of the angle increases.

There is a limiting factor, that of Fresnel reflections that increase when the incident

angle increases, so the optimal angle is less than 90 degrees. The linear reflection and

transmission behavior can be accounted for using a transfer matrix method, which is

a common method for multi-layer stacks [53].

2.4 Computer Optimized Design of Metamaterials

2.4.1 Optimization Algorithms.

There are several possible algorithms that can be used to optimize metamaterial

designs, and each one has strengths and weaknesses. The first class of algorithms

actually uses the gradient or approximates the gradient to find the minimum or

maximum of a function, so it is calculus based mathematical optimization. Some

examples of these algorithms are Newton’s method, or the gradient descent method.

However, for the design problems of metamaterials the “function” in question is not

as clear. Generally, a figure of merit (FOM) is chosen to act as the variable that

is maximized or minimized. Then the FOM is represented in terms of changeable

parameters of the design, which for non-plasmonic layered hyperbolic metamaterials

are εm, dm, εd, and dd. The remaining problem is that this function for design problems

is not guaranteed to be differentiable at every point, which makes calculus-based

optimization fail. This means that it is often impossible to have a fully convergent

method that guarantees global optimization for these problems.

However, a different class of algorithms, known as the heuristic algorithms, can

in practice obtain minima and maxima, so if correct starting points are used, the

ideal optimization can be achieved even with the non-differentiable function. There

are many types of heuristic optimization algorithms, so not all can be covered here.
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Two relevant algorithms will be discussed in detail, the genetic algorithm and the

particle swarm algorithm. The genetic algorithm is part of a class of evolutionary

algorithms that are inspired by the natural process of evolution. Every genetic algo-

rithm has a fitness function and genomic representation of the design variables. The

fitness function serves to distinguish between candidate solutions, while the genomic

representation is needed to incorporate the breeding and mutation processes. These

processes are inspired by biology, so mutation involves a change in a design variable,

while breeding involves mixing of two “parent” candidate solutions to become one

“child” solution. The genetic algorithm begins with a large set of randomly gener-

ated candidate solutions, normally referred to as the population, which have random

values for the design variables. Then the following steps describe the algorithm.

1. The fitness function is evaluated for each member of the population.

2. A portion of the population is probabilistically selected to breed the next gen-

eration, with higher fitness members more likely to be selected.

3. A member of the next generation is created using a crossover process between

two members of the selected part of the original generation. The new member

also undergoes mutation.

4. Step 3 is repeated until the full size of the next generation is reached.

5. Repeat the process for each generation until a certain fitness is achieved or the

maximum number of generations is reached.

The advantage of the genetic algorithm is that it can often be quick in determining

the optimization, but there is often the problem of local maxima or minima. It is

very difficult for complex design problems to determine if a local extreme or the global
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extreme was reached. Thus the population size needs to be large enough to account

for some members becoming stuck in local extrema.

Another heuristic algorithm is the particle swarm algorithm. This works by having

a large set of randomly distributed candidate solutions called particles, which have

random values of the design variables. Note this is essentially a random point in

n-dimensional space, where n is the number of design variables. The following steps

then describe the algorithm.

1. The FOM is calculated for each particle.

2. The position of the particle with the highest FOM is set as the swarm best, if

it is greater than the previous swarm best.

3. Each individual particle sets its position as its particle best, if its current FOM

is greater than its previous particle best.

4. Each particle is given an effective “velocity” both towards the swarm best and

its particle best and is moved with that velocity for a set amount of time. This

means the input parameters that define the particle will change to become more

similar to the input parameters that define the particle best and swarm best.

5. After the amount of time has elapsed, repeat the process from step 1 until

either a certain level of FOM is reached, or the maximum number of iterations

is reached.

The advantages of the particle swarm algorithm are that it is much simpler than the

genetic algorithm and it more naturally works with continuous variables. However,

the disadvantage is that larger population sizes are needed, which can take more

computational time.
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2.5 Summary

In summary, the basics of the properties of linear and non-linear materials was

covered, specifically, the symmetry, linear and non-linear effective medium theory,

and the derivations of the non-linear properties. Then plasmonic metamaterials with

information on field enhancement methods was discussed, and lastly computer design

optimization was briefly explained. Next, the methodology of the work is presented.
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III. Methodology

3.1 Chapter Overview

In this chapter, an overview of the methodology of the work is given. First, the

fabrication methods are discussed. Next, the different methods of experimental veri-

fication are reviewed, specifically verification of fabrication quality, linear properties,

and non-linear response. Lastly, the full computational modeling scheme is shown,

including the modeling of the linear and non-linear properties, as well as the opti-

mization.

3.2 Fabrication with Physical Vapor Deposition

The general method that will be employed is physical vapor deposition (PVD).

The PVD methods are characterized by turning whatever is supposed to be deposited

into a vapor and then condensing it back into a solid. PVD methods are routinely

used for production of thin films, which is what is needed to make layered hyperbolic

metamaterials. There are several different ways to produce the vapor needed for PVD.

The first way that PVD can work is sputtering, specifically magnetron sputtering [54].

Magnetron sputtering uses uses a cascade process of ionization of inert gas such as Ar

and a magnet to increase ion density and energy at the surface of the target material,

causing ejection of material from the ionized bombardment that will deposit the target

source material onto the substrate. The advantages of sputtering are that it works

more easily on high melting point and conducting materials where other methods are

difficult, and adheres better than other methods [55, 56].

The basic design of the metamaterials is comprised of alternating layers of metal

and dielectric, on either a glass or silicon substrate depending on the intended appli-

cation. When designing for transmissive measurements, the glass substrate was used,
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but for when designing for reflective measurements, the silicon substrate was used.

The materials used for the samples were indium tin oxide (ITO) as the metal and sil-

ica (SiO2) as the dielectric, though there were intermediate samples fabricated with

titanium nitride (TiN) as the metal and hafnium dioxide (HfO2) as the dielectric.

These TiN/HfO2 samples were not optimized and had fabrication errors, so they will

not be discussed further in this document, but future work could be to optimize for

that material system and fix the fabrication errors. Figure 5 shows a diagram of the

fabrication setup.

Figure 5. Diagram of Fabrication System. Two targets are shown in the chamber
since that is what is used in this project, but up to four targets are possible. Different
gases can be used in the chamber to obtain different deposition results. The in-situ
ellipsometry allows for real time monitoring of the deposition.

The more detailed process for the ITO/SiO2 samples is now discussed. The mag-

netron sputtering requires a specific power supply to operate. The power supply can

also accept a setting of “reverse time” in microseconds which is used to “discharge”

the target material. For the SiO2 reactive sputtering, a Si target was used with oxy-

gen present in deposition chamber. This oxygen could remain the same throughout

the deposition, since the ITO layer was not impacted by the presence of oxygen. For

the SiO2 sputtering, the 120 W power setting was used, with 80 kHz pulse rate and

4.5 µs reverse time; which results in pulsed DC magnetron sputter. The sputtering
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process could also be operated in a constant 120 W mode, which would be DC mag-

netron sputtering, but with SiO2 and reactive sputtering, the Si target material would

have oxidized and an excessively high voltage would have been required by the power

supply causing the system to shut off. The reverse voltage prevents this process by

discharging the target, preventing significant charge build up, allowing sputtering to

continue. The ITO deposition used DC magnetron sputtering at 60 W. For the initial

test samples, depositions were done at room temperature, but for the final samples,

the temperature of the substrate was heated to 400 degrees Celsius for the deposition

of the ITO layers. This improved the consistency of fabrication of the samples.

Another feature of the fabrication is that in-situ ellipsometric data was taken

with the J.A. Woollam® M-2000 ellipsometer and analyzed with CompleteEase

software, so the layer formation could be tracked in real time. The incorporation

of the ellipsometer into the deposition chamber is depicted in Figure 5. It can be

used to define when layer thickness targets have been reached, but in this case, a

timed deposition was used for simplicity. More details of the ellipsometry will be

provided in section 3.3.2. Some of the earlier samples did actually use the ellipsometry

model defined deposition thicknesses, but the final optimized samples all used timed

deposition. Basically, since the deposition rate of the system was known, it was

possible to set the overall time for each layer that would achieve the desired thickness.

However, there was one issue with this. When new deposition targets were used,

the deposition rate actually changed from the standard rate, which caused the samples

to have inaccurate layer thicknesses. This occurs because brand new targets are

flat, while used targets develop a ring where material has been removed, so for used

targets, there is much more surface area than for brand new targets. This causes

the deposition rate to be higher. For some samples, this resulted in different layers

in the same sample having different thicknesses, which is undesired. Eventually, the
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new targets were “broken in,” and the deposition rate stabilized, so after that point,

usable samples were fabricated. One result which shows the undesired effect will be

presented in section 5.5.

Two different batches of samples will be discussed in this work, one test batch that

was not optimized, but served as data for the verification of models and methods,

and the second batch, which contains the optimized samples. The results from first

batch will be covered in Chapter IV, while the results from the final optimized batch

will be covered in Chapter V.

Table 3. Unoptimized Test Designs. The thickness of the layers in the metamaterial
and the number of dielectric-metal pairs is provided. The metallic component is ITO
and the dielectric is SiO2.

Metal Layer Thickness (nm) Dielectric Layer Thickness (nm) Number of Periods

10 25 6

10 40 6

20 20 6

10 25 8

10 40 8

20 20 8

10 25 10

10 40 10

20 20 10

So nine samples in total were fabricated according to the designs of Table 3. Next

the recipes for the optimized design are shown. The process of optimization will be

described in section 3.5, while the computational results from the optimizer will be

shown in section 5.2, but the recipes are shown here in Table 4 to allow for comparison

to the unoptimized test designs.
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Table 4. Optimized Designs. The thickness of the layers in the metamaterial and the
number of dielectric-metal pairs is provided. The metallic component is ITO and the
dielectric is SiO2.

Metal Layer Thickness (nm) Dielectric Layer Thickness (nm) Number of Periods

52 95 12

52 105 12

Note that metal layers are in general thicker for the optimal designs than for

the test samples, which was chosen because it increased consistency in layer thickness

fabrication. Also, 12 periods were used instead of six, eight, or ten, since optimization

revealed that a greater number of periods led to better performance. Fabrication

limits led to capping the maximum number of periods at 12 for this work, but future

work could be to increase that number. There were multiple copies of each recipe

produced, specifically three each, giving six total growths. Next, the experimental

methods of the work are covered.

3.3 Experimental Verification

3.3.1 Fabrication Quality with Microscopy.

There are several ways to address fabrication quality. One way is using atomic

force microscopy (AFM) to examine the surface roughness of the deposition. A low

surface roughness generally corresponds to a high quality fabrication. Another way is

using electron microscopy, such as tunneling electron microscopy (TEM) or scanning

electron microscopy (SEM) to acquire images of the metamaterial. These images are

used for a visual confirmation of quality and the confirmation that proposed layer

thicknesses were actually achieved. Figure 6 shows an example TEM image of a

hyperbolic metamaterial.
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Figure 6. Example TEM of a Layered Metamaterial. In this case, it is a tungsten-
hafnium-titanium stack. Taken by Cynthia Bowers at AFRL/RX. Used with permis-
sion. The included length scale would allow for determination of layer thicknesses, and
the different elements in the stack can be observed through the applied spectroscopic
data.

From Figure 6, it is possible to derive layer thickness using the included length

scale and image analysis software. Also, the system has included spectroscopy data,

so it is also possible to check the composition of the deposited materials. For these

reasons, TEM imagery was used to confirm the correct composition as well as the

layer thicknesses for representative samples fabricated during this project. The results

of this imagery for different samples will be presented in sections 4.2 and 5.3.

3.3.2 Linear Measurements with Spectral Ellipsometry.

Now that the fabrication quality has been addressed, the optical properties of the

hyperbolic metamaterial need to be measured. To analyze the linear optical constants,
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the technique of ellipsometry will be used. Ellipsometry is a measurement technique

that uses polarized light to characterize samples, such as thin films, bulk materials,

and layered structures. It measures the relative phase change in polarization states of

light reflected off (or transmitted through) the sample’s surface. These measurements

describe how samples modify the polarization state at each angle of incidence [57].

To understand what happens to the polarization state, it is important to know

basic properties of reflection. It is known that the total reflection coefficients are the

ratio of the amplitude of the reflected wave to the amplitude of the incident wave at

different polarizations. For thin films, they are defined as

Rp =
rp12 + rp23e

−i2β

1 + rp12r
p
23e
−i2β (58)

Rs =
rs12 + rs23e

−i2β

1 + rs12r
s
23e
−i2β (59)

where the r with a subscript is the Fresnel reflection coefficient between the specified

mediums, and β is the film phase thickness. The superscript p refers to the polarized

wave in the plane (parallel polarization) and the superscript s refers to the polarized

wave perpendicular to the plane of incidence (senkrecht polarization). The amplitude

of both parallel and perpendicular components may be altered due to reflection of the

sample. Eqs. (58) and (59) represent the ratios of the reflected wave amplitude to

the incident wave amplitude for both parallel and perpendicular components. Similar

equations can be written for any arbitrary number of layers.

These reflection coefficients are related to the amplitude ratio, Ψ which is a value of

interest from the experiment. First, define the complex quantity ρ to be the complex

ratio of total reflection coefficients, Rp and Rs, such that ρ = Rp

Rs . Then ρ = tan(Ψ),

and is clearly a measure of how much light is p-polarized versus s-polarized. Another

value of interest is the total phase difference, ∆. The phase difference between both
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the parallel and perpendicular components of the incoming wave is referred to as δ1

while the phase difference in the reflected wave is referred to as δ2. To account for both

of those, ∆ is used and defined as ∆ = δ1 − δ2. Delta can change in phase difference

upon reflection off the sample [57]. The process of ellipsometric measurement from

light source to detector is shown in Figure 7 from [58].

Figure 7. Diagram of the Ellipsometry Process. The polarizer and compensator pro-
duce circularly polarized light incident on the sample, and then the detector determines
the precise polarization state of the reflection off the sample.

Returning to Figure 7, the reflection off the sample can generate a phase shift

and/or attenuate one or both of the passing wave components. The reflection off the

sample will not generally produce a light beam linearly or circularly polarized, rather

something elliptically polarized. These various shifts of the phases are influenced by

the optical properties of the samples, such as the thickness of layers, material compo-

sition, temperature, and orientation. The reflected signal of the different polarization

states will be determined by the detector after passing through the analyzer. The

spectral nature of the signal at the detector is analyzed using a spectrometer.
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In general, the detected signal is a voltage sinusoid with a DC offset in the form:

V (t) = DC + α · cos(2ωt) + β · sin(2ωt) (60)

The ellipsometer measures this voltage with a photovoltaic detector, and does the fast

Fourier transform (FFT) to find the two quantities α and β which are the Fourier

coefficients of the signal. They can be written in terms of Ψ and ∆ values, and the

value P , the input polarizer angle with respect to the plane of incidence [58]

α =
tan2(Ψ)− tan2(P )

tan2(Ψ) + tan2(P )
, (61)

β =
tan2(Ψ) cos(∆) tan(P )

tan2(Ψ) + tan2(P )
. (62)

Equations (61) and (62) can be inverted to obtain the ellipsometric parameters, Ψ

and ∆, which are the terms used to characterize the sample [58]. This α and β mea-

surement is repeated many times for the same P , usually between 10 and 100, to also

calculate a measure of noise in the system. This noise in α and β can be converted to

uncertainty in Ψ and ∆, thus there can be certainty that Ψ and ∆ actually represent

signal rather than noise. These Ψ and ∆ measurements are essential, because the

quantities combined with an assumed model are used to calculate the material prop-

erties, such as the optical constants and thickness. Note the calculated properties are

as reliable as the model, meaning Ψ and ∆ can be correct, but an incorrect model

can make the calculated properties meaningless.

Once experimental data in the form of Ψ and ∆ over the specified spectral range

is obtained, then a model of the material is created in accompanying software. In the

case of a J.A. Woollam® ellipsometer, the software WVASE32 or CompleteEASE

[58] is used with the following process. Each layer of a layered material is modeled
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separately. The software contains a database of materials with bulk optical constants

that can be used for each layer. When creating a layer, a material and a layer

thickness is chosen. Once a basic model is created, the next step is to fit the model to

match the experimental data. This is accomplished by calculating the mean squared

error (MSE) between the model’s predictions and the experimental data, and then

adjusting fit parameters to minimize the MSE. The formula for MSE is

MSE =

√√√√√ 1

2N −M

N∑
j=1

(ψmodj − ψexpj

σexpψ,j

)2

+

(
∆mod
j −∆exp

j

σexp∆,j

)2
, (63)

where N is number of experimental data points, M is the number of fit parameters,

and the rest of the equation calculates the differences between the model and exper-

iment at each point and then divides by the standard deviation of the experimental

measurements. Any of the optical constants or thicknesses of the layers can be selected

as fit parameters, but the number of fit parameters should generally not exceed the

number of layers. The minimization of the MSE through adjusting the fit parameters

is an iterative process that can be repeated as many times as necessary to achieve a

low MSE, though typically less than 100 iterations are needed if good starting points

are chosen. Unfortunately, while there are good database entries for common materi-

als such as silicon that give good starting points, the data on rarer materials is much

less accurate. Even with that limitation, accurate model fits are achievable when the

material is simple, such as a one layer material. For the hyperbolic metamaterials,

using the Maxwell-Garnett EMA as a starting point in WVASE32 or CompleteEASE

software allowed for accurate results, and these results will be shown in sections 4.3

and 5.4.
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3.3.3 Non-Linear Measurements with Z-Scan.

With the linear measurements completed, the next step is to determine the non-

linear properties. One common method for calculating the third-order non-linear

susceptibility is the Z-scan technique [59, 60, 61, 62]. The Z-scan technique can

measure both the non-linear refractive index and the non-linear absorption coefficient,

which are related to the third-order non-linear susceptibility, as discussed in Chapter

II. Figure 8 shows a diagram of the Z-scan setup.

Figure 8. Diagram of Basic Z-scan Setup. The Z-scan method can be used to calculate
the non-linear refractive index. In the diagram, it is in the closed configuration since
the aperture is present.

First, the mode-locked or otherwise fluctuation-compensated laser goes through

a lens that focuses the beam. Now, due to the sample having appreciable non-linear

properties, the beam will be focused or defocused as it hits the sample. This occurs

because the beam intensity is not constant in space, rather it is the case that the

center of the beam has a greater intensity than the edges. Since the non-linear

process depends on the strength of the applied field, the edges of the beam will be

impacted differently than the center. This focusing is dependent on the position of

the sample on the z axis, so by moving the sample along that line, the transmission

at the detector will change. This is where the name Z-scan comes from. The aperture

determines the configuration, which determines whether a measurement of the real

or imaginary non-linear index is obtained. When the aperture is present, it is the

50



closed configuration, and large amounts of refraction occurs, thus measurements of

the non-linear refractive index can be made more easily, but non-linear absorption also

occurs. When the aperture is absent, it is the open configuration, and there the non-

linear absorption coefficient alone can be measured. Thus analysis of closed aperture

measurements generally requires accompanying open aperture measurements.

For the unoptimized test samples, Z-scan data was taken mostly at a wavelength

1.7 microns, but some data was taken at 2.1 microns. For the optimized samples,

Z-scan data was taken at 1.78 and 1.835 microns with a peak intensity range of about

20-200 GW/cm2. For this case, the laser used was a pulsed optical parametric os-

cillator (OPO) system with a repetition rate of 10 KHz and a pulse width of 150

fs, allowing for the high peak intensity necessary to observe non-linear effects. Am-

plified Ge detectors were used due to their sensitivity in the wavelength regions of

interest. The final measurements are focused on non-linear absorption, so the open-

aperture configuration of the Z-scan was primarily used, though some closed-aperture

measurements were taken for reference.

Note that the optimized sample measurements were all taken using TM polar-

ization in order to observe the angle-dependent field enhancement. To get angle-

dependent data, the sample was placed on a rotating stage, so when referring to the

diagram in Figure 8, the only difference for the oblique angle measurements is that the

sample is rotated. The result of the Z-scan is a detector voltage for each Z-position,

and there are different ways to show the data. In this work, normalized transmission

is generally used. The real transmission can be calculated easily with Z-scan using

the detector voltage with no sample compared to the detector voltage with a sample,

and then this real transmission value can be normalized to the value far away from

the focus, where the incident intensity is much lower and linear effects dominate. This

means that any divergence from a transmission of one in the normalized transmission
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plots shows some non-linear effect.

Usually, a simulation of the Z-scan setup is run and simulated transmission values

are obtained which are fit to the Z-scan values. Since the simulation takes in the

actual non-linear properties as inputs, it is then possible to determine the best fit

non-linear properties, in a similar manner to the linear ellipsometry. This was done

for the unoptimized test samples, and thus the values of non-linear properties were

found, which are presented in Section 4.5. However, for the optimized samples, this

was not possible because the properties of the hyperbolic metamaterials were outside

of bounds of applicability for the simulation code. The simulation code that was

available could account for relatively small changes to the normalized transmission,

generally less than a 20% change. But due to the field enhancement in the optimized

samples, the change in normalized transmission can be higher than 400%. So for

those cases, the normalized transmission plots were provided, but the actual values of

the non-linear properties could not be determined. Future work could be to improve

the Z-scan simulation approach in order to obtain those values.

3.4 Modeling Linear and Non-linear Hyperbolic Metamaterials

For the linear properties of the hyperbolic metamaterials, generally, the Maxwell-

Garnett EMA was used if a permittivity was needed, while the transfer matrix method

was used if reflection and transmission coefficient were needed. There are quick

running codes implemented in MATLAB® that use the transfer matrix method to

calculate reflection and transmission, which will eliminate any possible discrepancy

from using an effective medium approximation.

First, the metal layer of the hyperbolic metamaterials was modeled using the

delayed two-temperature model as shown in Equations (38) through (47), with the

implementation in MATLAB®. To solve the system of differential equations, the
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MATLAB® stiff ordinary differential equation solver “ode15s” was used. To verify

that the model was correctly implemented, recreation of the results from source [1]

is performed. The exact same material properties and input powers were used to

make the comparison. Figure 9 shows the two temperature results from the current

implementation and Figure 10 shows the two temperature results from the source.

Figure 9. Electron and Lattice Temperature Plot of an 310 nm ITO Film. Both temper-
atures start out at room temperature, and then a pulse with intensity 66 GW/cm2 and
duration 150 fs is applied, centered at t = 0. The electron temperature rises quickly,
but then transfers energy to the lattice and then the lattice and electron temperatures
equalize. Off the left side of the figure, both temperatures will return to the room
temperature.
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Figure 10. Electron and Lattice Temperature Plot of an 310 nm ITO Film from source
[1]. Reprinted with permission.

This is good verification, but the ultimate goal is to calculate the non-linear prop-

erties, not just the electron temperature. Therefore, another comparison to source [1]

is made, but this time for comparison of the non-linear refractive index. To accurately

calculate the non-linear refractive index, the field enhancement discussed in section

2.3.8 was incorporated into the two temperature model. This works by effectively

increasing the power applied for oblique incidence angles. A critical note here is that

the field enhancement is applied to ITO only for this comparison, but for the actual

optimization described in sections 3.5 and 5.2, the field enhancement is applied to

the hyperbolic metamaterial as a whole. Figure 11 is the result from the current

implementation, while Figure 12 is the result from source [1].
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Figure 11. Non-linear Refraction Plot Showing Angle Enhancement. The input pulse
and ITO film properties for this plot is the same as used to create Figures 9 and 10.
The ENZ point for this film is around 1.24 microns, and a large enhancement that
increases with angle is seen at that wavelength. The data tip near the bottom of the
plot is for comparison to the value in Figure 12.

Figure 12. Non-linear Refractive Index Plot Showing Angle Enhancement from source
[1]. Reprinted with permission.

From Figures 11 and 12, there is clearly a large enhancement of non-linear proper-
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ties near the ENZ point that increases with angle. Figure 13 shows that the optimal

angle will be limited by Fresnel reflections by plotting the resultant n2 from the

two-temperature model for different incidence angles.

Figure 13. Non-linear Refractive Index Plot Showing Angle Enhancement. The ITO
has an ENZ point near 1.7 microns The 80 degree curve is actually lower than the
70 degree curve, which demonstrates that the Fresnel reflections start to dominate
between 70 and 80 degree for these ITO properties.

This gives the properties of the metal layer, but to get the actual non-linear prop-

erties of the hyperbolic metamaterial, the non-linear effective medium, equation 54

from section 2.3.4, must be used. Recall that this formula requires the non-linear

properties of the metal and dielectric components. For that dielectric component,

values from the literature for SiO2 were initially used [63], and they were later con-

firmed with measurement. The final values used were n2 = 2.5 ∗ 10−20 m2/W and

β = 9.7 ∗ 10−15 m/W.

3.5 Optimizing Hyperbolic Metamaterials

To get all possible information about the materials, including their switching prop-

erties, the modeled materials with their linear and non-linear properties were placed
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into a full field simulation in the software Lumerical, and then the this simulation

was used in an optimization scheme.

In this work, multi-objective optimization is used. This means that there are two

separate functions that determine the performance of the design, the details of which

will be described later. In that case, there will always be trade-offs between the two

functions, basically, it is not possible to get the most optimal point for each function

separately. Instead, the optimization obtains what are called Pareto optimal points,

or just Pareto points. These are the points that define a region where moving from

that region will result in a decrease in one of the objective functions. In this work,

there are two objective functions, so the Pareto region is a line in output space. The

output or function space is the evaluation of the objective functions, while the input

or parameter space is input variables to the objective function. There is a one-to-

one correspondence between the members of input space and members of the output

space.

This leads to a modeling framework for a genetic optimization algorithm as follows:

1. For a specific number of population members, design geometries are randomly

generated.*

2. The linear and non-linear properties of each of those geometries are derived us-

ing the Maxwell-Garnett EMA, the TTM, and the non-linear effective medium.*

3. These properties and geometries are inserted into Lumerical, and the electric

fields are calculated for a range of intensities.

4. The electric input and output fields, before and after the sample, are used

to calculate the intensity dependent transmission, which can be analyzed to

evaluate the objective functions.
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5. The population then evolves according to the genetic algorithm, and the process

returns to step 2 and repeats until the max number of generations is reached.*

For actual optimization, the full modeling framework takes too long to run for in-

terrogation of the entire design space, so instead of running the full modeling scheme,

a partial scheme was used separately to optimize for properties that corresponded to

any desired behavior. This partial scheme consists of the starred steps in the above

modeling process. This correspondence was verified by running the full modeling

framework for a limited population size, and observing that optimal points were the

same as the partial scheme. Figures 14 and 15 show the comparison of optimal points

in parameter space between the MATLAB® scheme and the Lumerical scheme.

Figure 14 is an optimization for a hyperbolic metamaterial with an ENZ point near

1.7 microns, and Figure 15 is an optimization for a hyperbolic metamaterial with an

ENZ point near 2.5 microns. This was done to demonstrate the correlation is not

dependent on a specific set of material properties, but is more general.

Figure 14. Pareto Plot in input space showing results from Lumerical and MATLAB®
schemes. There is overlap near the ENZ point of the structure, which in this case is
near 1.7 microns. The Lumerical scheme by necessity had fewer population members
and generations.
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Figure 15. Pareto Plot in input space showing results from Lumerical and MATLAB®
schemes. There is overlap near the ENZ point of the structure, which in this case is
near 2.5 microns. The Lumerical scheme by necessity had fewer population members
and generations.

Note that this older version of the MATLAB® scheme had an error where the

angle enhancement was incorrectly applied, so the optimal points were spread out in

wavelength, but in the most updated scheme, which will show results in section 3.6

and 5.2, the optimal points are much more clustered around the ENZ point, which

would give even more correlation between the two schemes. This gives confidence that

the running the MATLAB scheme alone gives results that are optimal, especially near

the ENZ point.

In general, the genetic algorithm works by starting with a random population,

and applying biology-inspired processes such as mutation, crossover, and inheritance

to generate the next generation that is improved in terms of the objective function

or functions. For all the optimizations in section 3.6, a standard of 5000 generations

with 150 population members was adopted, but this could be greatly increased with

more computational resources and time. This amount of generations and population

members is not possible with the full Lumerical -based scheme.
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There are many variables that go into the design, and each of them can be set as

a fixed value during the optimization, or set as design variables and modified during

the optimization. The possible variables are the thickness of the metal layer, the

thickness of the dielectric layer, the angle of incidence, the wavelength of operation,

the input polarization, the input beam intensity, the input beam pulse duration, and

the number of periods in the metamaterial stack. For optimization in section 3.6, the

first four variables listed are chosen as optimization variables, while the last four are

chosen to be fixed. This was mostly a matter of convenience rather than necessity, and

it is possible to have all eight as optimization variables with some code modifications.

For all the following results in section 3.6, the values of the fixed variables will be

listed here. The input polarization is set to TM polarization for every case, since that

polarization gives the angle enhancement. The input beam intensity is set to 6.6∗1014

W/m2, which is strong enough to see nonlinear properties, but not too high as to lead

to a higher electron temperature than Fermi temperature. The input pulse duration

was set to 150 fs, which is a realistic value for a high power laser system. The number

of metamaterial periods was set to eight, since that was used as a fabrication goal

my previous work [64], and it fulfills the condition for accuracy of at least six periods

found in [65].

For the optimization input variables, they were free to vary over a set range. For

the metal and dielectric layer thicknesses, the ranges were set from 20 nm to 100 nm.

Lower than 20-nm thick layers can be more difficult to fabricate and have non-trivial

quantum effects, while greater than 100-nm thick layers could cause a violation of the

effective medium assumption. The angle of incidence was allowed to vary from 0 to 89

degrees. The wavelength was allowed to vary from 1 to 2 microns, which guarantees

that any features will be at max of size λ/10. Here, a note is required; in this work,

the devices are only optimized for operation at a single wavelength. However, many
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devices are required to work in a certain wavelength band. It is possible to modify

the code to optimize for performance over a set wavelength band, rather than find the

optimal single wavelength, but the current approach gives more information about

the best possibilities in the design space.

Note that this scheme can used for many different applications by selecting differ-

ent optimization output variables [66], and some information on what can be achieved

with that will now be presented. For these tests of the optimization capability, values

for the linear properties of ITO from literature were used.

3.6 Computational Tests of Optimization Scheme

Note that most of the information in this section was published as a conference

proceedings paper [66].

For the first test, the goal is have the largest possible non-linear refractive index,

while limiting both linear and non-linear absorption. Thus n2 is maximized while

the quantity κ + βI0 is minimized. There are many applications were absorption

is undesirable, such as frequency conversion. Thus determining how low absorption

can be while still maintaining strong non-linear properties is very useful. Note that

in the upcoming input space plots, only the input variables of layer thicknesses and

wavelength are shown, without showing the optimal angle. In general, the optimal

incident angle is the same for every member of the population, so a plot for it is

unnecessary. Also, instead of the specific layer thicknesses, ρ is used, which is defined

as

ρ =
thm

thm + thd
, (64)

where thm is the thickness of the metal layer and thd is the thickness of the dielec-

tric layer, which makes ρ the metal fraction. This is the key parameter for effective
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medium theory as seen in section 2.1, so it makes sense to use it when examining

designs. Figures 16 and 17 show the Pareto points in input and output space respec-

tively.

Figure 16. Refractive Device Pareto Points in Input Space. The optimal metal fraction
seems to be around 0.792, while the optimal wavelength is around 1.31 microns. The
optimal angle (not shown) is around 65 degrees.

Figure 16 shows that the best inputs are tightly clustered around a certain wave-

length and metal fraction. This makes sense, since the device will perform the best

near the ENZ point, due to the field enhancement there. For an ITO film, the ENZ

point is near 1.24 microns, but for a 80% ITO 20% SiO2 metamaterial, the ENZ point

is near 1.31 microns, which is exactly where the optimal behavior is found.
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Figure 17. Refractive Device Pareto Points in Output Space. Note that the total
absorption coefficient on the y-axis is plotted using a logarithmic scale.

Figure 17 shows that the hyperbolic metamaterial can have strong non-linear re-

fraction, up to 7.6∗10−15 m2/W, while still capable of having a attenuation coefficient

that is much smaller than is typical for metals of near 1000cm−1. It is possible that

with other material systems than ITO/SiO2, strong nonlinear refraction could be ob-

tained with very low attenuation, which is something that should be explored in the

future. The output plot also demonstrates how it possible to use the Pareto front to

determine a design for a specific application. For example, if there is an application

that requires an attenuation coefficient less than 1 ∗ 106 1/m, the Pareto point that

corresponds with that on the output plot is near the bottom of the curve. And then

since there is a one-to-one correspondence between the input and output points, the

input variables that correspond to that point can be found. So it is simple to find the

design parameters needed to get that desired performance, and then fabrication to

those parameters is also easier since it is a 1D design. The next example illustrates a

more complicated application.

For the second test, the goal is develop an optimized optical switch. For an

63



optical switch, two measures of performance are the switching intensity, which is the

incident intensity to trigger the switching behavior, and the switching width, which

could be described as the difference in transmission between the OFF and ON state

of the switch. In general, the desire would be for the switching intensity to be as

low as possible, while the switching width as large as possible. The problem that

arises is that the model does not directly calculate the these quantities. However, the

model does calculate some quantities that should correlate to the desired switching

metrics. Therefore, the optimizer will be set to maximize the nonlinear refraction and

maximize the derivative of linear transmission. With a stronger non-linear refraction,

clearly the the non-linear behavior which is required for optical stitching will occur

at a lower input intensity, thus lowering the switching intensity. If the derivative

of transmission is maximized, then the result is a system that changes transmission

more strongly, which corresponds to a larger switching width. This relationship will

be discussed in more detail in Chapter V. Figures 18 and 19 show the Pareto points

in input and output space respectively.

Figure 18. Optical Switch Pareto Points in Input Space. As before, ρ is used instead
of the individual layer thicknesses. The optimal metal fraction varies from 0.2 to 0.7.
The optimal wavelength varies from around 1.28 to 1.32. The optimal angle is around
50 degrees in this case.
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Figure 18 shows that a wider range of metal fractions is possible to achieve Pareto

optimal performance in this optical switch optimization as compared to the refractive

device optimization. However, it is still the case that the best behavior is obtained

near the ENZ point. The optimal angle is lower than the previous case, which arises

from the Fresnel effects in linear transmission at larger incidence angles, which was

not as strong of a factor in the previous optimization.

Figure 19. Optical Switch Pareto Points in Output Space. Note that the nonlinear
refraction on the x-axis is plotted using a logarithmic scale.

Figure 19 demonstrates how wide the design space actually can be, even for a 1D

system. It is possible to obtain extremely high nonlinear refraction, while having a

differential transmission near 0, or it is possible to obtain a lower nonlinear refraction,

while having a strong differential transmission. Note that the differential transmission

is negative because in general, at short wavelengths the layered metamaterial has

dielectric like behavior with a high transmission, and then past the ENZ point, it

transitions to metal like behavior with a low transmission. Thus the transmission in

general decreases with increasing wavelength. Through these two optimization tests,

the potential of the optimization code has been demonstrated. It will next be used

65



to derive optimized samples that were actually fabricated in section 5.2.

3.7 Summary

In summary, the methodology of the work was presented. First, fabrication meth-

ods were discussed, and all successfully fabricated designs were listed. Next, the

measurement methodology, for fabrication quality, linear properties, and non-linear

properties was covered. Then the full modeling and attached optimization scheme

were shown, with demonstrations of the optimization possibilities. In the next chap-

ter, the results for the unoptimized test samples are presented.
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IV. Initial Test Results

4.1 Chapter Overview

In this chapter, the results of unoptimized designs are covered, first looking at

the fabrication quality, then the linear results, and lastly the non-linear results. Note

that most of this chapter was published as a conference proceedings paper [64].

4.2 Fabrication Results

To confirm that the desired designs listed in Table 1 in section 3.1 were achieved,

TEM images of the samples were taken. Figure 20 shows a TEM image of one of the

samples.

Figure 20. TEM of Unoptimized Layered ITO/SiO2 Metamaterial. It was designed for
6 periods with metal and dielectric layers of 20 nm thickness. The gray material on
the right is a platinum layer used in the imaging process, but was not there for the
measurements of optical properties. Taken by Cynthia Bowers at AFRL/RX.
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Figure 20 shows that the general desired structure was achieved, but the layers

are not all exactly at the designed thickness. Later the real metal fractions are

derived from this image and the TEM images of the other test samples. The thickness

discrepancy should be observable in the measurements of the linear optical properties,

and those results will be discussed in the next section.

4.3 Linear Measurement Results

First, ellipsometry was used on special samples which are simply single layers of

one of the constituents of the full metamaterial. This allows for a much more accurate

effective medium model. The results of these measurements, with error bars from the

fitting process, are shown in Figure 21.

Figure 21. Complex Refractive Index for the Constituents of the Layered Metamaterial.
There are error bars in this plot that come out of the ellipsometric measurement
process, refer to section 3.2.2 for information.

From Figure 21, it is clear that the ITO does indeed behave as a metal while SiO2

does behave as dielectric. However, there is one discrepancy with the linear results

68



of ITO. The measured values of the ITO properties do not match up well with the

values found in the literature. Figure 22 shows the difference between the book values

and the measured values in terms of permittivity.

Figure 22. Comparison between Literature Values and Measured Values for ITO. There
is a significant difference, and the ENZ point for ITO is shifted from around 1.25 microns
to around 1.7 microns.

The reason for this discrepancy is not definitive, but the most likely cause is that

the stoichiometric properties of the ITO used in this project were different than what

is typically used in the literature. By that, what is meant is the ratio of indium to

tin in the ITO in the samples. This discrepancy leads to different plasma frequencies

when the properties at fit to a Drude model, which impacts all the models that

use the plasma frequency. The literature plasma frequency is 4.73 ∗ 1014Hz and the

plasma frequency derived from the measurements is 3.55 ∗ 1014Hz. Even though the

precise reason for the divergence was not known, the only option was to move forward

using the measured ITO properties as the truth data. With these properties in hand,

a model was created and compared to the ellipsometric values. Figure 23 shows a

comparison of the model to the experimental values with a different number of periods
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and Figure 24 shows a comparison of the model to the experimental values for the

same metal fraction and number of unit cells, but different incidence angles.

Figure 23. Comparison of Model and Experimental Ellipsometric Psi Data for
ITO/SiO2 Metamaterial for different numbers of unit cells. This experimental data
was taken at 65o incidence, with 0.5 metal fraction design. The measurement matches
up well with the EMA.

Figure 24. Comparison of Model and Experimental Ellipsometric Psi Data for
ITO/SiO2 Metamaterial for different incidence angles. This experimental data was
taken for 6 periods, with 0.5 metal fraction design. The measurement matches up well
with the EMA.
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Another way to verify the effective medium model is to see if the fit parameters

match up with the design parameters. Note that exactly the same model was used

for each of the different numbers of periods, therefore the only difference between

the models for different numbers of periods is the overall thickness of the sample.

In determining the models, both the thickness of each of the three systems, along

with the metal fraction, were selected as the fit parameters. The best fit values

matched very closely with the thicknesses and metal fractions determined from the

TEM images. Table 5 shows a comparison of the values from the TEM images and

the values from the effective medium model.

Table 5. Comparison of Design, TEM, and Modeled Metal Fractions for each of the
Three Different Designs.

Design Metal Fraction TEM Metal Fraction Modeled Metal Fraction

0.5 0.39 0.41

0.285 0.24 0.22

0.2 0.167 0.13

So it is the case that the actual metal fraction is lower than the design metal

fraction, but the effective medium model is able to pick up on that and accurately

represent the properties.

Another indication of accuracy is how the modeled overall thickness changed with

the number of periods. The difference in the overall thickness follows closely with

what is expected by the addition of more unit cells. For example, the TEM images

showed that for the 0.5 metal fraction design, each period was about 35 nm. For the

6 periods system, the overall thickness was 209 nm, for 8 periods, 278 nm, and for

10 periods it was 352 nm. Thus the overall thickness is increasing by 35 nm for each

period as expected.

For all these reasons, it is concluded that the effective medium model works well
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for these metamaterial systems. Now that the model has been verified, Figure 25

shows the actual optical properties of one of the metamaterials.

Figure 25. Extracted Linear Anisotropic Optical Properties for ITO/SiO2 metamaterial
with 0.5 metal fraction design. The ENZ point of this material is near 1.7 microns.

Figure 25 clearly demonstrates the anisotropic nature of these metamaterials,

which happens primarily at longer wavelengths. Later in the project, more unop-

timized samples were produced, however, there were issues with the metamaterial

samples. Thus only the Drude model properties were confirmed using the ITO single

layer samples which had been fabricated alongside the metamaterials. Figures 26 and

27 show the comparison of the Drude model (black lines) and ellipsometric data (red

lines) for three incidence angles.
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Figure 26. Comparison of ellipsometric Ψ between Drude model (black lines) and
measurement (red lines) for an ITO film from October 2021. The data represents
three incidence angles, 65, 70, and 75 degrees. There is good agreement.

Figure 27. Comparison of ellipsometric ∆ between Drude model (black lines) and
measurement (red lines) for an ITO film from October 2021. The data represents
three incidence angles, 65, 70, and 75 degrees. There is good agreement.

When doing these measurements to confirm the fit to the Drude model, it was

realized that the Drude model parameters did not match the Drude parameters de-
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rived from the first samples. Figure 28 shows the comparison to the ITO from the

first measurements, in January 2021, to the ITO measured in October 2021, as well

as the book values.

Figure 28. Updated Comparison between Literature Values and Different Measured
Values for ITO. There is a significant difference, and the ENZ point for ITO is shifted
from around 1.7 microns in the Jan. 21 fabrication to around 2.1 microns in the Oct.
21 fabrication.

At the time of fabrication, it was thought that this change was due to the ITO

layers for this fabrication being deposited at 400 degrees Celsius rather than at room

temperature as the previous samples were. However, later it was discovered that

this was not the reason, and actually the reason was likely due to the deposition

target being old and possibly depositing ITO contaminated with copper. Next, the

non-linear measurements are presented.
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4.4 Non-linear Measurement Results

The Z-scan technique was used to determine the non-linear properties at the

wavelength of 1700 nm. This wavelength was chosen since it is an anisotropic region,

where the metamaterial could have more applications. Figure 29 shows both open-

aperture and closed-aperture data, with the dots as the experimental data, and solid

line as the best fit properties.

Figure 29. Open-Aperture and Closed-Aperture Z-scans of ITO/SiO2 Metamaterial
with 0.5 design metal fraction and 8 periods. The plot in red on the left is the open-
aperture, and the plot in blue on the right is the closed-aperture.

From Figure 29, there is good agreement between the experimental data and the

fitted properties. This fitting process was repeated for each of the samples, and

similar results were found for each. There were some differences, but they were not

consistent. It was expected that the results would change in a consistent fashion

for the samples, but the fabrication issues made that difficult to be sure of. The

fabrication TEM images make it clear that the layer thicknesses are not necessarily

as consistent as was desired. However, it was possible to determine generally what

the values of the non-linear properties are. Thus the non-linear properties determined
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are n2 = 1 ∗ 1014 cm2/W, and β = 2 ∗ 1010 cm/W. These non-linear properties are

stronger than those of many commonly used crystals and glasses. This demonstrates

that these metamaterials, which are relatively easy to fabricate, have the potential to

replace current systems for some applications. To confirm that the code to calculate

the non-linear properties works, and to test if there is any special change in properties

with intensity, similar measurements to those of Figure 29 were conducted at multiple

powers. Figure 30 shows the open-aperture results of these Z-scans.

Figure 30. Open and Closed Aperture Z-scans of ITO/SiO2 Metamaterial for Different
Input Powers. The input power increases for the lower curves on the plot, since a
higher power leads to stronger non-linear effects. The agreement becomes less strong
as the higher powers are used.

There were many more Z-scan measurements of later samples, like the samples

discussed at the end of the last section, but there were many issues with these mea-

surements. The first issue is that original laser system went down, so a different laser

system had to be used. Unfortunately, this laser had extreme power stability issues,

even issues that were too great to account for with a reference detector. Also, the

polarizer that was supposed to ensure TM polarization was highly inefficient due to

alignment issues and may have been contributed to the power stability issues. In
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addition, there were the probable fabrication issue where the samples may have been

contaminated with copper. Lastly, analysis was made difficult due to the dominance

of the substrate effect. Figure 31 illustrates the dominance of the substrate in open-

aperture measurements.

Figure 31. Average Open Aperture Z-Scans for Metamaterials Deposited on Silicon
Substrate. These are representative Z-scans from the Z-scan simulation code rather
than measurements, which allows to see that there was a small difference between the
blank substrate and the substrate with the HMM applied. This difference was very
difficult to analyze when the noise in the measurements was so high.

To fix the issue of substrate dominance, a fused silica substrate was used for

the final fabricated samples. This substrate should have a very small open aperture

response, which will be confirmed in section 5.5. All of the other measurement and

fabrication issues were also resolved for the final optimized samples.
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4.5 Summary

Results of the initial fabrication were presented, specifically the unoptimized test

samples. Then the results that experimentally verified the proposed characterization

methodology and provided the properties of the samples were examined, in both

linear and non-linear respects. The results for optimized samples are given in the

next chapter.
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V. Final Results

5.1 Chapter Overview

In this chapter, the results of the final optimized designs are covered, first looking

at the fabrication quality, then the linear results, and then the non-linear results.

Lastly, an uncertainty analysis was performed which enables comparison of model to

measurement. Note that this chapter generally contains the results that are contained

within a journal article which is currently submitted to Optical Materials Express and

is awaiting peer review.

5.2 Optimization Results

The basics of the optimization scheme were covered in section 3.5 with some

examples in section 3.6. Here the settings of the scheme for the final optimization

is discussed. For the final designs, the desired fitness functions are the switching

intensity and the switching width. The switching intensity is defined here as the

input intensity where the sign of the non-linear absorption changes, which is different

than most definitions of the switching intensity. Most definitions in the literature are

from all-optical switching applications where the material has already been placed in

a tuned cavity, but this definition is for a specific HMM in free space. The definition

used in this work makes sense for the special behavior of the HMMs as compared to

other materials.

The other property optimized for here is the switching width, which is defined as

the difference in transmission between the lowest transmission state and the highest

transmission state. However, there is one issue that can arise with this in practice,

since in some cases higher-order effects, such as fifth-order effects, can cause the

modeled switching width to be lower than the actual third-order effects predict. To
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avoid this, the maximum input intensity in the model was capped at the largest

intensity used in the measurements, 200 GW/cm2, below where fifth-order effects

started to appear. This allows for fair comparison between model and measurement,

which will be discussed in section 5.7. These two properties are chosen as the outputs,

but the inputs that are optimized over are the design geometries.

The design geometries are simply a pair of metal layer and dielectric layer thick-

nesses, with a random number of periods. Of course, there are bounds on design space

that represent fabrication limits. The number of periods is allowed to vary from 6 to

12 and the layer thicknesses are allowed to vary from 40 to 200 nm, as less than 6

periods or 40 nm makes the effective medium properties less accurate and more than

12 periods or 200 nm leads to long fabrication times.

The two properties that were chosen to optimize for, which in this scheme means

maximized, are the absolute value of the non-linear absorption coefficient and the

absolute value of the derivative of linear transmission. Reference [4] found a cor-

relation between the absolute value of the derivative of linear transmission and the

switching capabilities of HMMs, and it is clear that a stronger absorption coefficient

will correspond to a lower intensity where this switching behavior can be observed.

The results of this optimization are shown in the next section. The absolute values

need to be used for each parameter since these values can theoretically be positive

or negative, to avoid how taking the maximum of positive and negative values would

lead to ignoring the negatives.

So the outputs, or objective functions, were chosen to be the absolute value of

the non-linear absorption and the absolute value of the derivative of the linear trans-

mission. The inputs are simply the constituent material properties, the geometry,

and the wavelength. The actual optimal designs were found using the optimization

scheme discussed in section 3.5 with the above inputs and outputs. Figures 32 and
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33 shows the results of the optimization.

For the final runs with the genetic algorithm, 200 population members with 1000

maximum generations were used to investigate the entire design space. Since there

are two objective functions, the optimal designs make up a 2D Pareto front, which

is a curve. Each population member is represented by a dot, and there is a one-to-

one correspondence between specific design parameters and results. There are not

necessarily 200 points on each Pareto plot, since some points are the same.

Figure 32. Pareto Front in Input Parameter Space for Optimized Designs. The input
plot appears to be more scattered than the previous presented plots, however, this
is simply because the optimal points are grouped closely together, so randomness in
the genetic algorithm plays a large role. Note that the optimal wavelength for a 40%
metal fraction geometry is around 1.835 microns from the parameter space plot, and
that 40% metal design corresponds to a derivative of transmission of −0.5 ∗ 105 and a
non-linear absorption of 0.4 ∗ 10−9m/W on the function space plot. The chosen Pareto
point for fabrication is highlighted in red.
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Figure 33. Pareto Front in Output Function Space for Optimized Designs. For the
output plot, the absolute values were used for the optimization, but here the actual
values are shown on the axes. The output space plot shows a trade-off that can be
made between the derivative of transmission and the maximal non-linear absorption.
This corresponds to a trade-off between the switching intensity and switching width.
The 40% metal design corresponds to a derivative of transmission of −0.5 ∗ 105 and a
non-linear absorption of 0.4 ∗ 10−9m/W on the function space plot. The chosen Pareto
point for fabrication is highlighted in red.

Note any of the points on the input plot could be considered optimal designs, but

for this work, the design recipe of a 40.7% metal fraction was chosen, corresponding to

the red dot in Figure 32, which is a 55-nm layer of ITO and 135-nm layer of SiO2. Since

all of the Pareto points can be deemed optimal, this was chosen somewhat arbitrarily.

It is clear that the optimal wavelength is near 1.835 microns for this geometry, but

linear measurements showed that the ENZ point of the materials actually falls closer

to 1.78 microns, which will be shown from ellipsometry data in the next section.

Thus, the optimal point for the special switching will actually occur off of the ENZ

point, according to the model, which was verified by experiment and will be shown

in section 5.5.
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5.3 Fabrication Results

To verify that fabrication of the optimized designs was successful, transmission

electron microscope (TEM) images of some of the samples were taken. Figure 34

shows a representative TEM image. From Figure 34, it can be seen that the layer

deposition was successful, though there is some level of interface roughness that in-

creases as more layers are deposited. Using image analysis software on the images

with an included length scale, each individual layer thickness could be found. Then

it is possible to calculate standard deviation in layer thickness, and this was found to

be about 2.35 nm. Since a 40.7% metal fraction was the design goal, this implies that

the true metal fraction falls between 38.3% and 43.2% for one standard deviation and

36% and 45.8% for two standard deviations.

Figure 34. TEM image of a Representative Optimized Sample. The brighter layers are
the ITO layers, and the darker layers are the SiO2. Note that the design for this image
was 55 nm of ITO and 135 nm SiO2 for a repetition of 12 periods, or 24 total layers on
a silicon substrate. Later it will be shown that this geometry is in the range of optimal
designs.
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At this point, the discrepancy between the above designs and the proposed recipes

that were listed in Table 4 needs to be covered. As discussed in section 3.2, there

was a problem with the timed deposition, where the deposition rate changes as the

targets were “broken in.” This led to the first fabricated samples to have varying layer

thickness, but it also led the later samples to have larger layer thicknesses than the

original design even through their layer thicknesses remained constant through the

deposition. This effect will be shown in section 5.5. This turned out to be a benefit to

the research, however. The original optimized designs were actually only optimal for

the ITO measured in October 2021 (Figure 28) since that was the most recent data.

As will be shown in the next section, the ITO actually deposited for these samples

was very different. When the optimization was rerun with those ITO properties,

optimization results were obtained that were presented in Section 5.2, and the metal

fraction of the real samples, 40.7%, was actually one of the optimal points. Therefore,

all the measurements in this chapter are indeed of optimally designed samples, even

though they are not what the original optimal design was thought to be.

5.4 Linear Measurement Results

As before, ellipsometry was performed to verify the linear properties of the sam-

ples. For each of the samples, models in the ellipsometry software were fit to measured

data in order to determine the accuracy of the Drude model and Maxwell-Garnett

EMA. To do this, the mean-squared error (MSE) of the fits was calculated, with a

lower MSE corresponding to a better fit. Refer back to section 3.3.2 for more infor-

mation on the MSE if needed. For the final optimized samples, it was possible to

confirm that the ITO layers did fit well to a Drude model, with a MSE of 4.7, which

is in the range generally regarded as a successful fit [58, 67]. Figures 35 and 36 show

the comparison of the Drude model (black lines) and ellipsometric data (red lines)
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for three incidence angles.

Figure 35. Comparison of ellipsometric Ψ between Drude model (black lines) and
measurement (red lines) for an ITO film from January 2022. The data represents three
incidence angles, 65, 70, and 75 degrees. The agreement is strong near the ENZ point
of 1.7 microns, but diverges somewhat for small wavelengths.

Figure 36. Comparison of ellipsometric ∆ between Drude model (black lines) and
measurement (red lines) for an ITO film from January 2022. The data represents three
incidence angles, 65, 70, and 75 degrees. There is good agreement across the entire
wavelength spectrum, which matches with the small MSE of 4.7.
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When doing these measurements to confirm the fit to the Drude model, it was

realized that the Drude model parameters did not match the Drude parameters de-

rived from the first samples. Figure 37 shows the comparison to the ITO from the

first measurements, in January 2021, to the ITO measured in October 2021, and the

ITO measured in January 2022, as well as the book values.

Figure 37. Final Comparison between Literature Values and Different Measured Values
for ITO. There is a significant difference once again, and the ENZ point for ITO is
shifted from around 2.1 microns in the Oct. 21 fabrication to around 1.7 microns in
the Jan. 22 fabrication. However, there is good agreement between the two different
January fabrications.

These results confirm the explanation mentioned in section 4.3, which is that new

deposition targets were used in January 2021 and January 2022, and an old target

was used in October 2022 that was possibly contaminated with copper. Next, the

results of linear measurement of the hyperbolic metamaterials can be compared to the

Maxwell-Garnett EMA. Overall, the Maxwell-Garnett EMA did work for modeling

the linear properties of the fabricated HMMs, with a MSE of 20.7. This is higher

than the ITO layers themselves, but it is still in an acceptable range. Figures 38 and

39 show this comparison. There was a mistake in the setup that caused the data only
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to be taken out 1.7 microns. If data had been taken further out, the model could

have performed better by having more data to fit.

Figure 38. Comparison of Ellipsometric ∆ between Maxwell-Garnett EMA (black lines)
and measurement (red lines) for the Optimized Hyperbolic Metamaterial. The data
represents three incidence angles, 65, 70, and 75 degrees. There is decent agreement,
and it is clear that the EMA is capturing the correct trends in the hyperbolic meta-
material.

Figure 39. Comparison of Ellipsometric ∆ Between Maxwell-Garnett EMA (black lines)
and Measurement (red lines) for the Optimized Hyperbolic Metamaterial. The data
represents three incidence angles, 65, 70, and 75 degrees. There is decent agreement,
and it is clear that the EMA is capturing the correct trends in the hyperbolic meta-
material.
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5.5 Non-Linear Measurement Results

The first non-linear measurements taken of the optimized samples were taken

at too high an input intensity, so higher-order non-linear effects, that is fifth-order

effects, were appearing in the results. On top of this, different behavior in the first

three growths which had the same recipe was observed, which relates to the timed

deposition problems discussed in Section 3.2. Figure 40 shows the first measurement

results.

Figure 40. First Open-Aperture Z-scan Results for the Final Six Growths At Zero
Degrees Incidence. Fifth-order effects can be seen in some growths.

The fifth-order effects can be seen in the results for growths 2, 3, 4, and 6. As

discussed in the theoretical background, fifth-order effects also have a dependence on

intensity at the fundamental frequency, and they do not necessarily have the same

sign as the third-order effects. Therefore the shape seen in results is likely to be caused

by these effects. Note that the results of growth 4 and 6 are the same, indicating that

whatever issue impacted growths 1-3 was not an issue for growths 4-6. This is not
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angle enhanced behavior, since this is at zero degrees, but is rather just a very high

incident power. The later results with angle enhancement will be able to approach

this kind of behavior with at least an order of magnitude less input intensity. To fix

these issues, only growths 4, 5, and 6 were used for the final measurements and the

input intensity was lowered significantly, by a factor of approximately 10-100. Then

it was possible to observe only the linear and third-order effects. Figures 41 and 42

show the normalized transmission versus the Z-position for the open-aperture and

closed-aperture Z-scans taken at a lower intensity.

Figure 41. Open-aperture Measurements at 1.78 microns for Optimized Samples. This
shows the strong field enhancement at an oblique angle for non-linear absorption. The
magnitude of the results matches with reference [1], which was taken at a similar peak
intensity. In general, the intensity increases as the Z position gets close to focus, which
is set to 0.
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Figure 42. Closed-aperture Measurements at 1.78 microns for Optimized Samples. The
signal at an oblique angle is dominated by non-linear absorption, while the signal at
normal shows non-linear refraction. This matches with reference [1].

The first wavelength investigated was 1.78 microns, near the ENZ point of hyper-

bolic metamaterial. At this wavelength, the largest field enhancement of the material

was observed as expected [1], but as stated in section 3.1, this is not the optimal

wavelength to observe the actual switching behavior. This data serves as a valu-

able point of comparison for confirming the model predictions. The next wavelength

measured was 1.835 microns, which is the optimal wavelength that came out of the

optimization scheme, and these results are shown in Figures 43 and 44.
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Figure 43. Open-aperture Measurements at 1.835 microns for Optimized Samples.
There is non-linear absorption sign-changing in the 1.835 micron data, as seen when
the normalized transmission becomes less than 1, then becomes greater than 1.

Figure 44. Closed-aperture Measurements at 1.835 microns for Optimized Samples.
Again the signal at an oblique angle is dominated by non-linear absorption, while the
signal at normal shows non-linear refraction. The special sign changing behavior is still
observed at oblique incidence.

Figure 43 shows that at the design wavelength of 1.835 microns, behavior occurs
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where the sign of the non-linear absorption coefficient changes from positive to neg-

ative. To rule out any confounding factors, Z-scan measurements of blank substrates

were run, and nothing out of the ordinary was found. Also, multiple samples that

were fabricated on different days were all found to have this sign-changing effect.

Combined with the strong match of the modeled optimal wavelength to the wave-

length where this special behavior is observed, where the model was only considering

HMM behavior, it is likely that the HMM properties were the cause of this special

behavior. To confirm this, Figure 45 shows the Z-scan fitting results of the substrate.

It is possible to use the simulation code since the substrate does not have strong

non-linear effects.

Figure 45. Data and Fit of Fused Silica Substrate Z-scan. This data was taken at zero
degrees incidence, with an input intensity of 92 GW/cm2. The dots are the measured
data, and the fit lines are represent the substrate properties that were used in modeling
for the substrate. Clearly, the non-linear properties of the substrate are very small,
since the normalized transmission does not even exceed 1.012 for either plot. The signal
is small so noise in the measurement dominates.

So even with the same input intensity as the effects that lead to normalized trans-

mission values of 4 for a HMM, there is no apparent non-linear signal from the sub-

strate. Therefore, the substrate can be ruled out as a cause of any of the special effects.
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The proposed explanation for the behavior is at 45 degrees and lower intensity the

properties of the HMM are such that it would naturally exhibit saturable absorption,

and for the behavior at higher intensity, the effective properties caused by the in-

crease in electron density create a shift to reverse saturable absorption, which is then

strengthened by the field enhancement. This is clearly a property of the HMM, since

for isotropic materials, changing the input angle only could change field enhancement,

and not the linear properties of the material. This was observed in literature [1]. The

anisotropic nature of HMMs allows for special effective non-linear properties and an

increased switching width due to control over the linear optical properties at each an-

gle, remembering that the effective non-linear properties are simply the change from

the linear properties. To verify that the trends in these results make sense, Figure 46

shows the relationship between angle-dependent transmission enhancement and peak

intensity. The angle-dependent transmission enhancement is defined in equation (65).

TE =
T45 − TL45

T0 − TL0
, (65)

where T0 represents the peak normalized transmission at 0 degrees, while T45 repre-

sents the peak normalized transmission at 45 degrees for the open-aperture Z-scans,

which can be seen in Figures 41 and 43. This definition is used because it removes the

influence of linear transmission, and it gives understanding of how much stronger the

non-linear properties are at oblique angles compared to normal incidence. A value of

ten would correspond to ten times stronger non-linear absorption at 45 degrees than

at 0 degrees. These enhancement values should be proportional to the enhancement

of the effective non-linear properties, since the linear effects have been subtracted out

by subtracting 1 from each normalized transmission peak.
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Figure 46. The Relationship of Transmission Enhancement at 45o with Peak Intensity.
The maximum enhancement for 1.78 microns is 44, while for 1.835 microns it is 28.

The enhancement appears to be linear in intensity, but that cannot not necessarily

be confirmed without more data points. The values shown here are similar to what has

been reported in other works for ITO metal films [1]. This nearly linear relationship

in Figure 46 makes sense, since the third order susceptibility, which gives rise to the

non-linear part of the absorption coefficient in this case, is dependent on the incoming

field squared, which is proportional to intensity.

5.6 Measurement-to-Model Comparisons

Once the novel behavior was confirmed with measurement, the next step is to

confirm that the model is accurately capturing this behavior, accounting for mea-

surement uncertainty. Figure 47 shows a visual explanation of the switching intensity

and switching width.
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Figure 47. Visual Explanation of the Switching Width and Intensity. The data in
the plot is one of the data sets from Figure 43, with the black line representing the
linear transmission. Note that real transmission is plotted on the y-axis instead of
normalized transmission, which is different than Figure 43. The switching width is
simply the difference between the maximum and minimum transmission. The switching
intensity is the intensity where the sign of the non-linear absorption coefficient changes
from positive to negative. Knowing the z position of the switching intensity to some
uncertainty allows for the calculation of the switching intensity.

The measurement uncertainty in the switching width was accounted for by cal-

culating the variance in detector voltage for the Z-scan measurements. This value is

small, generally the noise is less than 5%, but this uncertainty acts more as a noise

floor, so with very small signals, the relative uncertainty can be higher. Note that

this is calculated after removing the power fluctuations from the signal, as discussed

in section 3.3.3. For all the uncertainty analysis, the partial derivatives of the defin-

ing equation are calculated, and are added in quadrature to derive an equation for

the standard deviation of the quantity in question. The derivation process itself will

not be shown, as it is not necessary for understanding of the method. Equation (66)

defines the switching width, while equation (67) defines the switching width standard

deviation.
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SW =
Vmax
Vair

− Vmin
Vair

, (66)

σSW = SW

√
2

(
σVair
Vair

)2

+

(
σVmax

Vmax

)2

+

(
σVmin

Vmin

)2

, (67)

where Vmax is the maximum detector voltage recorded for the sample, Vmin is the

minimum detector voltage for the sample, Vair is the detector voltage with no sample,

and SW is the switching width. In this case, σVmax and σVmin
are the same, since

they come the from the same measurement. Figure 48 shows the results of equations

(66) and (67), along with the modeled values.

Figure 48. The Measured and Modeled Switching Width of the Sample, with Measure-
ment Uncertainties. The solid line represents the modeled or measured values, while
the lighter region represents one standard deviation. There is a systematic bias of the
model to produce a larger switching width than the measurement, which is likely due
to the modeled layer thickness parameters being slightly off from the real thicknesses
due to fabrication error. Note that this is for only one standard deviation in the mea-
surement, so for two standard deviations, which is well within the realm of possibility
for the fabrication, there would be agreement. Also note that there is some error in
the correlation of a specific measured switching width a specific intensity, which would
widen the measurement uncertainty more if that was included.

For the switching intensity, the Z position can be found from the Z-scan data.
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There is uncertainty in this location, since the Z-scan data is only sampled at some

discrete Z positions. In this work, 100 linearly spaced points between the Z positions

relative to focus of -6 to 6 mm was used. It is very much possible to get lower

uncertainty in the Z position since the stage itself has a very repeatable position,

but the since the error analysis was conducted after the measurement, the error

improvement that could have been achieved from a greater resolution was not known

at that time. Next, the actual intensity is needed, which can be calculated using

Gaussian beam propagation. The beam waist of the laser, ω0, was measured using

a knife edge to be 15.2 microns, with an uncertainty of 1 micron, and the Rayleigh

length, ZR, to be 536 microns, also with an uncertainty of 1 micron. Equation (68)

shows the formula to calculate the beam radius at any Z position [68], while equation

(69) shows the uncertainty equation.

ω = ω0

√
1 +

z2

Z2
R

, (68)

σω =

√√√√ω

[(
σω0

ω0

)2

−
(
σz ∗ z
Z2
R ∗ ω

)2

+

(
σZR
∗ z2

Z3
R ∗ ω

)2
]
, (69)

where ω is the beam radius at position z. The average power of the beam was

measured using an Ophir® power meter, which can be configured to give the standard

deviation in its measurements. This average power measurement was performed in the

same location as the sample before each Z-scan measurement, since using the same

location prevents any errors from losses in the optical train. To get a comparison

to previous results that used peak power instead of average power, the calculation

is for peak power. Using the properties of the laser, namely the repetition rate of

10 kHz and the pulse width of 150 fs, this can be converted into peak power, with

an accompanying standard deviation. Note that the repetition rate and pulse width
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are assumed to have no uncertainty, since their uncertainty should be very small

compared to the other factors. Standard deviation for the power is simply the known

standard deviation in the average power divided by the duty cycle, which is 1.5∗10−9.

Equation (70) shows the calculation of the switching intensity, while equation (71) is

the calculation of the standard deviation.

SI =
Ppeak
πω2

, (70)

σSI =
SI

π

√(
σPpeak

Ppeak

)2

+

(
2σ2

ω

ω

)2

, (71)

where Ppeak is the peak power. Figure 49 shows the results of equations (68) through

(71), along with the modeled values.

Figure 49. The Measured and Modeled Switching Intensity of the Sample, with Mea-
surement Uncertainties. The solid line represents the modeled or measured values,
while the lighter region represents one standard deviation. For the switching intensity,
the uncertainty is larger, which is mainly due to the uncertainty in determining the
actual z position of the intensity. This could be reduced in the future by using a finer
sampling in the Z-scan measurement. Theoretically, the switching intensity should not
change with input intensity, which is represented in the modeled values. Note that the
model is within the bounds of the measurement uncertainty.
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When considering the results of the comparisons in Figures 48 and 49, it is impor-

tant to note that while all the measurement uncertainty has been accounted for, there

is still the fact of imperfect fabrication, which is not in the models. In the model,

perfectly flat layers, as well as consistent layer thickness, are used, therefore the re-

maining divergence between measurement and the model is attributed to fabrication

challenges. However, the general behavior and trends in the HMMs are represented

well. In the future, even better fabrication of these layered samples could lead to

more accurate models.

The switching width and switching intensity measured and modeled in this work

are similar to the few other results for non-linear HMMs. Source [4] used simulation to

design HMMs for optical switching, and calculated switching widths ranging from 0.05

to 0.15, with switching intensities near 1 GW/cm2. The current work requires a larger

intensity, which is likely due to the fact that source [4] used a different material system

with gold or silver as the metal layer and an operating wavelength in the visible. For

a layered ITO/SiO2 HMM, source [28] quotes a switching width defined as -5.17

dB for an input intensity of about 140 GW/cm2 after converting from pulse fluence

values. Converted into dB, the maximum switching width observed in this work is

-6.2 dB at an input intensity of 180 GW/cm2. So this work has demonstrated similar

performance to source [28], which used the exact same material system ITO/SiO2,

and similar modeling techniques. That work was simulation only, so the measurement

results which are unique to this work support the modeling conclusions of both groups.

Overall, the close agreement gives confidence that the modeling results presented in

this work are reasonable.
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5.7 Summary

Results of the fabrication of the final optimized samples were presented. Then

the results that experimentally verified the properties of the samples were examined,

in both linear and non-linear respects. Lastly, comparisons between the model and

measurement are made, with an uncertainty analysis. Next, an overall summary and

some concepts for future work are given.
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VI. Conclusion

6.1 Overall Summary

The research objective of the work was to make progress towards a hyperbolic-

metamaterial-based optical switch that can provide improvements over current optical

switches. Along the way, there were other objectives. The first objective was creating

a fast-running model that can represent the behavior of the hyperbolic metamaterials.

For the second objective, an optimization scheme was attached to that model. The

third objective was the fabrication of needed test samples and optimized samples.

The fourth objective was measurement, with both linear and non-linear measurements

performed. The final objective was an uncertainty analysis, where the results of the

measurements were directly compared to the model.

To meet these objectives, a fast running modeling scheme based on the two-

temperature model and the non-linear effective medium was created. The implemen-

tation of the fast running modeling scheme was discussed in section 3.4, with refer-

ences to theoretical background from Chapter II. Then this model was connected to

a genetic algorithm optimization in MATLAB® , after confirming with Lumerical

that the MATLAB® scheme was optimizing correctly. This is described in section

3.5. Next, initial tests of the optimization scheme were run, and this is shown in sec-

tion 3.6. Lastly, the final optimization which resulted in the optimal sample designs

was performed, which is detailed in section 5.2. The final optimization resulted in a

40% metal fraction design for the indium tin oxide (ITO) and silica (SiO2) material

system.

To fulfill the fabrication objective, the hyperbolic metamaterials were fabricated

by physical vapor deposition using magnetron sputtering, and this is explained in

section 3.2. Over the course of the effort, fabrication was continuously improved to
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overcome challenges, and fabrication quality was confirmed with microscopy. Repre-

sentative microscopy results of the test samples are shown in section 4.2, and results

of the optimized samples are in section 5.3. The final optimized samples were able to

match the optimal design which was ITO layers of 55 nm and SiO2 layers of 135 nm,

with 12 periods.

Many measurements were completed, including spectral ellipsometry for linear

properties, and Z-scans for non-linear properties. The procedure for the ellipsometry

measurements was covered in section 3.3.2, while the Z-scan procedure was covered

in section 3.3.3. Linear and non-linear measurements of the test samples were taken,

with the linear results in section 4.3 and the non-linear results in section 4.4. The

linear results confirmed several aspects of the modeling scheme, for example, showing

that the linear properties of the samples could be well represented by the Maxwell-

Garnett EMA. Issues with the non-linear measurements such as the dominant sub-

strate effects were discovered and worked through.

Also, linear and non-linear measurements of the optimized samples were taken,

with the linear results in section 5.4 and the non-linear results in section 5.5. Results of

linear measurements were presented, which again demonstrated that the linear prop-

erties of the samples could be represented by the Maxwell-Garnett effective medium

approximation (EMA). Results of the non-linear Z-scan measurements showed a large

enhancement of the effective non-linear properties at oblique incidence angles and

switching behavior in which the sign of the non-linear absorption coefficient changed

from positive to negative. The measured switching behavior has a switching inten-

sity near 15 GW/cm2 and switching width of about 0.15, which is comparable to the

modeling results of other researchers [28]. Lastly, to complete the final objective, an

uncertainty analysis was performed which shows that the model in this work was able

to capture the trends in the real switching behavior of the samples. This is presented

102



in section 5.6.

From the final results, the overall research objective was achieved, since develop-

ment of optical switches based on hyperbolic metamaterials was advanced. This was

first time that heuristic optimization of these specific devices has been performed, and

it is also the first time that modeling and simulation have been directly confirmed

with measurement. With a robust characterization of the measurement uncertainty,

this work provides a solid foundation for realization of practical hyperbolic optical

switches, and possibly other applications, as will be discussed below.

6.2 Applications of Research

The main focus application of the work is optical switching. The current ITO/SiO2

materials can offer a large switching width, with future work on choosing the material

system as well as the geometry expected to increase the switching width further. The

switching intensity is lower than a natural material by around an order of magnitude

due to the field enhancement, but stronger methods of field enhancement, such as plas-

monic nanoparticles, could lower the switching intensity even further. The switching

time of these materials is already very small, as the electron temperature effects nor-

malize in the time span of hundreds of femtoseconds, as seen in the two-temperature

model results such as Figure 9. For all these reasons, this work has demonstrated

that hyperbolic optical switches have the potential to become the future of optical

memory for optical computing.

Besides optical switching, there are other possible applications. One application

of the special behavior of these materials is tunable optical limiters. An optical

limiter is a material with an absorption that increases with intensity, which will limit

the output power to a designed maximum level for any input power. The strong

change in absorption at oblique incidence angles in the samples could offer an optical
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limiter that is mechanically tunable, as in controlled by its rotation, for control of

its limiting intensity. Another application is materials for high power laser sources,

since the controllable absorption properties of these materials allow for more control

of laser outputs such as pulse shape, pulse compression, and pulse power, with pulse

power being controlled by the same concept as the optical limiter.

6.3 Publications

The publications associated with this research are two conference proceedings pa-

pers and one journal article. The first conference proceedings paper [66] was presented

at SPIE Optics and Photonics in August 2021 on the fabrication, linear measurements,

and non-linear measurements of unoptimized test samples. Most of this information

is presented in Chapter IV. The second conference proceedings paper [64] was pre-

sented at SPIE Photonics West in January 2022 on the optimization scheme and

initial tests of the scheme. Most of this information is presented in section 3.5-3.6.

Lastly, the journal article has been submitted to Optical Materials Express and is

awaiting peer review. It covers the linear and non-linear measurements of the final

optimized samples and is included in Chapter V. A copy of the submitted document

is available upon request until it is published.

6.4 Recommendations for Future Research

More research is recommended to investigate related areas, where different prop-

erties could be chosen to optimize for in either a full-field computational scheme

or a closed fast running scheme. Choosing different objective functions, such as

maximizing non-linear refraction and minimizing absorption, could allow for quick

optimization of many other devices. Some examples of other properties to test for

include enhancement of non-linear refraction in a material with low linear absorption
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and non-linear absorption, which would be a very valuable technology that was al-

ready shown to be possible to design in the optimization tests in Chapter 3. Other

applications to optimize for are second-harmonic generation in non-centrosymmetric

materials, and optimization of spontaneous parametric down-conversion for single-

photon applications.

More specifically, one area of future work would be to test the same concept

with other material systems. It is possible that much stronger switching behavior

could be achieved with a different material system, such as switching out the ITO

for gold or titanium nitride. Another avenue is to consider active modulation of the

properties of the ITO layer, possibly by applying a voltage [69]. This could provide

even more tunability of the non-linear properties. Other work could involve rerunning

the computation scheme with more computational power and relaxing fabrication

limitations to test the possible of very thin or very thick layers. The measurable

fifth-order effects of these materials could also be studied.
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