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Abstract

The challenges facing the United States in detecting, identifying, and characterizing evidence of nuclear proliferation have expanded in the past decade. In order to reduce the time required for data analysis and decision-making relevant to nuclear proliferation detection, Artificial Intelligence (AI) techniques are applied to multi-phenomenological signals emitted from nuclear fuel cycle facilities to identify non-human readable characteristic signatures of operations for use in detecting proliferation activities. The operational state classification ability of nuclear facility operations using traditional Machine Learning (ML) classification tools such as Random Forest, K-Means, K-Nearest Neighbors, and DBSCAN to name a few is compared to customized Deep Learning (DL) neural networks. In this research, the signals exploited include seismic and magnetic emanations collected in the vicinity of the High Flux Isotope Reactor (HFIR) and the McClellan Nuclear Research Center (MNRC). A DL Bi-Headed 1D-Convolutional Neural Network with shared weights between branches is designed to test the viability of transfer learning between nuclear reactor facilities. It is found that the network produces an 84.1% accuracy for predicting the operational state of the MNRC reactor when trained on the operational state of the HFIR reactor. The accuracy improves to 99.4% when data collected during transient state time periods is removed from the training and testing. In comparison, the best performing traditional ML single-phenomenology classification tool, K-Means, produces a 67.8% accuracy for predicting the operational state of the MNRC with a 80.5% accuracy when transient state time periods are excluded. The applicability of these techniques to alternate sites and fuel cycle operations is also explored.
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I. Introduction

1.1 Overview

1.1.1 Dual-Use Technology

Nuclear technology provides a multitude of positive contributions to daily life through applications that support a wide range of fields [1]. However, these benefits come with the risk of weaponized proliferation from technologies applicable to the development of nuclear weapons. As such, the demarcation lines that signify the threshold between peace and conflict are constantly adjusted for dual-use technologies relative to fuel cycle facilities [2]. In an attempt to help solidify these lines, international nuclear treaties, e.g. the Treaty on the Non-Proliferation of Nuclear Weapons (NPT), attempt to satisfy this balance between peace and security with large-scale agreements against the spread of nuclear weapons [3]. International organizations, such as the International Atomic Energy Agency (IAEA), implement safeguards to monitor treaty compliance. The analysis of data collected via IAEA inspections and facility monitoring relies upon techniques and technical advances from the field of nuclear forensics to continuously improve monitoring fidelity [4, 5]. The pace of technological innovation has led to an increase in the quantity and types of data to be analyzed from monitoring activities, producing slow processing times with the use of conventional analytical methods [4, 6]. Furthermore, as the monitoring domain evolves, the
growing influx of information can lead to delays in decision-making and hinder steps towards identifying and preventing nuclear proliferation. One of the domains of interest within the nuclear proliferation detection field includes the production, handling, transportation, and use of nuclear material termed the *nuclear fuel cycle*.

### 1.1.2 Nuclear Fuel Cycle (NFC)

The nuclear fuel cycle (NFC) consists of physical processes like the mining and milling of nuclear fuel and technological processes like enrichment and nuclear facility-use, e.g. nuclear reactors [7, 8, 9]. These are dual-use processes as actors may use parts of the nuclear fuel cycle for peaceful applications, e.g. nuclear energy, allowing for the potential concealment of non-peaceful, clandestine, nuclear proliferant activities. Figure 1 illustrates an example of the nuclear fuel cycle steps with uranium and plutonium used for nuclear fuel.

Although compressed in Figure 1, the nuclear fuel cycle physically takes place over a multitude of locations within a variety of different facilities. For example, uranium mining may take place in Australia, Canada, South Africa, or the United States to name a few [9]. Furthermore, there are significant variations in both the types of nuclear facilities and their purposes. Representative diverse examples of fuel cycle facilities include a gaseous diffusion plant in Paducah, Kentucky USA for uranium enrichment, pressurized water reactors (PWR) in France, and boiling water reactors (BWR) in the United States [9]. According to the Department of Defense (DoD), traditional nuclear proliferation indicators have included fissile material production, acquiring a workable nuclear weapon design, weapon manufacturing, weapon delivery system, and the most difficult indicator to detect being the harvesting of fissile material [10]. Therefore, in order to advance lead times for detecting proliferation, the front-end of the NFC will be the focus of this project.
1.2 Motivation

As the spheres of interest involved in the development of nuclear technology are similar to the vastness and growing complexity of the NFC’s domain size and heterogeneous modality, an exploration of the application of Machine Learning (ML) in support of passive nuclear monitoring is warranted. With recent developments in computational power, ML has been applied to solving problems with large probability spaces, Figure 2, given sufficient amounts of data in real-world observations [10]. These problems typically have well-defined datasets and input feature importance from well-characterized domain knowledge. In nuclear proliferation detection applications, a need exists for efficient tools that adjust to processing different data sizes and account for the non-availability/non-practicality of truth-labeled data, data
where observation states are known. This makes typical supervised ML methods for categorizing similar data, termed \textit{classification}, not adequate. Examples of using machine learning as a tool for technical proliferation detection have often included truth-labeled methods: e.g. using potential textual indicators \cite{11,12}.

![Figure 2](image.png)

Figure 2. Exline’s assessment shows that the majority of weapons of mass destruction machine learning applications are typically limited by the specific environment and amount of human intervention during implementation. Reproduced with permission from Springer Nature \cite{10}.

As truth labels are often inaccessible or impractical, the focus of this research is on
predicting a nuclear fuel cycle facility's binary (On/Off) operational labels through signatures identified by machine learning (ML) models. Deep learning, a subset of ML, has historically been shown to be successful in this application space by Brinker et al., who identified operational conditions at a nuclear fuel cycle facility with higher classification fidelity than on/off status by training a 1D Convolutional Neural Network (1DCNN) using only magnetic field data [13]. In this project, the approach is broadened to include the consideration of acceleration/seismic data to test whether an increased classification fidelity through utilizing fundamental physical dependencies between phenomenologies can be obtained. In addition to the testing of different ML algorithms, a bi-headed twin neural network is constructed and trained using multi-phenomenological data collected at a single facility prior to being tested on data collected at a separate NFC facility using the pre-trained weights and biases. This approach is allows the feasibility of transfer-learning to be tested within the NFC domain with the goal of identifying signatures emitted during the course of operations that may be used to distinguish specific equipment operations from balance of plant (BOP) operations.

1.3 Research Hypothesis

Although previous deep learning techniques have yielded high classification accuracy for binary operational states (On/Off) with single-phenomenology nuclear fuel cycle signals [13], to the author's knowledge, the exploration of deep learning techniques across different facilities within a given step of the nuclear fuel cycle using multiple phenomenologies has not been conducted. With the large domain-space considered, direct deep learning implementations run the risk of indirectly over-fitting to specified scenarios, limiting transferability to similar facilities within the same step of the nuclear fuel cycle. As a result, this possibility limits the power derived from machine
learning over traditional analytical techniques. Therefore, in order to increase signature identification, analysis, and operational classification accuracy within nuclear fuel cycle steps, this project investigates the following objectives:

• Design a deep learning algorithm to explore the use of multiple phenomenologies and their effect on NFC operational classification accuracy as compared to single-phenomenology analysis.

• Analyze multi-phenomenology signals collected by sensors positioned at varying positions relative to the target facility of interest to allow the distance dependence of the operational state classification accuracy to be determined.

It is hypothesized that the use of multiple phenomenologies will decrease information loss and increase analytical fidelity relative to single-phenomenology analysis, producing greater relative classification accuracy further from sources/facilities of interest.

1.4 Research Assumptions & Limitations

This project comes with a variety of assumptions and limitations present in the datasets and model implementation.

Assumptions:

• Specific equipment correlates with nuclear facility power level.

• Inter-dependencies are present between the phenomenologies of interest.

• Similarities exist between nuclear facilities such that trained models are transferable.

Limitations:
• The 16 Hz sampling rate used may limit the ability to distinguish operational signatures.

• The time-series based analysis may limit signature attribution to specific equipment.

• The signal-to-noise ratio (SNR) may be low due to an unfiltered background present within the data.
II. Theory

2.1 Background

This project considers each scenario of interest as a hypothetical black box as there are many possible facilities within the nuclear fuel cycle (Figure 1), as well as limitations on available representative data for each facility [10]. This results in the inputs, facilities, and outputs as the three fundamental components considered; e.g. input power, nuclear facility operation, and outputted phenomenology, respectively (Figure 3). The output phenomenologies are assumed to have physics-based interdependencies, signatures, and correlations with respect to different facility operations. However, without the knowledge of real-time domain parameters, accurately modeling the dynamics between these phenomenologies without information loss becomes computationally challenging. Thus, it important to first macroscopically consider the fundamental physics of each phenomenology prior to exploring modeling methods.

Figure 3. An illustration of the application of a Black Box Model to nuclear fuel cycle facilities.

2.1.1 Magnetic Phenomenology

Magnetic fields are vectorized fields arising from the movement of charged particles [14]. Created from either an intrinsic movement of charge within a material or
a transference of energy, magnetic fields are fundamentally related to other interac-
tive fields through field changes arising from charged particles and kinetic energy,
e.g. charge-generated electric fields. When particles interact with one another within
a field, energy is transferred between particles through forces or impulses through
the fields. Conceptualizing that forces represent the interaction between particles,
the electric field signifies the range of influence exerted by a charged particle and
the magnetic field subsequently signifies how this influence changes over time. The
sources that generate magnetic fields are assumed to generate bi-directional fields
as no natural magnetic monopoles have been observed in nature. This directional
dependence manifests in a net summation with stronger fields overshadowing weaker
fields, allowing strong fields to principally drive the net field direction detected. The
relationship between magnetic fields, directional dependence, electric fields, and the
movement of energy results in a complex, time-dependent system.

The magnetic field of this system can be described using a few equations, where
bold terms represent vector components [14]. The Lorentz Force (Eq. 1) describes
the fundamental relationship between the force $F$ [N], electric field $E$ [N/C], and
magnetic field $B$ [T]. Additionally, $q$ [C] represents the electric charge and $v$ [m/s]
represents the source particle velocity. This relation states that a traveling charged
particle interacts with the electric fields and magnetic fields from other sources, where
the cross-product between both fields represents the induced force vector.

$$F = qE + qv \times B$$  \hspace{1cm} (1)$$

As the Lorentz force equation illustrates the fundamental relations between the vector
fields of interest, the following equations are utilized for the magnetic field within more
complex systems:

$$B = \frac{\mu_0 I}{2\pi r}$$  \hspace{1cm} (2)$$
Equation 2 states that a constant current $I$ [A] scaled by the vacuum permeability constant $\mu_0 = 4\pi \times 10^{-7}$ [N/A²] divided by $2\pi$ and flowing in the unit-vector direction $\hat{z}$ induces a magnetic field with a strength inversely proportional to the radial distance $r$ [m] from the source. Equation 3 termed the **Biot-Savart Law** is the foundation for calculating the instantaneous strength of the induced magnetic field $dB$ resulting from the cross-product of a slowly-changing or steady current $I$ [A] within an infinitesimal wire element $dl$ and the radial unit vector $\hat{r}$ from the wire, scaled by the vacuum permeability constant $\mu_0$[N/A²] divided by $4\pi$. Both of these equations allow the magnetic field to be visualized and interpreted through black-box scenarios within the nuclear fuel cycle. For example, the current flowing through the power lines to a facility is travelling through a wire of infinitesimal length $dl$. The projection of the magnetic field onto an XYZ reference frame originating at $dl$ (typically a detector) shows the orthogonality resulting from the cross product between $dl$ and $\hat{r}$ within Equation 3.

Equation 4 termed **Faraday’s Law**, represents the induced electromotive-force $\epsilon$ or voltage resulting from the integration of the electric field $E$ passing through a surface area $s$ along the line $C$, the integration of the total magnetic field $B$ over the area $a$ of Gaussian surface $S$ changing through time $\frac{d}{dt}$, or a changing magnetic flux $-\frac{d\Phi_B}{dt}$ over time. From this relation, the magnetic field arising from an operational fuel cycle facility is detectable through the changing magnetic flux resulting in an induced voltage within a detector system.

$$\epsilon = \int_C E \cdot ds = \frac{d}{dt} \int_S B \cdot da = -\frac{d\Phi_B}{dt}$$ (4)

Within the context of nuclear fuel cycle facilities, principle drivers of localized mag-
netic fields can be attributed to two fundamental systems: environmental magnetism and facility-based magnetism. Furthermore, these systems cause successive induced magnetic fields that add to the overall system complexity. Environmental magnetism includes the earth’s magnetic field, naturally magnetic materials, induced magnetism through ferromagnetic materials, and magnetic anomalies [15, 16]. However, under the assumption that environmental magnetism has weaker fields than those arising from nuclear fuel cycle facilities and that these fields are consistent throughout detection efforts, environmental magnetism is treated as a characterizable and, therefore, subtractable background. Facility-based magnetism can be attributed to a variety of facility operations that, within this project, are separated into balance-of-plant (BOP) and specific-equipment (SE) magnetism, where BOP includes any support equipment that is not of interest and successively induced magnetic fields as in the case of facility lights. Magnetic anomalies within facility-based magnetism occur during nonstandard events such as within an earthquake or localized, directionally-inverted magnetic fields resulting from magnetic-shielding material such as mu-metal [17, 18].

### 2.1.2 Acoustic Phenomenology

The acoustic phenomenology represents the signals obtained from detecting and processing sound waves. Using basic linear theory, disturbances in homogeneous, idealized media produce waves that interact with one another additively through constructive and destructive superposition [19]. Although scientists have historically attempted to formulate a variety of theories to fully describe the physics of acoustic waves, real-world applications have shown a high degree of modeling complexity and unpredictability [20, 21, 22]. Furthermore, as real-world application domains become increasingly complex, linear continuum mechanical theories have oversimplified the interdependence between terms during modeling as the linear theories treat acous-
tic waves as being independent from one another albeit though additively interfering during detection \[19, 23\]. In the case of physical and nonlinear acoustics, further modeling has indicated an underlying physical-relationship between acoustic waves, often leading to in-determinism and chaos-theory modeling \[19, 23\].

Although the physics of the acoustic phenomenology is highly complex and still developing, the following relations allow the general nature of acoustic waves to be understood for ML applications \[19\]:

\[
\nabla \left( \frac{1}{\rho} \nabla p \right) - \frac{1}{\rho c^2} \frac{\partial^2 p}{\partial t^2} = 0 \quad (5)
\]

\[
\nabla^2 p - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} = 0 \quad (6)
\]

\[
p(x, t) = f(x - ct) + g(x + ct) \quad (7)
\]

As acoustic detection arises from changes in the pressure \(p\) of the travelled medium, Equation 5 applies the wave equation of linear acoustics to represent the pressure change within a medium of density \(\rho\) over time \(\frac{\partial^2 p}{\partial t^2}\) with respect to the speed of light \(c\). However, if the ambient density is independent of position, such as in idealized scenarios, then Equation 5 reduces to the Eulerian-based Wave Equation of Linear Acoustics. Often, as shown in Equation 6, this relation is written as a Laplacian equation using the d’Alembertian operator. The Laplacian indicates homogeneity within the traveled medium as the equation shows a dependence only on the pressure of the adiabatic medium. Equation 7 is a generic solution to Equation 6 with \(f(x - ct)\) and \(g(x + ct)\) as generic functions with changing positional inputs. This equation will be used to represent the initial wave emitted from the source prior to generalizing for perturbations such as energy dissipation.

Equation 8 represents a distance \(x\) perturbation that decays exponentially \(e^{-\alpha x}\). This perturbation is dependent on the traversed medium’s transmission property \(\alpha\)
applied to the initial pressure of the plane-wave $|\hat{p}(0)|$ arising from energy absorption and thermal conduction through the transported medium or bulk material. Assuming spherical diffraction, the spread of energy in all directions can be modeled using the Helmholtz Equation leading to an inverse dependence on $r$, or the radial distance away from the source within Equation 9 where $k$ is the wave number and $A$ is a solution coefficient. Deriving the time-averaged intensity $I_{av}$ of the diffracting spherical acoustic wave, the real solution $Re(\hat{p}\hat{v}_r^*)$ is found to be the inverse-squared dependence on the radial distance $\frac{1}{r^2}$ and density of the traversed medium $\rho$ scaled by the speed of light $c$.

$$|\hat{p}(x)| = |\hat{p}(0)|e^{-\alpha x}$$  \hspace{1cm} (8)

$$p = A\frac{e^{ikr}}{r}$$  \hspace{1cm} (9)

$$I_{av} = \frac{1}{2}Re(\hat{p}\hat{v}_r^*) = \frac{1}{2\rho c} \frac{|A|^2}{r^2}$$  \hspace{1cm} (10)

As the nuclear fuel cycle consists of a variety of facilities at different locations, there are many possible sources for acoustic waves. These sources include environmental noise from passing cars, people, and weather processes, as well as internal acoustic waves generated through the use of process-specific equipment. However, simplifying this problem domain to consider only linear-physical acoustic waves generated from a black-box facility, the detection of acoustic waves is expected to be inversely dependent on the squared radial distance of the sensor from the source. Linear theory allows the interaction between different acoustic waves to be additive; therefore, this project’s detection efforts focus on the overall signal received as well as the conversion of acoustic phenomenologies into seismic phenomenologies.
2.1.3 Seismic Phenomenology

Similar to acoustic phenomenology, seismic phenomenology is modeled using wave continuum theory through bulk material [24, 25, 26]. This indicates the need to consider any inter-dependencies between the seismic and acoustic phenomenologies. Within this project, seismic waves are detected through the Earth’s crust with accelerometers. However, as the Earth’s crust is inhomogenous with nonlinear parameters, a first-order approximation is often used. This assumes the Earth’s crust is an isotropic material that can be modeled with the Theory of Elasticity through the following equations:

\[
\nabla^2 \phi - \frac{1}{r^2} \frac{\partial^2}{\partial r^2} (r^2 \frac{\partial \phi}{\partial r}) = \frac{1}{\alpha^2} \frac{\partial^2 \phi}{\partial t^2} \quad (11)
\]

\[
\phi = \frac{1}{r} f(t - \frac{r}{\alpha}) \quad (12)
\]

\[
u = \nabla \phi \quad (13)
\]

\[
u_r = -\frac{1}{\alpha r} f'(t - \frac{r}{\alpha}) - \frac{1}{r^2} f(t - \frac{r}{\alpha}) \quad (14)
\]

Equation (11) is the generic wave equation represented radially with a Laplacian \(\nabla^2\) in accordance with wave continuum theory, where \(\phi\) represents the energy potential within a given medium with parameter \(\alpha\). The solution for this potential is expressed radially, \(r\), within the time, \(t\), dependent Equation (12) with a generic function \(f(t - \frac{r}{\alpha})\), with \(\alpha\) determined by the propagation material. Equation (13) is the resulting displacement \(\nu\) of the disturbed \(\nabla\) energy potential \(\phi\) derived from Equation (12). The radial component of this displacement is represented in Equation (14). This suggests that seismic wave propagation (Figure 4) can be categorized in two different forms: Body Waves and Surface Waves. Body waves include longitudinal primary waves (P-Waves) acting in a compressional manner and transverse secondary waves which shear through the material. Surface waves include Love Waves and Raleigh Waves.
categorized by either the linear or circular motion of constituent particles, respectively.

Figure 4. The type of seismic wave produced influences how the particulates present within the medium move, influencing detected signatures. Reproduced from VectorMine/Shutterstock.com through a Standard Image License.

Within the NFC, the detection of processes that drive seismic propagation is dependent on the distance away from the driver. The derived radial component of displacement away from the driver (Equation 14) allows for two detection distances: near-field ($\frac{1}{r^2}$) and far-field ($\frac{1}{r}$). By deriving the velocity from the radial displacement component, it follows that the arrival time of primary waves is less than that of secondary waves, the arrival time of secondary waves are less than that of Love waves, and the arrival time of Love waves are less than that of Rayleigh Waves. Therefore, the Near-Field regime is driven by the detection of body waves and the Far-Field regime is driven by the detection of surface waves.
2.1.4 Nuclear Fuel Cycle (NFC) Facilities

As shown in Figure 1, the NFC consists of all facilities involved in handling, distributing, and using nuclear fuel, often categorized in terms of the “front end,” “middle,” or “back end” of the cycle. However, the cycle may look different within different environments depending on resources, scale, and intent. For example, the Once-through Fuel Cycle does not have a back end that is similar to the Reprocessing Fuel Cycle as the former lacks the nuclear fuel transfer and storage steps post-use [9]. Therefore, in scenarios such as these, certain steps like the interim storage of spent fuel can be considered either “back end” post-use or “front end” pre-use, depending on context. As such, generalizing further, the NFC categories can also be correspondingly considered either “preparatory”, “in-use”, or “conclusive” with respect to how the nuclear fuel is handled [9, 27]. Within this writing, references to the different steps in the NFC will be in correspondence with the general steps shown within Figure 1 and described within the upcoming sections. Furthermore, to align with this project’s focus, this paper’s discussions will be limited to the steps of the NFC which allow for nuclear fuel use in reactors.

2.1.4.1 NFC Front-End “Preparatory”

The front end of the NFC includes facilities that “prepare” or source, configure, and purify nuclear material for use. The first two steps of the cycle, mining and milling, are when nuclear fuel is sourced and unwanted contaminants are removed. Typically, fuels are naturally occurring (e.g. uranium); therefore, most mining and milling facilities involve open mining or in-situ leaching (ISL) to extract ore to be fabricated into nuclear fuel from deposits in the Earth’s crust [9, 27]. The next three steps: conversion, enrichment, and fuel fabrication are the processes for converting the nuclear fuel into products for use, e.g. within a nuclear reactor. This writing will
use uranium as the primary element to describe the front-end processes. Uranium is composed of several isotopes or atoms that are distinguished through different neutron numbers with the most naturally abundant of uranium’s isotopes being $^{238}\text{U}$ and $^{235}\text{U}$ with atom percent abundances of 99.27% and 0.72%, respectively [9, 28]. $^{235}\text{U}$ is a fissile material as it is able to fission (Section 2.2), while $^{238}\text{U}$ is a fertile isotope as it can be converted into a fissile material [27]. Because these materials are atomically dense, both $^{235}\text{U}$ and $^{238}\text{U}$ are sought as large amounts of power are able to be derived from interactions with these materials during fission, resulting in technology such as nuclear reactors and atomic weapons.

Within the field of nuclear forensics, the analysis and attribution of the processes governing the use and misuse of nuclear material relies heavily on a variety of physical, chemical, visual, and isotopic signatures [4]. Furthermore, depending on the type of materials present, the IAEA typically recommends recording eight types of characterization data ranging from physical characteristics to trace element concentrations for materials characterization analysis [29, 30]. While some of the practices within the Front-End of the NFC usually create large environmental signatures due to processes such as large fuel transportation vehicles, patterned human activity, drilling, and chemical composition changes, depending on the context, environment, and resources, these processes may come to fruition differently, making the characterization of signatures difficult. Therefore, in an attempt to widen the scope of interest, as well as to reduce processing times, the possibility of passive monitoring assisted by machine learning algorithms has garnered much interest from organizations like the IAEA [31].

Mining and milling nuclear fuel is an expensive and tedious process. For example, in cases where uranium is used as fuel, resource availability, environmental concerns, financial onus, and detect-ability are all taken into account. Uranium ore concen-
trations vary globally, but concentrations in the Earth’s crust typically range from 1-500,000 parts-per-million (ppm) with average estimates often quoted as around 3ppm [6, 9, 32]. In the 2020 Nuclear Energy Agency (NEA) report, the global distribution of identified conventional resources or uranium resources that are assured or inferred across 16 countries is identified with the 7 highest distributions shown in Table 1 [33].

Table 1. Worldwide distribution of identified conventional uranium resources across the top seven countries [33].

<table>
<thead>
<tr>
<th>Country</th>
<th>Distribution Percentage %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>28%</td>
</tr>
<tr>
<td>Kazakhstan</td>
<td>15%</td>
</tr>
<tr>
<td>Canada</td>
<td>9%</td>
</tr>
<tr>
<td>Russia</td>
<td>8%</td>
</tr>
<tr>
<td>Namibia</td>
<td>7%</td>
</tr>
<tr>
<td>Brazil</td>
<td>5%</td>
</tr>
<tr>
<td>China</td>
<td>4%</td>
</tr>
</tbody>
</table>

In addition to the regional resource deposits often facilitating the relocation of mining and milling, environmental byproducts and radiation safety are also of concern. For example, miner’s Bergkrankheit or “mountain sickness” has been attributed to high uranium concentrations within rocks [9]. Furthermore, as the radionuclides within the uranium ores decay, both the uranium and thorium decay series pose health challenges to miners as well as challenges to atmospheric pollution. Often times, mining and milling operations take place away from urban districts where both health and environmental measures can be taken to prevent excessive pollution. Mining and milling typically takes place side-by-side to reduce overall costs as the transportation
of mined uranium ore from remote locations to more-urban milling locations becomes very costly [32]. However, mining in remote locations also leaves room for clandestine proliferant activities through difficulties in accountability and monitoring.

Several initiatives have been undertaken to implement ML for supporting the characterization of nuclear proliferation signatures within mining and milling. However, as the act of mining and milling itself is not the greatest indicator of proliferant activity, the application of ML techniques has shifted the focus from answering “what” to answering “how.” For example, through using open-source commercial materials like Google Earth, both Sundaresan et al. and Kim were able to identify the “what” through ML image processing techniques [34, 35]. While Kim identified and supported the viability of using ML to identify facilities of interest within satellite imagery, Sundaresan et al. attempted to quantify the performance of the ML identification process through comparing the target facility of interest to process-based observables needed for known mining, milling, and production techniques [34].

Diab et al. used language to discriminate potential nuclear proliferant mining and milling activities from traditional non-nuclear mining and milling activities [36]. As Sundaresan et al. and Kim’s analyses focused on the “what,” this implied the already known knowledge of a proliferant action taking place as satellite imagery is capable of high resolution images but not necessarily in knowing where to observe. However, Diab et al.’s analysis attempts to limit the overall problem space by focusing on relevant language indicators. The differences in technique between Sundaresan et al., Kim, and Diab et al. highlight the need for explainability and interpretation when developing models for nuclear fuel cycle-based facilities of interest.

Conversion, enrichment, and fuel fabrication are the processes that physically and chemically prepare the attained nuclear fuel for use in technologies ranging from peaceful applications (e.g. nuclear reactors) to conflict-oriented preparation (e.g. nu
clear weapons). Within NFC’s including uranium enrichment, uranium ore \((\text{U}_3\text{O}_8)\) is converted into \((\text{UF}_6)\) during conversion as the temperature dependence of the compound’s phase allows \(\text{UF}_6\) to be in the gaseous form at slightly elevated temperatures as required for many enrichment methods to exploit the mass-based density gradient needed for isotopic separation \[9, 6\]. However, as conversion is a chemical process, resources are needed to not only perform the conversion, but to also store the highly corrosive \(\text{UF}_6\) in specially designed containers \[37\].

This gas is then eligible used in several different types of enrichment processes including \[9\]:

- Gaseous Diffusion
- Centrifugal Separation
- Aerodynamic Processes
- Electromagnetic Separation
- Laser Enrichment

Historically, although all five processes listed above have been explored with variable success rates at industrial levels, gaseous diffusion and centrifugal separation are the most common and will therefore be explained within this section.

Gaseous diffusion is a process dependent on Fick’s law as the gaseous fuel is passed through a permeable membrane with pressure gradients for isotopic separation. Fick’s law, shown in Equation \[15\], states that the diffusion flux, \(J\), is dependent on how the concentration \(\phi\) of the gaseous particles change with respect to position \(x\) and is scaled by the probability of interaction within the membrane termed the diffusion coefficient \(D\). In the case of uranium fuel, as \(\text{UF}_6\) is passed through a gaseous diffusion stage as shown in Figure \[5\], the difference in mass between the \(^{235}\text{U}\) and \(^{238}\text{U}\) allows separation to occur as the \(^{238}\text{U}\) passes more slowly through the semi-permeable membrane.
\[ J = -D \frac{d\phi}{dx} \quad (15) \]

Figure 5. The gaseous diffusion stage creates a pressure gradient resulting in an enriched uranium stream and depleted uranium stream. Reproduced from the U.S. Nuclear Regulatory Commission (public domain) [38].

Within one stage, separation allows a greater ratio of \(^{235}\)U particles to pass into the head or enriched stream of the stage onto the next stage, while the greater ratio of \(^{238}\)U particles pass into the tails or depleted stream to be recycled into the previous stage’s head or to be removed as waste. In addition to gaseous diffusion being highly inefficient, the superposition of micro-inefficiencies within the system leads to difficulties in calculating the number of stages needed to achieve a specified target enrichment level resulting in large facilities with several stages or cascades (Figure 6). Facilities such as these often require a large amount of energy, incurring significant cost in money and resources. As a rule of thumb, as many as 1400 stages are needed to achieve an enrichment level of 3% [6]. Depending on the target enrichment level, gaseous diffusion is often replaced by more efficient methods that take less space and time.
An enrichment method that is more time and energy efficient is *gaseous centrifugal enrichment*. Centrifuge systems separate material primarily by the centrifugal force arising from rotational motion. In simplified terms, with *gaseous centrifugal enrichment* using uranium fuel, rotating cylinders (Figure 7) leverage the mass difference between the uranium isotopes to separate $^{235}\text{UF}_6$ from $^{238}\text{UF}_6$ in accordance with the centrifugal force equation (Equation 16) arising from pseudo forces from a non-inertial reference frame that are modeled through Isaac Newton’s Second Law of Motion ($F = ma$):

$$F = m\omega^2r = m\left(\frac{v}{r}\right)^2r = m\frac{v^2}{r} = ma. \quad (16)$$

As the cylinder’s rotor revolves at a high speed, the centrifugal force $F$ is scaled proportionally to the mass $m$, angular velocity $\omega$, and radius $r$ from the center of the cylinder. The angular velocity arises from the linear tangential velocity $v$ through the equation: $\omega = \frac{v}{r}$. In accordance with momentum conservation laws, the gaseous UF$_6$ maintains the momentum resulting from the inertia-generated centrifugal force.
by scaling the radius of the two primary isotopic sub-components ($^{235}\text{UF}_6$, $^{238}\text{UF}_6$) to account for the difference in mass. Therefore, as the heavier isotope particles have more inertia as a byproduct of having a greater mass, similar to the gaseous diffusion process, this results in an overall lower angular velocity through the scaling of the linear velocity $v = \frac{\delta s}{\delta t}$. Consequently, in order to maintain the same centrifugal force applied on both isotopes, Equation 16 is scaled through the heavier isotope ($^{238}\text{U}$) concentrating at a greater radius away from the cylinder’s center. These cylinders are then grouped together to form a system of cascades in which the $^{238}\text{U}$ is taken from the cylinder’s outer radius to be recycled into the previous cylinder, while the $^{235}\text{U}$ is taken from the cylinder’s inner radius to be sent into the next cylinder for further enrichment. After the process is completed, the enriched product is transferred for fuel fabrication.

As conversion, enrichment, and fuel fabrication are chemical and physical processes, detectable signals for proliferation vary between processes. Historically, there have been initiatives to explore chemical indicators of proliferation through the use of ML algorithms [40, 41, 42, 43]. The majority of these initiatives are similar to Gum’s analysis with respect to pursuing the characterization of particle morphology or spectroscopic indicators in a field of study named Nuclear Proliferomics by Schwerdt et. al. As shown by Pastoor et. al., this field has utilized the analysis of uranium-based chemistry to aid in NFC forensics. However, Nuclear Proliferomics techniques traditionally involve on-site presence and destructive analysis (DA) to obtain high-confidence measurements with regards to nuclear monitoring.

Other initiatives have attempted to explore the physical indicators of proliferation with the use of ML algorithms [31, 44, 45, 46]. These physical indicators include flow rate, satellite images, gamma counts, and non-destructive assays (NDA). However, the overall uncertainty of the physical indicators has led to the dominance of chemical
Figure 7. The Zippe-Type of centrifuge stage is more efficient when compared to gaseous diffusion and the system is spatially contained within one stage. Reproduced from the U.S. Nuclear Regulatory Commission (public domain) [38].

indicators and the need for the fusion of multi-source physical indicators as described by Cui [45].

2.2 Nuclear Reactors and Nuclear Fuel Use

Nuclear Reactors are facilities that generate interactions on a sub-atomic scale. Preceding the development of the atomic bomb and the utilization of sub-atomic interactions during its deployment, the concept of nuclear energy was explored when Enrico Fermi built the world’s first nuclear reactor in 1942 named ”Chicago Pile-1” [47] shown
This nuclear reactor relied on utilizing neutron particles and uranium atoms for its interactions in a process called \textit{fission}. As shown in Figure 9, the neutron bombardment of the target nucleus ($^{235}\text{U}$) results in the expenditure of energy in the form of additional free neutrons and the split of the target nucleus into fission product nuclei. This technique became the underlying concept behind how fission-based atomic weapons function.

However, in nuclear reactors, the chain-reaction process is utilized by the balance of \textit{moderators} and \textit{control rods} [48]. As shown in Figure 10, uranium is typically fabricated into nuclear reactor cores through the steps described in Section 2.1.4.1. These cores are bombarded with neutrons to expend heat within the process of fission. As the energy is released as free neutrons and fission products, more fission reactions take place within the uranium core and are slowed by the moderator to sustain the reaction. Interactions with the moderating medium, uranium rods, control rods, and structure produce heat, typically used to heat the moderating medium, such as in the boiling water reactor (BWR) shown in Figure 10 [48]. The steam resulting from this
heat is then converted from kinetic energy into electrical energy through a generator. Although, these reactor processes are traditionally used as sources for nuclear energy, as shown in Figure 1, reactors can also be used to produce another dual-use element: plutonium [9].

2.2.1 Flux-Trap Reactor

Reactors with cores that consist of moderating material surrounded by nuclear fuel are termed Flux-Trap reactors as fast neutrons are converted to thermal neutrons that emanate from the moderating material prior to being “trapped” by the surrounding reflector material [49]. Several research reactors [50, 51, 52] use the flux-trap principle since the convenience of trapping thermal neutrons allows for multiple experiments to be performed concurrently through the beam tube and multiple target rods as shown in Figure 11.

As described in Section 3.1, one of the datasets used in this research was collected
at a flux-trap type of research reactor called the High Flux Isotope Reactor (HFIR). Originally built for transuranium isotope production, typical HFIR cycles operate at 85 MW and use highly enriched uranium (HEU) as fuel, beryllium as a reflector, light water as a moderator, and, typically, fabricated transplutonium isotopes for target rods [49]. As uranium’s natural isotopic abundance has low amounts of $^{235}\text{U}$, in addition to the technical challenges posed by the front end of the NFC, an enrichment method was required to create HEU, Section 2.1.4.1. The HFIR’s standard highly enriched $^{235}\text{U}$ fuel allows nuclear fission to take place more efficiently, Section 2.2, producing fission products and fast free neutrons to be thermalized by the surrounded light water moderator. Encased with the beryllium reflector, the cycle’s primary interactions then take place between the trapped thermal neutron flux and target isotopes. This flux-trap within the HFIR, regulated by the control plates shown in Figure 11, allows an adequate source of thermal neutrons for experiments in which the
Figure 11. The core of the HFIR has target rods surrounded by moderating material and nuclear fuel in accordance with the neutron flux-trap principle in order to allow for multiple neutron-based experiments to be concurrently performed. Courtesy of Oak Ridge National Laboratory, U.S. Dept. of Energy. (public domain)

flux is controlled in accordance with user needs. Through the required NFC actions, technological capabilities, 30 target positions within the flux trap, and several other experiment facilities, the HFIR’s size and exceptionally high neutron flux creates a large imprint as it is the western world’s only supplier of $^{252}$Cf [49, 51].

2.2.2 TRIGA Reactor

The Training, Research, Isotope production, General Atomic (TRIGA) reactor was originally commissioned to provide research capabilities with an inherent safety mechanism implemented in case of failures within the physically engineered mechanisms (e.g. reactor control rods) [53]. Historically, nuclear reactor accidents have been
attributed to failures in implementing mechanical safety mechanisms, causing catastrophic secondary and tertiary effects such as fuel melting caused by accidental uncontrolled fission (Section 2.2) from the removal of control rods or a buildup of over-pressure caused by reactor core interactions with the surrounding environment (e.g. zirconium cladding interacting with steam) [54, 55]. Therefore, TRIGA reactors are designed with a neutron source irradiating fuel rods made of light-enriched (< 20%) uranium, zirconium, and hydrogen (UZrH) for intrinsic neutron regulation with neutrons within the hydrogen of the fuel rod being warmer than the neutrons within the surrounding water, causing less fission in the event of bypassed mechanical safety mechanisms [53, 56]. This property of TRIGA reactors is termed a “prompt negative temperature coefficient of reactivity” [53]. As shown in Figure 12 compared to historical parameters [54, 55] and flux-trap reactor requirements (Section 2.2.1), the light-enriched UZrH composition allows less uranium with lower levels of enrichment to be used with nuclear reactions supported through graphite reflectors and aluminium (historical) or stainless-steel (modern) cladding for increased robustness.

Figure 12. UZrH fuel rods are used in TRIGA reactors, allowing an intrinsic fail safe system based on fundamental interactions between the neutrons within the composition’s hydrogen and the surrounding environment. Reproduced from Pungerčič et. al. [57] through Creative Commons Attribution-NonCommercial-No Derivatives License (CC BY-NC-ND 4.0)

As described in Section 3.1 a second data set used in this research project was collected at a TRIGA research reactor located at the Mc Clellan Nuclear Research Center (MNRC). Originally commissioned by the United States Air Force, the MNRC reac-
tor typically operates at a 2 MW steady-state with a 30 second, 400 MW, pulsing capability [58]. In agreement with historical TRIGA reactors, MNRC operations uses light-enriched UZrH fuel rods with stainless-steel cladding and control rods that have speeds of 24 inches per minute (37.5 seconds for a 15 inch total travel length) [59]. Compared to the flux-trap type HFIR reactor (Section 2.2.1), the MNRC’s steady-state operations are at a lower power level with less uranium and lower $^{235}\text{U}$ enrichment requirement.

2.3 Machine Learning

Machine Learning (ML) is a subset of Artificial Intelligence (AI), which deals with developing tunable algorithms that are trained on data to be tested on a wide range of applications including: clustering, regression, prediction, etc. Often times, the algorithms are separated into supervised learning, unsupervised learning, semi-supervised learning, and reinforcement learning depending on the amount of information available about the data [60]. As referenced in Goodfellow et. al [61], Mitchell [62] describes ML as a program that is learning from experience $E$ in reference to tasks $T$ with a performance measure $P$. The methodology of ML algorithms traditionally follows implementing training to learn experience $E$ on a dataset from the dataset attributes or features, validating on a separate un-seen dataset or portion of data to measure how well the experience $E$ makes the model generalizable to other datasets with performance metric $P$, and testing on a targeted dataset to complete the task $T$. Within this paper, Mitchell’s description will be used as a baseline to help describe ML and its application to this project.
2.3.1 Task $T$: Classification

This project’s objective of testing the feasibility of implementing ML and deep learning (DL) techniques on data collected from the nuclear fuel cycle environment sets the task $T$ as the classification of binary reactor operations. Therefore, both supervised and unsupervised learning are used for this project’s ML models as the experience $E$ that is taken from these types of designations cover the range of primary ML algorithms used traditionally. Supervised learning is defined as the ML algorithm having access to the labels or targeted datum states used during training. Geron represents supervised learning within an example of a ML spam detector algorithm. Geron shows with this example how the data (emails) are fed into the algorithm along with the dataset’s corresponding target labels represented with green check marks and red interdictory symbols signifying spam and not spam, correspondingly. The features learned for experience $E$ may range from the types of words used and their connotation to a generated metric based on the significance for which letters are used within the email. Therefore, within Geron’s example, the ML algorithm would organize the data named Training set to train and validate on the dataset with each email’s given labels prior to testing on an unlabeled datum named New instance with the goal of classifying whether the unlabeled datum is spam or not spam.

For an unsupervised learning scenario, however, the dataset is fed into the network without labels. Geron also illustrates an example of unsupervised learning in an unlabeled plot of individuals. In this scenario, the model trains, validates, and tests without labels, implying a different, unloaded, task $T$ in learning the fundamental relationships present in the data, e.g. clustering. For a classification task, the model has to be generalizable enough to perform well on unseen data. Therefore, how well the model can fit to a dataset is an attribute called capacity or the amount of potential a model has for fitting a dataset ranging from underfitting to overfitting.
Goodfellow et. al. illustrates the difference between overfitting and underfitting data for a regression task where a fundamentally quadratic set of datapoints is fit by the three following models [61]:

\[
\hat{y} = b + wx 
\]

(17)

\[
\hat{y} = b + w_1 x + w_2 x^2 
\]

(18)

\[
\hat{y} = b + \sum_{i=1}^{9} w_i x^i 
\]

(19)

Equation 17 represents a linear model fit that is Underfitting, Equation 18 represents a quadratic model fit that matches the underlying data and is represented by a labeled of Appropriate capacity, and Equation 19 represents a 9-degree polynomial represented by a label of Overfitting [61].

This concept is also represented within classification tasks as, analogously, Equation 17-19 could represent models that create a classification boundary within the dataset such that data on one side of the boundary are labeled differently than those on the other side. The most optimal decision boundary is called the Bayes decision boundary. For a classification task, an appropriate capacity model would attempt to train, validate, and test on datasets such that the classification boundary is similar to the Bayes decision boundary.

### 2.3.2 Performance Metrics $P$

To determine the performance of a ML model at classification tasks, four primary metrics are used to compare the labels produced by the ML model or the predicted classes and the test dataset’s actual labels or true classes. Within this project, actual labels, true classes, and truth labels are all used interchangeably. These four metrics
are shown in the Equations 20-23:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (20)
\]

\[
F1 = \frac{TP}{TP + \frac{FN + FP}{2}} \quad (21)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (22)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (23)
\]

These equations are written in terms of true positives \( TP \), true negatives \( TN \), false positives \( FP \), and false negatives \( FN \). These terms correspond to a cross-comparison between the actual labels or classes and predicted labels or classes represented within a confusion matrix such as in Figure 13. In a binary classification scenario with two classes (Positive, Negative), e.g. Bernoulli trials, the true predictions are represented by the True Positive \( TP \) and True Negative \( TN \) categories as these occur when both the predicted and actual classes match. The False Positive \( FP \) and False Negative \( FN \) categories signify a mismatch between the actual and predicted classes and are synonymous with the statistical Type I and Type II Errors.

Within classification tasks, accuracy (Equation 20) or a direct comparison between predicted and actual classes does not provide a full illustration of the model’s performance in the datum being identified and the datum being mis-classified. Therefore, the F1 score (Equation 21) represents a balance between its two sub-components: precision (Equation 22) and recall (Equation 23). Precision is a metric that provides how well the model classifies on the identified targeted data, while recall, synonymous with sensitivity, is a metric that provides how well the model identifies targeted data. Therefore, Equations 20-23 illustrate both the accuracy of a model and the parameterization of its predictive capability. This allows for hyper-parameter tuning.
to lower the occurrence of mis-classification.

### 2.3.3 Data Distribution Metrics

In addition to the statistics used to describe a data set, this project utilizes two additional descriptors: *silhouette coefficient* and *Manhattan Norm*. Sklearn describes the silhouette coefficient as a statistical metric that indicates the overlap of clusters ranged from \([-1, 1]\) with scores near 0 being an indication of overlapping clusters \([65]\). Geron describes the Manhattan Norm as a metric that "measures the distance between two points in a city if you can only travel along orthogonal city blocks" \([63]\).
Visualizing this through a right angle triangle, the Manhattan Norm is the total distance represented by the sum of the legs, excluding the hypotenuse. Within this project, the silhouette score is used to indicate the amount of separation present between clusters while the Manhattan norm is used to both reduce the power given to outliers and as a distance metric that treats the difference between zero and non-zero elements with importance [61].

2.4 Deep Learning

Deep Learning (DL) is a subset of ML tasked with developing dynamic algorithms that have tunable parameters which mimic the concentration gradients within human-based neurological pathways. Therefore, certain DL models are called *neural networks* with each neuron representing a neural network’s most fundamental unit called a *perceptron*.

Each perceptron functions as a dynamic logic gate that decides whether to let information through by weights, biases, and an activation function. As illustrated in Figure 14, the amount of information that is passed into the output \( h_w(x) \) is dependent on leveraging matrix multiplication between the inputs, weights, and step function. Within a network consisting of multiple perceptrons, the transference of information from one layer of parallel perceptrons to the next layer is called *forward propagation* [61]. The flow of information is then reversed during *back propagation* and combined with an optimization algorithm to compute the adjustments needed to optimize the network, updating a *loss function* to signify the difference between the predictive performance and targeted performance towards task \( T \) [61].

For the nuclear fuel cycle environment, several multi-layer perceptron DL models have been applied to classification tasks [66, 67]. Bae et al. directly tested and applied a fully-connected artificial neural network (ANN) or a multi-layer percep-
Figure 14. An artificial neural network is composed of perceptrons in which the amount of information passed is determined through a series of weights and biases. Reproduced from ShadeDesign/Shutterstock.com through a Standard Image License.
	ron network to determine nuclear fuel composition from nuclear reactor parameters like burnup and initial enrichment. Nabeshima et. al. applied a fully-connected ANN called an auto-associative network to monitor nuclear power plant operational anomalies. Although both Bae et. al. and Nabeshima et. al. achieved high performance metrics for their respective tasks, each project lacks the ability to be generalizable within different environments, and its use limited to the given parameters and scenarios. This can be partially attributed to the difference between the NFC’s large probability space and the perceptron’s limited range of functionality. Therefore, within classification tasks that require specific features to be learned in depth to achieve a
more generalizable model, a different DL unit may be needed.

2.4.1 Convolutional Neural Networks (CNN)

Convolutional Neural Networks, called LeNet-5, were first introduced by Yann LeCun in 1998 with the goal of character recognition [68]. To train the DL model to learn the in-depth features present within an image, LeCun et. al. used 2D Convolutional Neural Networks (2DCNN) as network units responsible for transforming the input data in parts to highlight any fundamental features present within the image. Therefore, as shown in Figure 15, a single filter or kernel convolves over the pixels of the original input to reproduce a response map that highlights certain features while suppressing others according to the kernel’s initialization.

As 2DCNNs are typically used for image processing [68], 1D Convolutional Neural Networks are used for signal processing where the kernel is instead convolving over the input data in the direction of time. This results in the dot product between the
extracted patch within each window stride and the kernel is taken as a convolution to produce a transformed output. Chollet et. al. describes the properties needed to perform a 1D convolution: the kernel length size, stride, kernel initialization, and activation function \[60\].

For a 1DCNN implementation, the number of kernels, or filters, is first established. Conventionally, a temporally-based input dataset is organized with timestamps as the dataset’s second axis is the shape = (row = samples, column = time, depth = features) \[60\]. Using the Keras API, the filter’s considered samples and features (rows, depth) matches the shape of the batched input dataset with only the filter’s length, or considered time-period (columns), being adjustable as the 1D kernel size parameter \[69\]. Once the number of filters and time period over which to perform the convolution are chosen, the kernel is initialized with values recommended by Glorot et. al. chosen from a uniform distribution over the range [-limit, limit] where limit is given by the following relation:

\[
\text{limit} = \sqrt{\frac{6}{\text{fan}_{\text{in}} + \text{fan}_{\text{out}}}}
\]

where the \text{fan}_{\text{in}} and \text{fan}_{\text{out}} parameters are equivalent to the number of input and output units, respectively \[70\] \[69\]. The 1DCNN then performs a non-causal convolution signified by the default valid padding parameter and mathematically equivalent to cross – correlation shown in Equation 24 where the 1DCNN layer \(x\) of length \(n\) applies a kernel \(h\) of length \(k\) with stride \(s\) \[71\].

\[
y = \begin{cases} 
\sum_{i=0}^{k} x(n+i)h(i), & \text{if } n = 0 \\
\sum_{i=0}^{k} x(n+i+(s-1)h(i), & \text{otherwise}
\end{cases}
\]

(24)

The non-causal designation signifies the assumption of no temporal dependence
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between the output and input data. This assumption is applied as a default within the 1DCNN layer as traditional implementations using the mathematical non-causal correlation have shown no-change to greater performance improvement over the causal mathematical convolution. Physically, the 1DCNN is analogous to the filters applied within traditional signals analysis \[71\] e.g. a band-pass filter. Traditional implementations of 1DCNNs have been used in applications ranging from standard time-series based classifications \[72\] to sentence classification \[73\].

### 2.5 Multimodal Approaches

One of the primary concerns in implementing DL classification algorithms is that incorporating domain fidelity, feature interdependence, and data fusion into models is still in infancy \[74, 75\]. Because of the complexity within multimodal and multisensory data, it becomes difficult to build a network that optimizes both the analysis of individual signal contributors and their dependencies without a significant amount of information loss. This challenge limits the overall generalizability of a network and biases outputs to address only certain input features.

Historical multimodal approaches to classification tasks have ranged from combining data from similar sensors (e.g. imagery analysis) to data from completely different phenomenologies (e.g. magnetic and acceleration). Hostettler et. al. determined that the fusion of signals from a magnetometer and accelerometer with different sampling rates for vehicle tracking activity is feasible with stochastic particle filtering \[76\]. However, the paper also recommends that both phenomenologies are used for vehicle tracking as the fusion of both phenomenologies allows for a lower error (Root-Mean-Squared-Error 'RMSE') throughout the trials. Piramanayagam et. al. applied data concatenation prior to processing multi-sensor images with a convolutional neural network and found that data fusion earlier in the network performed
better than or equal to data fusion later in the network [77]. Anguita et. al. used a support vector machine (SVM) ML model with multi-sensor accelerometer and gyrosopic data to classify six different types of human activity ranging from walking to laying down with >89% classification accuracy [78] from which Brownlee created a multi-headed 1DCNN and achieved similar accuracy [79]. These approaches either filled the unknown relations between signals through stochastic approaches [76], used comparable signals fused in more optimized manners [77], or analyzed the individual features per signal for an overall classification [79]. Furthermore, Koch designed a One-Shot Learning Network with parallel branches which is referenced to construct this project’s multi-phenomenology DL model [80]. The primary recommended model presented within this project (Section 4.3) is developed in accordance with the use of magnetic and acceleration signals recommended by [76], the use of a Convolutional Neural Network by [77], the human activity classification through a multi-headed 1DCNN by [78, 79], and the parallel DL configuration presented by [80].
III. Data

3.1 Description

3.1.1 Data Collection Locations

Data sets 1 and 2 are used for method development and the collection details were reported by Goldblum [81]. These data sets were collected using multi-phenomenological, packaged, ‘Merlyn’ sensors positioned at the Oak Ridge National Laboratory (ORNL) High Flux Isotope Reactor (HFIR) and the McClellan Nuclear Research Center (MNRC) Training, Research, and Isotope Production General Atomics (TRIGA) Reactor. As such, this document refers to the first data set as the HFIR data set and the second data set as the MNRC data set. A subset of the available data was used in this analysis. Specifically, the HFIR Cycle-484 [82] collection from 8 January 2019 to 1 February 2019 was selected to be representative of HFIR operations, and a continuous 24-hour period collected on 17 August 2020 was selected as representative of MNRC operations. There are twelve Merlyn nodes stationed around the HFIR and five Merlyn nodes around the MNRC; both sensor layouts are illustrated in Figure 16. Further discussion of the Merlyn sensor is provided in Section 3.1.2.

For both the HFIR and MNRC, detailed operational logs exist through the Multi-Informatics for Nuclear Operations Scenarios (MINOS) venture [84]. As these two reactors are very different facilities, the operational logs are used to determine operational classification labels for machine learning pursuits. For binary operation (On/Off) determination, the labels are one-hot encoded, or classified with respect to the overall power level of the NFC facility. The HFIR Off:0 label corresponds to a power $\leq 7\%$ and On:1 label corresponds to a power $> 7\%$; the MNRC Off:0 label corresponds to a power $\leq 2.5\%$ and On:1 label corresponds to a power $> 2.5\%$ [81]. The HFIR research reactor operates at a 85 MW steady-state ($\sim 5.95$ MW On/Off
Figure 16. Locations of the (a) 12 multi-sensory platforms around the HFIR at Oak Ridge National Laboratory and (b) 5 multi-sensory platforms around the MNRC in Davis, CA [81, 83]

classification boundary) with a different surrounding environment than the MNRC TRIGA research reactor operating at a 2 MW steady-state (~ 0.05 MW On/Off classification boundary) with high-power pulsing capability. While it is anticipated that there may be some degree of similarity between the operational signatures within the data sets, notable differences exist due to the different environments, reactor parameters, and power-level classification boundaries. This research explores whether
these differences may be overcome to produce generalized ML and DL models. The existence of facility operational logs allows the testing accuracy of the applied models to be assessed, providing a quantitative performance metric for model transferability between facilities within similar steps of the nuclear fuel cycle.

Previous analysis has shown that the performance of ML models is dependent on sensor location when fitting to the HFIR operations [83]. Therefore, the HFIR Node 9 location, shown in Figure 16, was chosen for this research. Furthermore, as it is near the HFIR’s cooling towers (Figure 17), the dominating detected phenomenologies are expected to be generated from the same source and correlated to reactor operations. The MNRC Node 4 location was chosen as the most comparable point for comparison because this location historically resulted in higher ML performance metrics [85].

![HFIR cooling tower located at Node-9](image)

**Figure 17.** HFIR cooling tower located at Node-9 [85].

### 3.1.2 Merlyn Multimodal Sensor Platform

The Merlyn multi-phenomenological detector system (Figure 18) was designed by Special Technologies Laboratory and deployed by the University of Berkeley, California Complexity Group [83]. Each detector records GPS, magnetic field (3-axis),
acceleration (3-axis), pressure, temperature, light (red-green-blue), and proximity at a 16 Hz sampling rate with synchronized time stamps. This project explores the magnetic field and acceleration phenomenologies with units of microTesla (µT) and meters per second$^2$ (m/s$^2$), respectively.

Figure 18. The Merlyn multimodal detection platform measures multi-phenomenological signals simultaneously at a 16 Hz sampling rate [81].

3.2 Preliminary Work

3.2.1 Pre−Processing

Prior to feeding the data into the ML and DL models, the data were organized with respect to input shape and scaling. The data organization configurations for all the models are named either Traditional (Section 4.2.1) or Novel (Section 4.3.1) to indicate the difference in data organization when compared to typical DL implementations that are in accordance with DL package expectation [69]. Furthermore, as the models are implemented through the Scikit-learn (Sklearn) python package [86] for ML and the Keras application programming interface (API) [69] for DL, their processing, focus, and classification are dependent on how the data set is organized during input. The sub-parameters of applied models were adjusted accordingly to shift the focus of the network to highlight different parts of the input data. The scal-
ing of the data sets consisted of raw, standardized, and normalized transformations as no assumptions were made on the underlying data distributions. Subsequently, to reduce analysis time and conserve any hidden fundamental relationships between temporally-based data points, different sampling methods were tested. Within this project, the focus on magnetic and acceleration signals results in 6 total features for analysis from the 3-positional components per signal.

3.2.1.1 Sampling

Sampling was used in the ML models (Section 4.1) and multi-phenomenology DL model (Section 4.3). The single-phenomenology DL model (Section 4.2) used the entirety of the HFIR and MNRC data sets. Probability sampling methods are used in conjunction with non-parametric statistical tests for sample size determination. As a baseline for sampling, the On operational label is considered a ”success” within considering the observations from each data set as Bernoulli trials. Therefore, a conservative sample size based on the binomial test’s estimator for the probability of success results in equation 25, where $n$ is the sample size with respect to the On operational label success probability, $(z_{\alpha/2})^2$ is the z-score confidence level, and $D$ is the margin of error [87].

$$n = \frac{(z_{\alpha/2})^2}{4D^2}$$

This results in a sample size of ~384 for a 95% confidence level ($(z_{\alpha/2})^2 = 1.96$) and 5% margin of error. However, when sampling for a balanced data set or a data set where the classes are even, systematic-stratified sampling is used to conserve temporal relationships between sampled data and balance between the two sampled classes (On/Off). This is accomplished by first stratifying the data into two groups in correspondence with operational labels (On, Off) as shown in Figure 19. Treating these two groups as independent samples with corresponding success probabilities, the
Off-group has success probability $p_1$ corresponding to an observation being labeled off and the On-group has success probability $p_2$ corresponding to an observation being labeled on with respect to the entire data set. Within a balanced data set, the assumption is made that these two probabilities should be equivalent $p_1 = p_2$ with equivalent corresponding group sizes $n_1 = n_2$. Therefore, the sample size within a balanced data set is determined from the Pearson’s test for two success probabilities between Bernoulli trials shown in equation 26 where the sample size $m$ is equivalent to $n_1 = n_2$ and the other terms have the same definitions as in equation 25.

$$m = \frac{(z_{\alpha/2})^2}{2D^2}$$  \hspace{1cm} (26)
This results in a sample size of $\sim 768$ for a 95% confidence ($((z_{\alpha/2})^2 = 1.96$) and 5% margin of error. Systematic sampling, shown in Figure 20, is performed at an interval determined by the sample size from the aforementioned Pearson’s test for two success probabilities between Bernoulli trials with a 95% confidence interval and 5% margin of error. The resulting sampled data set is then used within a model.

Figure 20. For a balanced data set, a sample size of 768 is sufficient. However, to ensure a non data-starved model, 768 observations were taken sequentially at an interval from the Group 1: Off and Group 2: On operational labels indicated by the combined red and blue observations separated from the green observations, respectively.

or shuffled to prevent learning biases within non-causal models. Within trials that exclude datum from transient states, this systematic-stratified sampling procedure is narrowed from the entire data set to the middle 31.73% of data within each binary
(On/Off) operational state. The transient time-frames included positive, steady, then negative rates of change in reactor power level for the 'On' steady-state and vice-versa for the 'Off' steady-state (Section 3.2.2). Due to the abundance of data and to limit the potential for including datapoints within transient time periods, an adjustable subset of the middle 31.73% of data was chosen.

### 3.2.1.2 Scaling

Scaling transformations are applied with the Scikit-learn (Sklearn) python package for comparisons between signals on equivalent scales and input processing with no distribution-based assumptions. For all models, the data was processed with raw, standardized, and normalized scaling. Standardized scaling is implemented through Sklearn’s `StandardScaler()` function and normalized scaling is implemented through Sklearn’s `MinMax()` function. Although raw, standardized, and normalized scaling was tested, this writing describes the scaling that resulted in the best performance within each model.

### 3.2.2 Data Distribution

To determine the possibility of utilizing transfer learning for a given step of the nuclear fuel cycle, the HFIR and MNRC data sets were chosen as they differ temporally in distribution with respect to binary operations. Within these data sets, transient periods are defined as time frames where the operational label changes. As shown in Figure 21a, the HFIR data set was collected over a span of 24 days with 94% of the collection classified in the On operational state with only one transient period from the On state to the Off state. In contrast, Figure 21b illustrates that the MNRC data set was collected over a smaller time period of 24 hours with 25% of the collection classified in the On operational state with two transient periods: from the
'Off’ state to the 'On’ state followed by a period of 'On’ steady-state, and then from the 'On’ state to the 'Off’ state. The data sets were evaluated with and without the inclusion of transient states within the ML models (Sections 4.1.2 & 4.1.3), single-phenomenology DL model (Sections 4.2.2 & 4.2.3), and multi-phenomenology DL model (Sections 4.3.2 & 4.3.3) to garner an accurate performance assessment of the steady-state classification of binary operations. For the accuracy metric, a “coin flip’s” random chance (50%) is the fundamental baseline of performance comparison given the binary operations considered.

The contribution of each phenomenological component to the data sets’ overall distribution was measured through silhouette scores (described in Section 2.3.3). As this project’s primary recommended model utilized raw data to improve model performance (Section 4.3), the silhouette scores shown in Table 2 are calculated on the raw, un-scaled, HFIR and MNRC data sets. Each phenomenology (magnetic, acceleration) has components that correspond to their 3-axis (XYZ) directional feature. Therefore, Table 2 references these components with their abbreviated phenomenologies (Mag ≡ magnetic, Acc ≡ acceleration) and corresponding directional feature (X, Y, or Z).

Table 2. Sampled silhouette scores with raw data.

<table>
<thead>
<tr>
<th>Feature</th>
<th>HFIR</th>
<th>MNRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mag X</td>
<td>0.19</td>
<td>0.40</td>
</tr>
<tr>
<td>Mag Y</td>
<td>0.19</td>
<td>0.34</td>
</tr>
<tr>
<td>Mag Z</td>
<td>0.22</td>
<td>0.03</td>
</tr>
<tr>
<td>Mag 3-Axis</td>
<td>0.20</td>
<td>0.34</td>
</tr>
<tr>
<td>Acc X</td>
<td>0.1</td>
<td>0.40</td>
</tr>
<tr>
<td>Acc Y</td>
<td>0.03</td>
<td>0.34</td>
</tr>
<tr>
<td>Acc Z</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>Acc 3-Axis</td>
<td>0.02</td>
<td>0.22</td>
</tr>
<tr>
<td>All Features</td>
<td>0.20</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Because the majority of scores are near zero, these silhouette scores represent a sig-
Figure 21. Binary operational (On/Off) label distributions of the (a) HFIR data set collected over 24 days and (b) MNRC data set collected over 24 hours where the label 1 corresponds to the *On* state and the label 0 corresponds to the *Off* state.

significant overlap between On/Off binary operational states within each reactor’s data set, separately. However, these scores also illustrate that the training data from the HFIR data set has less clustering separation between operations than the testing data from the MNRC data set, as demonstrated by HFIR scores being closer to zero when compared to MNRC scores. This implies that a model should be able to distinguish clustering separability more effectively on the MNRC data set. Furthermore, the
magnetic phenomenology was able to distinguish more separation between states relative to the acceleration phenomenology in both data sets. For the HFIR data set, the consideration of both phenomenologies lowers the maximum silhouette score from 0.22 (Mag Z) to 0.20. Similarly, within the MNRC data set, the consideration of both phenomenologies lowers the maximum silhouette score from 0.40 (Mag X or Acc X) to 0.34. Therefore, due to the silhouette score results and Brinker et. al.’s analysis, the magnetic phenomenology is selected for models that use only one phenomenology.

Additionally, Principal Components Analysis (PCA) was performed on the phenomenological components of the test data set from the MNRC to determine which phenomenologies and components dominate. Figure 22 shows the percentage of variance explained within the MNRC test data set through a choice of 3-principal sub-components in a bi-phenomenology data set of six overall components (3-axis magnetic and acceleration). Three principal sub-components were chosen on the assumption that one phenomenology and its corresponding 3-axis directional sub-components would dominate the measurements dependent on scaling transformations used within the model and phenomenological amplitude dependence described in Sections 2.1.1 & 2.1.3. Furthermore, as will be explained in future work (Section 5.2), the choice of 3-principal sub-components allows for models to highlight the assumed inter-dependencies between the phenomenologies (Section 1.4) during different scaling transformations. Within raw data, Figure 22 shows that 3-principal sub-components explain 100% of the variance within the data. The sub-component correlations are determined with respect to the PCA analysis’ loading vectors shown in Table 3. The 3-principal components are most correlated with the magnetic phenomenology. Correspondingly, the first principal component (PC) is most explained by the magnetic phenomenology in the X-direction (Mag-X), the second PC is most explained by the magnetic phenomenology in the Z-direction (Mag-Z), and the third PC is most ex-
explained by a negative correlation in the Y-direction (Mag-Y). Due to the overall test data set’s correlation with the magnetic phenomenology, in addition to the results founded by Brinker et. al. [13], this project’s trials principally use the magnetic phenomenology as the primary signal for single-phenomenology ML and DL analysis.

![PCA Analysis](image)

**Figure 22.** PCA indicates that 100% of the MNRC data is explained by three features out of the six total features considered.

**Table 3.** In reference to Figure 22, PCA shows that the three dominant features correlate to the magnetic phenomenology within the raw MNRC data set.

<table>
<thead>
<tr>
<th>Feature</th>
<th>PC-1</th>
<th>PC-2</th>
<th>PC-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mag-X</td>
<td>0.92</td>
<td>0.09</td>
<td>-0.37</td>
</tr>
<tr>
<td>Mag-Y</td>
<td>-0.37</td>
<td>0.41</td>
<td>-0.83</td>
</tr>
<tr>
<td>Mag-Z</td>
<td>0.08</td>
<td>0.91</td>
<td>0.41</td>
</tr>
<tr>
<td>Acc-X</td>
<td>-0.001</td>
<td>0.001</td>
<td>0.00</td>
</tr>
<tr>
<td>Acc-Y</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.001</td>
</tr>
<tr>
<td>Acc-Z</td>
<td>0.003</td>
<td>-0.00</td>
<td>0.001</td>
</tr>
</tbody>
</table>
IV. Methodology & Results

4.1 Machine Learning (ML): Single-Phenomenology (SP) Trials

4.1.1 ML Methodology

To determine a baseline metric against which transfer-learning accuracy can be compared, ten ML algorithms were utilized by training on the HFIR data set and testing on the MNRC data set. The data were sampled in accordance with the systematic-stratified sampling described in Section 3.2.1.1 with raw, standardized, and normalized transformations defined in Section 3.2.1.2 and organized in the Novel Configuration as shown in Section 4.3.1 without the use of batches or mini-batches. Sklearn accepts this configuration with features along the columns and corresponding samples along the rows [65]. Furthermore, as described in Section 3.2.2 the silhouette scores were calculated using the binary operational labels per phenomenology and 3-axis vector components to statistically determine intra-label overlap. The following mix of supervised and unsupervised ML algorithms utilized Sklearn’s `fit()` and `predict()` functions to train on the HFIR data set and test on the MNRC data set in determining a baseline accuracy for identifying facility operational status with respect to NFC transfer learning applications [86]:

- Random Forest/Random Forest Regressor
- K-Means
- Density-Based Spatial Clustering of Applications with Noise (DBSCAN)
- Logistic Regression (LR)
- Linear Discriminant Analysis (LDA)
- K-Nearest Neighbors (KNN)
• Classification and Regression Trees (CART)

• Naive Bayes

• Support Vector Machine (SVM)

• Principal Components Analysis (PCA)

To approximate a baseline on how ML performs on each facility, eight primary machine learning algorithms were trained and validated separately between facility data sets as shown in Figure 23 [86]. K-Fold Cross-Validation was used with five splits, random shuffling, and a seed of 87 to determine validation accuracy. All of the ML models were implemented using Sklearn’s default parameters [86] except for the SVM kernel which was set to linear and the K-Means number of clusters which was set to two. All of the algorithms performed significantly above coin-flip accuracy (>50%) across both data sets. Furthermore, in accordance with Section 3.2.2 all the models performed significantly higher (>80%) on the MNRC data set than that of the HFIR data set. Similar results were found with standardized and normalized scaling within both data sets. This shows that use of ML without hyper parameter tuning yields well-fit models and high-performance metrics given a single facility of interest.

Although the ML algorithms have high performance metrics using magnetic phenomenology data limited to individual facilities, this does not address the transferability of these models to separate, like-type facilities (transfer learning) through comparable performance metrics. To the author’s knowledge transfer learning has not been accomplished using nuclear reactor operations. Therefore, the same ML algorithms are applied within the next section to address the overall focuses of transfer learning and multi-phenomenology.
Figure 23. Training and validation performance of eight ML algorithms using the 3-axis magnetic phenomenology on the (a) HFIR dataset and (b) MNRC dataset yielded high-accuracies significantly above a coin-flip (>50%) across both data sets.
4.1.2 ML-SP Results: Steady & Transient State

All ten ML algorithms listed in Section 4.1.1 were examined for transfer learning ability through training on the HFIR data set and testing on the MNRC data set with supervised learning algorithms (Random Forest/Random Regressor, LR, LDA, KNN, CART, Naive Bayes, SVM) or unsupervised learning algorithms (K-Means, DBSCAN). The trials used only the magnetic phenomenology and included transient states present in the sampled datasets. However, none of the algorithms performed significantly above a ‘coin-flip’ accuracy (> 50%) except for K-Means as shown in Figure 24.

Figure 24. Labels resulting from K-Means using the standardized single-phenomenology (magnetic) MNRC testing dataset. Green represents the correct label classification; red represents incorrect label classification.

Figure 24 illustrates the accuracy of binary operational states determined by the ML K-Means algorithm based on the 3-axis magnetic phenomenology when trained on standardized, magnetic phenomenology samples from the HFIR data set and tested on standardized, magnetic phenomenology samples from the MNRC data set. Using the Sklearn library [86], the K-Means algorithm is fit through the \( \text{fit}() \) function and the experience (Section 2.3) gained from learning the training data set’s intra-
clustering distances is used through the predict() function to determine the label of each MNRC observation. The binary classification performance metrics are as follows:

- Accuracy: 0.678
- F1-Score: 0.583
- Precision: 0.83
- Recall: 0.45

Despite a significant overlap within the On and Off operational states (silhouette score of 0.29), the ML algorithm was able to classify 67.8% of the sampled MNRC dataset correctly. Based on the precision metric, the model is able to effectively classify 83% of the identified On states. However, according to the recall metric, the model only identifies 45% of the total On observations within the data set. The model’s misclassification of the binary states is represented in the confusion matrix illustrated in Figure 25.

![Confusion Matrix](image)

Figure 25. Using the standardized, sampled magnetic-phenomenology from the MNRC data set, the K-Means algorithm mis-classifies observations with truth labels in the On operational state more often than observations in the Off operational state.
4.1.3 ML-SP Results: Steady State

In order to assess the potential origin of the misclassification and adjust the classification threshold between \textit{On} and \textit{Off} states, the ML algorithms were applied to datasets where the transient states were excluded in order to enhance the separability between operational states. However, despite this change, none of the algorithms performed significantly above a “coin-flip” accuracy of 50% except for K-Means and DBSCAN. For trials with standardized samples, both K-Means and DBSCAN performed with clustering metrics significantly above 50%, and DBSCAN also performed well within trials with normalized samples.

Figure 26 illustrates the accuracy of binary operational states determined by the ML K-Means algorithm based on the 3-axis magnetic phenomenology through training on standardized, steady-state, magnetic phenomenology samples from the HFIR dataset and testing on standardized, steady-state, magnetic phenomenology samples from the MNRC dataset. The binary classification metrics are as follows:

- Accuracy: 0.805
- F1-Score: 0.762
- Precision: 0.98
- Recall: 0.62
Figure 26. Labels resulting from K-Means using the standardized single-phenomenology (magnetic) MNRC testing dataset. Green represents the correct label classification; red represents incorrect label classification.

Due to the removal of transient states, a decrease in overlap of the operational states was seen (silhouette score of 0.56). Consequently, the ML algorithm was able to classify 80.5% of the sampled MNRC dataset correctly. Although the overlapping labels within Figure 26 show misclassifications concentrated within the On state, based on the precision and recall metrics, the model performs better at identifying the majority of On states, accurately classifying 98% of the identified On states. This indicates a significant improvement in the performance metrics when compared to the metrics in Section 4.1.2. This model’s confusion matrix is represented in Figure 27.
Figure 27. The Confusion Matrix for K-Means Predicted Labels w/standardized sampled steady-state, magnetic-phenomenology MNRC dataset is a significant improvement above the metrics resulting from the inclusion of transient states.

Overall, the model performs better in all metrics when considering only the steady-state operations. As a result, a significant portion of K-Mean’s initial mis-classification can be attributed to transient state mis-classification.

When excluding transient states, DBSCAN also performed substantially above a coin-flip accuracy on both normalized and standardized data scaling with the magnetic phenomenology. Contrary to K-Means, however, DBSCAN is completely unsupervised and therefore did not train on the HFIR dataset. Through the Sklearn `fit_predict()` function [86], DBSCAN was implemented only on the sampled MNRC data set. Furthermore, the performance metrics from DBSCAN must be interpreted differently due to the DBSCAN’s process in determining labels. DBSCAN worked in accordance with the hyper-parameters determined from the resulting K-Nearest Neighbors (KNN) distances from two neighbors as shown in Figure 28.
Figure 28. The NearestNeighbors algorithm with normalized sampled steady-state, magnetic-phenomenology from the MNRC data set determines that $\epsilon = 0.027$ is the optimized hyperparameter for DBSCAN at $n=2$ resulting from the maximum curvature within the graph.

This algorithm allows the distance-based epsilon hyper-parameter to be determined from the place of maximum curvature on the distance graph. After determining $\epsilon = 0.027$ and $min_{points} = 2$, the intra-clustering observation density was then used to determine operational state classification as shown in Figure 29.
Figure 29. DBSCAN implemented with standardized sampled steady-state, 3-axis magnetic-phenomenology from the MNRC dataset determined a number of samples from which the two most dense samples are colored in red and blue. Smaller groupings are colored in green, orange, brown, and yellow. This highlights the separation detailed by the cluster’s silhouette coefficient of 0.56, resulting in an clustering metric of 89.9%.

As DBSCAN is not forced to cluster data into two groups, performance metrics such as precision and recall are challenging to obtain for binary classification. The predicted labels per observation are determined through a direct comparison between true operational labels and DBSCAN labels from which only a pseudo-accuracy metric is reported. A significant separation between the On and Off states was found as shown by the calculated silhouette coefficient of 0.56. DBSCAN was able to cluster 89.9% of the samples from the standardized MNRC dataset. The 89.9% pseudo-accuracy metric is not a true measure of the classification correctness as the unsupervised nature of DBSCAN permits the reverse interpretation of its predicted labels - e.g. 0:On, 1:Off - thereby requiring a heuristic to label each cluster. Rather, this
metric represents how well DBSCAN clusters states of interest from the MNRC. Similar results are obtain with normalized scaling. A greater separability in operational states, 0.68 Silhouette Score, was observed with a clustering metric of 86.1% shown in Figure 30 Therefore, as both DBSCAN and K-Means are distance-based algorithms, the concept of distance metrics is considered within the DL models described in the next sections.

Figure 30. DBSCAN implemented with normalized sampled steady-state, 3-axis magnetic-phenomenology from the MNRC dataset determined a number of samples from which the two most dense samples are colored in red and blue. Smaller groupings are colored in green, orange, brown, and yellow. This highlights the separation detailed by the cluster’s silhouette coefficient of 0.68, resulting in an clustering metric of 86.1%.
4.2 Deep Learning (DL): Single-Phenomenology (SP) Trials

4.2.1 DL Methodology: Traditional Configuration

In order to determine if transfer learning can be achieved through a direct signature comparison between reactors, a single-phenomenology bi-headed 1D-Convolutional Neural Network (1DCNN) was constructed with the DL TensorFlow package and Keras API \cite{88, 69}. This network was trained and validated on the HFIR data set prior to testing on the MNRC data set. The data were not sampled, but were scaled with raw, standardized, and normalized transformations as described in Section 3.2.1.2.

The input organization for the Traditional configuration consisted of organizing the data per phenomenology with 3-axis vectors within rows, components separated in depth, and corresponding observations in columns as shown in Figure 31. As Keras’ 1DCNN accepts a 3D configuration, this input shape in (row, column, depth) format is (batch size, timesteps, features) \cite{69}. Historical implementations have used this configuration in 1D Convolutional Neural Network (1DCNN) implementations \cite{78}. When processed by a 1DCNN, Figure 31 illustrates the goal of the input shape is to focus on all features or, in this case, 3-axis vectors (XYZ) simultaneously while convolving over a given time period. As described in Section 2.4.1, the kernel matrices within a 1D-Convolutional Neural Network are initialized randomly. Therefore, as the vector components are stacked depth-wise per timestep, each kernel simultaneously considers each observation as a tensor of 3-axis vectors from which the initializations highlight the magnitude of the X, Y, or Z vectors prior to sliding the window across to the next observation tensor in a loop until the end of the mini-batch, completing a convolution. Each time a mini-batch is processed through the 1DCNN, the weights and biases of the network are updated. The Traditional configuration is only used for the DL single-phenomenology model within this project.

As shown in Figure 32, the single-phenomenology DL model has two input heads
or branches that share the same weights and biases. The network’s construction was
designed with reference to Koch and Brownlee [80, 79], but the network parameters were changed to accompany this project’s transfer learning goal. Furthermore,
the *Traditional* naming convention signifies the input data shape configuration (Section 4.2.1) and how the Same/Not-Same parameter performs as a matching function
between branch labels [89]. This Same/Not-Same parameter is in agreement to the
functionality of the equivalence gate or Exclusive-Not-Or (XNOR) logic gate shown
in Table 4.

<table>
<thead>
<tr>
<th>Table 4. The Same/Not-Same Equivalence Gate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input 1</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
</tbody>
</table>
Figure 32. This network is comprised of two branches or heads within which the information of the input data is transformed for training the shared weights between each branch or for predicting labels during testing applications.

Per input branch, the data is passed through the first 1DCNN which performs convolutions over the 1D (temporal) space through a kernel size of 4, kernel depth of 3 (3-axis XYZ vectors), stride of 1, 64 filters, and relu activation function. The data is then passed through the second 1DCNN with the same parameters as the first. The Dropout layer then deactivated 50% of the nodes as a regularizing parameter to prevent the model from overfitting. With a pooling size of 2 and stride of 1, the Max Pooling layer then takes the maximum value of remaining tensors two at a time. The data is flattened to be sent to 500 fully-connected nodes within the dense layer, each with a relu activation function. The Manhattan distance is calculated within the lambda layer between the tensors resulting from the 500 nodes of each branch. This resulting tensor is mapped to a prediction node with a sigmoid activation function. During training, then the corresponding truth labels corresponding to the input data are passed into each branch, resulting in the network’s adjusted weights and biases learning characteristic signatures. However, during testing, truth labels are
only passed into the top branch and the model predicts the bottom branch’s binary operational labels from the last prediction node.

Within this project, using only the HFIR Node 9 location and MNRC Node 4 location, the traditional configuration is trained using the 3-axis (XYZ) magnetic phenomenology from the HFIR prior to testing the performance of the network in predicting the binary operational labels of the MNRC data set. Therefore, the network’s training is conducted on the HFIR’s magnetic phenomenology passed into both input branches. The network’s testing is conducted with the HFIR’s magnetic phenomenology passed into the top branch and the MNRC’s magnetic phenomenology passed into the bottom branch. The following sections describe the transfer learning training and testing of the single-phenomenology DL model using raw HFIR and MNRC data. Additional trials were performed with additional input data transformations (standardized, normalized) and resulted in lower performance metrics.

### 4.2.1.1 Single-Phenomenology Training

To build a model that can recognize the magnetic field signal characteristics of binary reactor operations, the single-phenomenology DL model is trained on the HFIR data set collected at the Node-09 location shown in Figure 16 with only the magnetic phenomenology as shown in Figure 33. All three-axis vectors (XYZ) of the magnetic phenomenology are passed into each branch in the traditional configuration (Section 4.2.1) with each 3D input shape = (batch size = 2,330,957, timesteps = 16, channels = 3) along with the corresponding binary operational state labels. The HFIR data set is sampled at 16 Hz. Therefore, the input shape allows each batch to represent 1 second of data. Due to the 1DCNN non-causality, the second branch of the network is shuffled prior to entering the network, providing a balanced representation in both the Same/Not-Same metric and binary operational states. Furthermore, this
Figure 33. HFIR Signals are passed into both branches of the network during training along with the corresponding truth labels. This network then matches and labels the observations between branches using the Same/Not-Same metric resulting in a pre-trained network for testing applications.

Randomized shuffling aims to prevent any training biases, strengthening the network’s ability to recognize similar signals with different reactor operational states such as during transient operations. The network is trained and validated on all 37,295,312 observations of the collection during HFIR Cycle-484. The validation set uses the latter 25% of the input data through the validation_split function from Keras [69] with accuracies approaching 100%. This network was trained with a batch size of 500 for 10 epochs using an ADAM optimizer with a learning rate of 0.001.

4.2.1.2 Single-Phenomenology Testing

As the network’s testing relies on matching test-data signal characteristics to known pre-trained characteristics representative of reactor operations, the testing phase inputs the HFIR data set’s magnetic signal within the top branch to match with the MNRC data set’s magnetic signal within the bottom branch as shown in Figure 34.
Ranging from 0 to 1, the matching metric is determined through a probability per observation resulting from the prediction node’s sigmoid function when generated through the Keras `predict()` function [69]. The observations within the probability distribution are attributed to Same/Not-Same labels through a classification boundary at 0.5. When an MNRC observation is found to match (Same:1) the known signal’s pre-trained characteristic signature within the simultaneously passed HFIR observation, the MNRC observation is then labeled with the HFIR signal’s operational label. Conversely, if the MNRC observation is found to not match (Not-Same:0) the known signal’s characteristic signature, then the MNRC observation is then given the opposite operational label with respect to the HFIR signal’s operational label. The accuracy, F1-Score, precision, and recall metrics are calculated by comparing the predicted labels to the truth labels of each MNRC observation.

![Diagram of Same/Not-Same testing framework for the traditional bi-headed 1DCNN using the MNRC data set compared to the HFIR data set using single-phenomenology magnetic 3-axis data.](image)

Figure 34. Same/Not-Same testing framework for the traditional bi-headed 1DCNN using the MNRC data set compared to the HFIR data set using single-phenomenology magnetic 3-axis data.
4.2.2 DL-SP Results: Steady & Transient State

Modeled after historical input data organization and parallel network Same/Not-Same metric parameters [78, 79], the bi-headed 1DCNN single-phenomenology DL model establishes a baseline for testing the concept of transfer learning through DL algorithms. The network uses magnetic-phenomenology signals batched in \( \frac{1}{16} \) second increments. This results in a (row, column, depth) training dataset input shape of (233,0957, 16, 3) and testing dataset input shape of (86,244, 16, 3). Compiling the model using the Keras API [69] results in the model summary shown in Figure 35. This summary matches the network described in Section 4.2.1 and Figure 32 where each layer is contained within the sequential layer of the Keras summary.

![Table Example](https://via.placeholder.com/150)

**Figure 35.** The single-phenomenology DL model was built through the Keras API [69] with two branches indicated by `input_1` and `input_2`. This information is passed through the model’s sequential layers prior to the conjoining lambda layer and `dense_1` prediction node.

Probing the output Manhattan distances determined by the network’s lambda layer during testing shows a roughly bi-modal distribution between distances within Figure 36. As these distances are projected onto a sigmoid function to determine predicted label states, the separation between clusters suggests the possibility of clustering operational states. However, as the peaks of the separated clusters are multi-
modal, this suggests a level of confusion may be present if classification is conducted based on the Manhattan distances.

![Figure 36](image)

**Figure 36.** The true-density histogram of resultant Manhattan Distances shows a separation between two slightly bi-modal clusters which indicates a possibility for classification.

The Same/Not-Same metric distribution resulting from the Manhattan distance’s projection onto the sigmoid function is shown in Figure 37a. As described in Section 4.2.1, this metric represents the probability of the MNRC test datum’s operational label matching (Same:1) the HFIR datum’s operational label of the other branch. The probability distribution shows a concavity with the center around 12.0 hrs. As this metric compares the HFIR magnetic observations to the MNRC magnetic observation, with the assumption of a classifier boundary at 0.5 applied manually and resulting from the K-Means ML algorithm for comparison (Figure 37a). When compared to Figure 37b, the two largest clusters (0.0-16.0 hrs and 16.0-24.0 hrs) within the probability distribution appear to correspond to the binary operational truth labels of the MNRC. However, the classification boundary implemented at a probability of 0.5 results in a significant mis-classification in binary operational states biased towards the mis-classification of observations with 'On' truth labels and
the following performance metrics:

- Accuracy: 0.697
The single-phenomenology DL model was able to classify 69.7% of the MNRC dataset correctly. Based on the precision metric, the model is able to effectively classify 43.1% of the identified \textit{On} states. However, according to the recall metric, the model identifies 70% of the total \textit{On} observations within the data set. The model’s confusion between the binary states is represented in the confusion matrix illustrated in Figure 38.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure38.png}
\caption{The model often misclassifies the observations with \textit{Off} truth labels of the MNRC data set more than observations with \textit{On} truth labels.}
\end{figure}

This mis-classification may result from the combination of a lack of data cleaning or filtering and the inclusion of transient states, as was the case in Section 4.1.3.
4.2.3 DL-SP Results: Steady State

In order to prevent further confusion and adjust the classification threshold between $On$ and $Off$ states, the single-phenomenology DL model was applied with the same parameters as mentioned in Section 4.2.2; however, the transient states were excluded from the HFIR and MNRC data sets without sampling through an adjustable middle 31.76% data subset in accordance with Section 3.2.1.1 to enhance the separability between operational states.

Referring to the HFIR comparison’s operational status data illustrated in Section 3.2.2, the operational labels are determined through a 0.7 classification boundary as large observation ranges (e.g. inclusion of outliers) skew the probability distribution, resulting in low separation between clusters. Therefore, a classification boundary applied at 0.7 (Figure 39a) resulted in the best performance metrics when compared to the results in applying the boundary elsewhere. These metrics show a significant mis-classification in binary operational states biased towards the classification of observations with $Off$ truth labels (Figure 39b). This results in the following performance metrics:

- Accuracy: 0.742
- F1-Score: 0.566
- Precision: 0.402
- Recall: 0.960

Without the inclusion of transient states, the single-phenomenology DL model was able to classify 74.2% of the MNRC dataset correctly. Based on the precision metric, the model is able to effectively classify 40.2% of the identified $On$ states. However, according to the recall metric, the model identifies 96% of the total $On$ observations
within the data set. The model’s confusion between the binary states is represented in the confusion matrix illustrated in Figure 40.

Overall, the model performs better in all metrics, except for a slight performance reduction in precision, when considering only the steady-state operations. As a result,
a significant portion of the single-phenomenology DL model’s initial mis-classification can be attributed to the confusion presented within transient state classification. However, the vast majority of the mis-classification remains unattributed and may result from a lack of data cleaning or filtering. At this time, background measurements and filtered phenomenologies of binary reactor operational states are unavailable.

4.3 Deep Learning (DL): Multi-Phenomenology (MP) Trials

4.3.1 DL Methodology: Novel Configuration

Taking into account historical multimodal implementations described in Section 2.5 to determine if transfer learning can be achieved through the use of multiple phenomenologies between reactors, the multi-phenomenology DL model was constructed with the DL TensorFlow package and Keras API [88, 69]. This network was trained and validated on the HFIR data set prior to testing on the MNRC data set using
the 3-axis magnetic and acceleration phenomenologies from both data sets. The data were sampled in accordance with Section 3.2.1.1 and were scaled with raw, standardized, and normalized transformations as described in Section 3.2.1.2. The best performance metrics arose using the raw transformation and therefore, will be the principal transformation presented.

The input organization for the Novel configuration consists of organizing the data per phenomenology with the 3-axis vector components within columns and the corresponding observations in rows as shown in Figure 41. For 3D configuration, this input shape in (row, column, depth) format is (batch size = timesteps, features, 1). Historical implementations primarily use this configuration to process data into ML models without the use of mini-batches [65] as in Section 4.1.

![Figure 41](image)

Figure 41. The Novel configuration results in the unravelling of 3-axis vector components when compared to the Traditional configuration. This allows each vector component per phenomenology to be analyzed individually prior to model calculation.

However, when processed into a 1D CNN, Figure 41 illustrates how the input shape is the projection of the XYZ 3D tensor onto a 2D input plane. This projection provides
the option for each vector component to be considered individually during convolution within a given sequence of time. Furthermore, as convolutional neural networks have historically been used for image processing applications \[90\], this configuration’s 3D to 2D projection is analogous to how an image is the projection of a 3D figure with unit-vector dimensions of \((\hat{x} = \text{width}, \hat{y} = \text{height}, \hat{z} = \text{depth})\) onto 2D pixels with dimensions \((\text{width, height})\). These 2D pixels have traditionally been analyzed with discernment along the red, green, and blue (RGB) color sequence in groups of images, leading to the traditional configuration input shape of \((\text{batch size} = \# \text{ of images}, \text{row} = \text{width}, \text{column} = \text{height}, \text{depth} = \text{RGB})\). Within this configuration, the image’s dimensions of width and height are analogously equated to a signal’s physical 3-axis vector \((\text{XYZ})\) dimensions with unit-depth magnitude. The image’s depth of RGB colors are equated to unit-depth magnitude as the signal does not have a comparable physical discernment. This equates to the Novel configuration’s input shape of \((\text{batch size} = \text{timesteps}, \text{row} \& \text{column} = \text{3-axis vectors (XYZ)}, \text{depth} = 1)\).

As shown in Figure 42, similar to the single-phenomenology traditional configuration, the multi-phenomenology DL network has two input heads that share the same weights and biases. Except for the 1DCNN layers’ kernel size parameter set to 1 and the Max Pooling parameter set to 2, all other model parameters remain the same. This has the effect of allowing the 1DCNN kernel to convolve over each positional vector individually as opposed to the simultaneous vector convolution shown within the single-phenomenology DL model (Section 4.2.1). However, this model differs both in its data input organization and the Same/Not-Same parameter determination.

Because the input data for this configuration is systematically sampled with a subset size in accordance with the non-parametric Pearson’s test to preserve processing and analysis time, the input shape is organized to allow the network to perform convolutions over the 3-axis (spatial) vectors \((X,Y,Z)\) within the input signal, pre-
Figure 42. The multi-phenomenology DL model’s network is the same as the single-phenomenology network except for the data input configuration and Same/Not-Same metric functionality.

serving information from the inter-dependency between signal components within the original signal as much as possible. The Same/Not-Same parameter is also changed from the traditional approach of performing as a matching algorithm to directly representing the binary reactor operational states per observation. Rather than the Same/Not-Same parameter being synonymous with Match/No-Match, this parameter is configured as Same = On (1) and Not-Same = Off (0). This metric change implies that observation pairs simultaneously input into each head must have the same collection timestamp. Therefore, contrary to the single-phenomenology network, the bi-headed multi-phenomenology network requires a minimum of two phenomenologies from the same detector platform at a time. Subsequently, the novel network’s training, validation, and testing is performed using the magnetic and acceleration phenomenologies.
4.3.1.1 Bi-Phenomenology Training

The multi-phenomenology DL model is trained on the magnetic and acceleration phenomenologies from the HFIR data set collected at the Node-09 location shown in Figure 16a. These phenomenologies have simultaneous timestamps and therefore the same operational state and truth labels. As shown in Figure 43, the 3-axes of both phenomenologies are input into the network in the top and bottom branches with the Same/Not-Same metric now configured to pass binary operational truth labels into the network. The goal of the training process is to learn the Manhattan distance between phenomenologies within latent space to determine operational labels in the event that the single-phenomenology traditional DL model mis-classified in transfer learning scenarios due to fundamental label thresholds and differences in reactor power levels, operations, and environments as discussed in Section 1.4.

Figure 43. Using only the HFIR data set, the network is trained using the 3-axis magnetic signal in the upper branch and 3-axis acceleration signal in the lower branch concurrent with the simultaneous binary operation truth labels.
4.3.1.2 Bi-Phenomenology Testing

With pre-trained weights, the testing phase of the novel network can be used to assess the transferability of identified signal characteristics for the magnetic and acceleration phenomenologies, regardless of facility, operational, or environmental differences. Therefore, as the network was trained on the operational labels corresponding to the Manhattan distances within the bi-phenomenology latent-space projection, testing on the MNRC data set consists of processing the magnetic and acceleration phenomenologies sampled only at the MNRC. As shown in Figure 44, the signals are fed into the network with the goal of projecting them onto the same latent space used during training. This projection acts as a comparable medium between the HFIR and MNRC to assess signatures that correspond to binary operations. Thus, the \textit{Lambda} layer calculates the Manhattan distances within the latent space from which predictions on these distances are made to determine facility operations.

![Diagram](image.png)

**Figure 44.** Using only the MNRC data set, the pre-trained network is tested using the 3-axis magnetic signal in the upper branch and 3-axis acceleration signal in the lower branch prior to predicting the operational labels of the MNRC.
In an attempt to decrease the amount of information loss and the analysis time while testing the feasibility of transfer learning, the Novel configuration differs from the Traditional configuration (Section 4.2.1) through the input dataset organization and the definition of the Same/Not-Same metric (Section 4.3.1). Therefore, as shown in Figure 45, compiling the model with the Keras API [69] results in changing the shapes that are used within the ‘input_1’ and ‘input_2’ layers from [(None, 16, 3)] to [(None, 3, 1)], matching the network presented in Figure 42. The network uses non-parametric sampled magnetic and acceleration phenomenology signals with balanced classes batched in 2-second increments (32 observations, 16 Hz sampling rate) for an initial HFIR training input shape of (1538, 3, 1) and MNRC testing input shape of (1539, 3, 1).

Figure 45. The multi-phenomenology DL model was built through the Keras API [69] with two branches indicated by input_1 and input_2 with different shapes than the Traditional configuration. This information is passed through the model’s sequential layers prior to the conjoining lambda layer and dense_1 prediction node.

<table>
<thead>
<tr>
<th>Model: &quot;model&quot;</th>
<th>Output Shape</th>
<th>Param #</th>
<th>Connected to</th>
</tr>
</thead>
<tbody>
<tr>
<td>input_1 (InputLayer)</td>
<td>[(None, 3, 1)]</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>input_2 (InputLayer)</td>
<td>[(None, 3, 1)]</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>sequential (Sequential)</td>
<td>(None, 500)</td>
<td>36788</td>
<td>input_1[0][0] input_2[0][0]</td>
</tr>
<tr>
<td>lambda (Lambda)</td>
<td>(None, 500)</td>
<td>0</td>
<td>sequential[0][0] sequential[1][0]</td>
</tr>
<tr>
<td>dense_1 (Dense)</td>
<td>(None, 1)</td>
<td>501</td>
<td>lambda[0][0]</td>
</tr>
<tr>
<td>Total params: 37,289</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trainable params: 37,289</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-trainable params: 0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.3.2 DL-MP Results: Steady & Transient State

Probing the output Manhattan distances determined by the network during testing shows a bi-modal distribution between distances in Figure 46. Compared to the
network’s traditional single-phenomenology counterpart shown in Figure 36, the Manhattan distances from the novel multi-phenomenology network have less separation between center peaks, but result in very little spread within each mode. This lack in spread suggests the possibility of greater clustering between operational states when compared to the single-phenomenology outputs.

![Bi-Headed 1DCNN (Novel) Manhattan Distances](image)

**Figure 46.** The output Manhattan distances from the bi-phenomenology testing show a bi-modal distribution with very little spread in each mode.

The Same/Not-Same metric distribution resulting from the multi-phenomenology network’s projections of the Manhattan distance outputs onto the sigmoid function is shown in Figure 47a. This metric does not signify the XNOR equivalence gate as explained in Section 4.2.1. Instead, the metric represents the probability of the MNRC test datum’s label being classified in the ‘On’ state. Similar to the single-phenomenology distribution, the probability distribution resulting from the multi-phenomenology network shows a concavity within its center around 12 hrs with peaks arising early and late in the distribution around 0.0 hrs and 24.0 hrs.

A classification boundary implemented at a probability of 0.5 is shown in Fig-
Figure 47. The predicted binary operational probability distribution of the (a) MNRC data set with a classification boundary applied at a probability of 0.5 and (b) the accuracy of predicted MNRC truth labels where green represents the correct predictions and red represents the incorrect predictions.

Figure 47a. In accordance with the predicted label probability distribution’s density, a classification boundary applied at a 0.5 probability results in the majority of data
between 0.0 and 16.0 hrs classified in the \textit{Off} state and the majority of data between 16.0 and 24.0 hrs classified in the \textit{On} state. As shown in Figure 47b, green colored labels represent an accurate prediction of the MNRC datum’s operational state and red colored labels represent an inaccurate prediction of the MNRC datum’s operational state. The majority of inaccuracies or mis-classifications are between 0.0-3.2 hrs, 16.0-18.0 hrs, and 22.4-24.0 hrs. These mis-classifications match the time period distributions identified as \textit{transitory states} in Section 3.2.2.

As a result, the following performance metrics are computed:

- Balanced Accuracy: 0.841
- F1-Score: 0.851
- Precision: 0.802
- Recall: 0.905

The multi-phenomenology DL model was able to classify 84.1\% of the MNRC dataset correctly. Based on the precision metric, the model is able to effectively classify 80.2\% of the identified \textit{On} states. According to the recall metric, the model identifies 90.5\% of the total \textit{On} observations within the data set. The model’s confusion between the binary states is represented in the confusion matrix illustrated in Figure 48.
Figure 48. The confusion matrix shows that the multi-phenomenology DL model misclassifies observations with truth labels in the *Off* operational state.

The confusion matrix shows that the model tends to mis-classify datum with truth labels in the *Off* operational state. With reduced mis-classification errors from the multi-phenomenology model when compared to the single-phenomenology model, the multi-phenomenology model has a higher predictive capability using the MNRC test data set’s binary operations. The higher performance metrics of the multi-phenomenology model when compared to the single-phenomenology model suggests that the use of bi-phenomenologies allows the Manhattan distance metric used during classification to preserve inter-phenomenology information for dynamism and noise robustness. Furthermore, a majority of mis-classifications occur in transient operations, suggesting a path forward to improve the model performance.
4.3.3 DL-MP Results: Steady State

To test how much the inclusion of transient states as defined in Section 3.2.2 affect the multi-phenomenology model’s performance, the sampling was adjusted from the entire dataset to the middle 31.73% of datapoints within each binary state as described in Section 3.2.1.1. The multi-phenomenology model for these trials is the same as summarized in Section 4.3.2 and Figure 45. The Manhattan distances determined by the network during testing shows a bi-modal distribution between distances, shown in Figure 49. Compared to the Manhattan distance distribution output by the multi-phenomenology model with the inclusion of transient states, Section 4.2.2, there is a greater separation between center peaks without a significant increase in the spread of each peak. This increased separation indicates a possibility of greater fidelity to determine a classification boundary when compared to the boundary resulting from the inclusion of transient state data.

![Bi-Headed 1DCNN (Novel) Manhattan Distances](image)

**Figure 49.** The exclusion of transient states has resulted in a bi-model distribution of the output Manhattan distances.
Figure 50. With the exclusion of transient states, the predicted binary operational probability distribution of the (a) MNRC data set with a classification boundary applied at a probability of 0.6 and (b) the accuracy of predicted MNRC truth labels where green represents the correct predictions and red represents the incorrect predictions.

The binary operational label distribution resulting from the network’s projections of the Manhattan distance outputs onto the sigmoid function is shown in Figure 50a.
Similar to the boundary implemented in Section 4.2.3, the operational labels are determined through a 0.6 classification boundary as large observation ranges (e.g. inclusion of outliers) skew the probability distribution, resulting in a translated separation between clusters. Therefore, a classification boundary applied at 0.6 resulted in the best performance metrics when compared to the results in applying the boundary elsewhere. The classification accuracy of this boundary is represented in Figure 50b. 'Green' colored labels represent an accurate classification when compared to the MNRC truth labels, and 'red' colored labels represent inaccuracy or misclassification when compared to the MNRC truth labels. Subsequently, the following performance metrics are computed:

- Accuracy: 0.994
- F1-Score: 0.993
- Precision: 0.996
- Recall: 0.990

With the exclusion of transient states, the multi-phenomenology DL model was able to classify 99.4% of the MNRC dataset correctly. According to the recall metric, the model identifies 99.0% of the total *On* observations within the data set and, according to the precision metric, effectively classify 99.6% of the identified observations. These metrics show that the vast majority of the test data is accurately classified. The resulting confusion matrix is shown in Figure 51.
Figure 51. The confusion matrix shows that the multi-phenomenology DL model rarely mis-classifies observations.

With respect to the entire sampled test dataset, there is almost a 50-50 split between the model’s performance in the determination of $Off$ (49.81%, 0.19% error) and $On$ states (49.55%, 0.45% error) with very little error. The accuracy represents a 99.4% multi-phenomenology model prediction capability of the MNRC dataset’s steady-states. Similarly, all associated metrics (F1, Precision, Recall) are have substantially high accuracies, with the majority of inaccuracies being attributed to external factors and limitations described in Section 1.4.
V. Conclusion

5.1 Research Conclusions

<table>
<thead>
<tr>
<th>Transfer Learning Summary</th>
<th>With Transient</th>
<th>Without Transient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML-SP</td>
<td>67.8%</td>
<td>80.5%</td>
</tr>
<tr>
<td>DL-SP</td>
<td>69.7%</td>
<td>74.2%</td>
</tr>
<tr>
<td>DL-MP</td>
<td>84.1%</td>
<td>99.4%</td>
</tr>
</tbody>
</table>

This research shows that within transfer learning scenarios between nuclear fuel cycle facilities the use of multi-phenomenology data with deep learning (DL) models results in higher predictive capabilities, robustness to noise, and a less than or equivalent size data set when compared to the use of single-phenomenology data in either machine learning (ML) models or DL models. The goal of this research was to test the effectiveness of utilizing multi-phenomenology (acceleration, magnetic) data within predicting the binary operations (On/Off) of an unknown test reactor after training the model on an operationally known reactor as described in Objective 1 (Section 1.3). As such, each model was trained and validated on a data set collected at the High Flux Isotope Reactor (HFIR) facility prior to testing the model’s predictive capabilities on a data set collected at the McClellan Nuclear Research Center (MNRC) facility. The binary operational states were one-hot encoded with 0:Off and 1:On. Within each data set, transient states were also identified to be excluded in latter testing. Three principle configurations are identified and reported in this text as machine learning utilizing the 3-axis magnetic single-phenomenology (ML-SP), deep learning utilizing the 3-axis magnetic single-phenomenology (DL-SP), and deep learning utilizing both the 3-axis magnetic and acceleration multi-phenomenologies (DL-MP). As shown in Table 5.1, the DL-SP trials performed better in predictive accuracy during the trans-
fer learning binary classification for MNRC operations in both the inclusion (84.1%) and exclusion (99.4%) of transient states.

Within the ML-SP implementation, systematic-stratified sampling was utilized for both the HFIR and MNRC data sets to re-balance the binary classes prior to being passed into 10 assorted supervised and unsupervised ML algorithms within python’s Sklearn ML package [65]. Each data set was organized with the columns representing features and rows representing observations in accordance with Sklearn’s expected inputs [65] (Section 4.3.1). Training and validating ML algorithms on each facility separately resulted in significantly (>50%) high accuracies indicating the ability for ML to adequately fit and predict the embedded signatures that correspond to binary operations within each facility’s data set. The implementation of transfer learning with the 3-axis magnetic phenomenology by fitting to the HFIR data set and predicting the MNRC data set resulted in high performances with the K-Means and DBSCAN algorithms. Standardization scaling for K-Means and both standardization and normalization scaling for DBSCAN resulted in the best model performance. As shown in Table 5.1, the highest ML-SP trials resulted in a 67.8% predictive accuracy with the inclusion of transient states and a 80.5% accuracy (+12.7%) with the exclusion of transient states. Therefore, as machine learning techniques are typically used for their ease of implementation, ability to work with smaller data sets, and fast processing times, the ML-SP results support the potential use of ML for transfer learning applications between similar facilities within the nuclear fuel cycle (NFC). However, as both K-Means and DBSCAN are clustering algorithms, a semi-supervised approach is recommended for direct cluster-to-label attribution. Furthermore, due to both the lack of fine-tuning within each algorithm and the performance difference between the inclusion and exclusion of transient states, the ML-SP implementation establishes a proof-of-principle baseline for the use of artificial intelligence (AI) models
within the NFC transfer learning scenario.

The DL-SP model was implemented without sampling through the Keras API [69]. Each data set was organized with the columns representing observations, rows representing temporal space, and depth representing features in accordance with Keras’ expected inputs [69] (Section 4.2.1). The implementation of transfer learning with the 3-axis magnetic phenomenology by fitting to the HFIR data set and matching pre-trained HFIR signatures to the MNRC signatures for prediction resulted in substantial (>50%) performances with un-scaled data. As shown in Table 5.1, the highest DL-SP trials resulted in a 69.7% predictive accuracy with the inclusion of transient states and a 74.2% accuracy (+4.5%) with the exclusion of transient states. These metrics support the potential use of DL for transfer learning applications between similar facilities within the nuclear fuel cycle (NFC). However, as deep learning techniques typically require larger data sets, fine tuning, and slower processing times, the ML-SP model is recommended when compared to the DL-SP model. Furthermore, due to both the lack of fine-tuning within the model parameters and the performance difference between the inclusion and exclusion of transient states, the DL-SP implementation establishes a potential for robustness to signatures that are not of interest and a proof-of-principle baseline for the use of DL models within the NFC transfer learning scenario.

In order to address the classification confusion within the single-phenomenology models, the DL-MP model combined the attributes of both the ML-SP and DL-SP models through utilizing the same sampling and same data organization as the ML-SP trial (Section 4.3.1), while also utilizing the same structure within the DL-SP model. However, rather than matching phenomenological signatures as described in the DL-SP model, the implementation of transfer learning with the un-scaled 3-axis magnetic and acceleration phenomenologies were passed separately into each parallel
branch of the network. Furthermore, each observation was labeled with respect to binary reactor operation rather than whether or not observations between branches match. This allows the network to fit the HFIR data set through training on the corresponding binary operation’s latent space projection of the magnetic signal with respect to the acceleration signal. During testing, the pre-trained HFIR latent space projection is used to predict the operations associated with the MNRC projection. As shown in Table 5.1, the highest DL-MP trials resulted in a 84.1% predictive accuracy with the inclusion of transient states and a 99.4% accuracy (+15.3%) with the exclusion of transient states. These metrics support the potential use of multi-phenomenological data coupled with DL for transfer learning applications between similar facilities within the nuclear fuel cycle (NFC). Furthermore, the combination of sampling technique and data organization from the ML-SP trial paired with the DL-SP model allows for faster processing times and the potential for increased robustness. Therefore, the DL-MP model is recommended when compared to either of the single-phenomenology models.

### 5.2 Future Work

The work presented in this writing accomplishes Objective 1 from Section 1.3 through recommending the use of deep learning coupled with multi-phenomenological data (DL-MP) within NFC transfer learning applications. However, as all models used within this research lacked fine-tuning, specific equipment attribution, and data cleaning, the recommendations presented within this writing are based on the establishment of proof-of-principle concepts and potential applications. Furthermore, as the specific equipment attribution to operational signatures was not established, Section 1.4, the distance-dependence of these signals as described in Objective 2 of Section 1.3 was not established as the source of these signals remain unattributed.
As a result, the future work of this project includes the following:

- The collection of additional data at further distances to better determine the distance-dependence of phenomenologies and accomplish the second objective of this research, Section 1.3.
- The testing of both ML and DL model parameters to enhance model capacity, goodness of fit, and robustness to noise with the inclusion of transient time periods.
- The analysis of data with respect to frequency space for the ability to attribute signatures to specific equipment.
- The implementation of additional phenomenologies to test the robustness and applications of both objectives within this research, Section 1.3.
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Deep Learning Approach to Multi-phenomenological Nuclear Fuel Cycle Signals for Nonproliferation Applications
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In order to reduce the time required for data analysis and decision-making relevant to nuclear proliferation detection, Artificial Intelligence (AI) techniques are applied to multi-phenomenological signals emitted from nuclear fuel cycle facilities to identify non-human readable characteristic signatures of operations for use in detecting proliferation activities. Seismic and magnetic emanations were collected in the vicinity of the High Flux Isotope Reactor (HFIR) and the McClellan Nuclear Research Center (MNRC). A novel bi-phenomenology DL network is designed to test the viability of transfer learning between nuclear reactor facilities. It is found that the network produces an 84.1% accuracy (99.4% without transient states) for predicting the operational state of the MNRC reactor when trained on the operational state of the HFIR reactor. In comparison, the best performing traditional ML single-phenomenology algorithm, K-Means, produces a 67.8% prediction accuracy (80.5% without transient states).
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