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Abstract

All military and commercial aircraft must undergo frequent visual inspections

in order to identify damage that could pose a danger to safety of flight. Currently,

these inspections are primarily conducted by maintenance personnel. Inspectors must

scrutinize the aircraft’s surface to find and document defects such as dents, hail

damage, broken fasteners, etc.; this is a time consuming, tedious, and hazardous

process. The goal of this work is to develop a visual inspection system which can be

used by an Unmanned Aerial Vehicle (UAV), and to test the feasibility of this system

on military aircraft. Using an autonomous system in place of trained personnel will

improve the safety and efficiency of the inspection process. Open-source software

for coverage path planning (CPP) is modified and used to create a path from which

the UAV can view the entire top surface of the aircraft. Simulated and experimental

flight testing is conducted to validate the generated paths by collecting imagery, flight

data, and coverage estimates. Simulation is also used to predict UAV performance

for an inspection of a full-size aircraft. Analysis shows that multirotor UAVs are a

viable inspection platform for military aircraft.

iv



Table of Contents

Page

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Research Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Research Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

II. Background and Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1 Coverage Path Planning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 Target Environment and Decomposition . . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 Exact Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.3 Approximate Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.4 Viewpoint Planning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.5 Path Planning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Path Following Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Related Inspection Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3.1 Aircraft Inspection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.2 Structural Inspection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

III. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1 Test Item Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.1 3DR X8+ Coaxial Octorotor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1.2 Experimental Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.3 Ground Control Station . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.4 Communication Links . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.5 Programming Platforms and Middleware . . . . . . . . . . . . . . . . . . . . 34

3.2 Simulation Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Coverage Path Planning Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3.1 Complex Structure Coverage Path Planner . . . . . . . . . . . . . . . . . . . 38
3.3.2 Search Space Path Planner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.3 CPP Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.4 Experimental Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Test Plan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

v



Page

IV. Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.1 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1.1 Path Following . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1.2 Imagery and Coverage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.1.3 Battery Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.1.4 Autonomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.2 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.1 F-15 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2.2 F-35 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2.3 Simulation Imagery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.3 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

V. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3 Final Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

vi



List of Figures

Figure Page

1 Target Environment [1] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Types of Cellular Decomposition [1] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3 Trapezoidal and Boustrophedon Decomposition [2] . . . . . . . . . . . . . . . . . . 11

4 Approximate Decomposition [2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

5 Search Space Depiction [3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

6 Comparison of Carrot Chasing, PLOS, NLGL, and
NLGL+ [4] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

7 Comparison of Lookahead, NLGL, PLOS, and Vector
Field [5] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

8 Comparison of Backstepping, Feedback Linearization,
3D-NLGL, and 3D Carrot Chasing [6] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

9 Multirotor UAV and inspection path used in [7] . . . . . . . . . . . . . . . . . . . . . 22

10 Comparison of Coverage Paths by [8] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

11 Path Primitive Sampling for Viewpoint Generation [9] . . . . . . . . . . . . . . . 26

12 3DR X8+ Coaxial Octorotor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

13 Scale F-15 Model Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

14 Imagery Blur Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

15 Gazebo Simulation Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

16 Inspection Path Visualized in RViz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

17 Search Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

18 Search Space Connections and Search Tree . . . . . . . . . . . . . . . . . . . . . . . . . 46

19 Inspection Paths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

20 0.4 m Experimental Flight Path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

21 1 m Experimental Flight Path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

vii



Figure Page

22 2 m Experimental Flight Path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

23 3 m Experimental Flight Path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

24 2 m Continuous Experimental Flight Path . . . . . . . . . . . . . . . . . . . . . . . . . 64

25 3 m Continuous Experimental Flight Path . . . . . . . . . . . . . . . . . . . . . . . . . 65

26 Fuselage of F-15 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

27 Vertical Fin of F-15 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

28 3 m Experimental Flight Imagery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

29 2 m Experimental Flight Imagery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

30 1 m Experimental Flight Imagery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

31 0.4 m Experimental Flight Imagery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

32 Magnified 0.4 m Experimental Flight Imagery . . . . . . . . . . . . . . . . . . . . . . 73

33 3D Comparison of Experimental and Simulated
Inspection of F-15 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

34 2D Comparison of Experimental and Simulated
Inspection of F-15 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

35 2D Comparison of Experimental and Average of
Simulated Inspections of F-15 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

36 3D Results of F-35 Noncontinuous Inspection Simulation . . . . . . . . . . . . . 81

37 2D Results of F-35 Inspection Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 82

38 2D Averaged Results of F-35 Inspection Simulations . . . . . . . . . . . . . . . . . 83

39 3D Results of F-35 Continuous Inspection Simulations . . . . . . . . . . . . . . . 84

40 2D Averaged Continuous Results of F-35 Inspection
Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

41 Comparison of Simulated and Experimental F-15
Inspection Imagery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

42 Simulated F-35 Inspection Imagery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

viii



List of Tables

Table Page

1 Launch File Changeable Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2 Experimental Flight Test Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3 Experimental Flight Location Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4 Experimental Flight Path Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5 Experimental Imagery Analysis Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6 Comparison of Experimental and Average Simulated
Flight Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

7 Average Flight Data for F-35 Inspection Simulations . . . . . . . . . . . . . . . . 82

ix



Aircraft Inspection by Multirotor UAV Using Coverage Path Planning

I. Introduction

Advancements in Unmanned Aerial Vehicle (UAV) technology have allowed drone

utilization to expand from a niche community of enthusiasts to a wide array of com-

mercial applications. One of the fields that UAVs have potential for growth in is

aviation maintenance. Visual inspections of aircraft are required in order to identify

defects such as lightning strikes, dents, and corrosion. This inspection is typically

performed by one or more trained human inspectors using ladders or other ground

support equipment (GSE) to view all portions of the aircraft. It is a lengthy process

and must be performed regularly in order to deem the aircraft safe for flight.

Robots have been assisting in the inspection process for years in order to the

reduce the time and the cost of this routine maintenance. A climbing robot for

wing inspection was proposed in 2005 [10]. In 2013 a French company introduced

Air-Cobot, a ground-based autonomous drone for aircraft inspection [11]. UAVs

controlled by human operators have also provided live video feeds that can be analyzed

by experts on the ground. Another French company called Donecle debuted a UAV

in 2018 that could autonomously fly around an aircraft for the purposes of identifying

lightning strikes [12].

The implementation of an autonomous aerial vehicle would be a boon to the effi-

ciency and safety of aviation maintenance. Conducting inspections with UAVs would

reduce inspection time and cost, eliminate fall and slip hazards for human inspectors,

and allow companies to build and store digital profiles on individual aircraft with

imagery of each inspection [13].

1



1.1 Research Motivation

Currently, the visual inspection of aircraft is performed by qualified maintenance

personnel who walk under, around, and on top of the aircraft to identify and catalog

surface flaws. It is a time consuming, risky, and repetitive task for human inspec-

tors. The Department of Defense (DOD) is interested in using autonomous UAVs to

improve the safety and efficiency of the aircraft inspection process. Multirotor UAVs

are uniquely suited to inspection tasks due to their small size, maneuverability, and

ability to carry a range of sensors. They are currently being used in the inspection

of bridges [14] [15], oil fields [16], power transition lines [17], and other civil infras-

tructure [18]. In these cases, the UAV provides a method of observing hard to reach

places that is more efficient than having a human visit the target site. For aircraft in-

spection, UAVs can reduce inspection times, decrease the risk of injuries to personnel,

and increase the accuracy of defect identification.

Leveraging the speed and maneuverability of multirotor vehicles to inspect aircraft

will drastically cut inspection times. Trained maintenance personnel spend hours each

week on visual inspections. UAVs following a path that minimizes distance traveled

would significantly reduce the amount of time spent scrutinizing aircraft for surface

flaws. An autonomous UAV with a capable autopilot and simple user interface would

be an easy system for anyone to use. No advanced qualifications would be required to

operate the UAV since it can fly itself. Having such a UAV perform routine inspections

would allow skilled maintainers to spend more time on technical work that cannot

be accomplished by an autonomous system. Aircraft would spend less time in the

hangar waiting to be fixed. This improved efficiency would reduce costs and improve

the operational readiness of the fleet.

The Air Force has had over 200 fall mishaps a year for the last four years at

airfields and there have been 15 fatalities and permanent disabilities due to falls since

2



2015 [19]. The Navy’s Fall Prevention Guide states that ”falls from elevation are the

leading cause of injuries and fatalities in the work place” [20]. Maintainers jeopardize

their safety every time they climb on top of an aircraft. Using UAVs to inspect the

aircraft would remove that fall risk and improve aviation safety.

An autonomous system could improve the accuracy of inspection as well. Running

the collected imagery through a machine learning algorithm to identify defects could

lower the instances of missing defects during an inspection. Human inspectors are

more likely to miss a defect rather than report a flaw where there is none [13]. A con-

servative identification algorithm could reduce the number of defect omissions, thus

potentially preventing a mishap. This is especially critical for stealth aircraft, as a

surface flaw could increase its radar signature and compromise its stealth capabilities.

1.2 Research Objectives

The primary goal of this research is to develop a system that allows a UAV to

autonomously inspect the top surface of an aircraft. In order to accomplish the overall

goal, several intermediate goals must be achieved. First, a coverage path planning

(CPP) algorithm must be developed that outputs a feasible and efficient inspection

path that covers the desired portion of the aircraft. For this thesis, the specified

coverage area is the entire top surface of the aircraft, to include the vertical fins.

Additionally, the goal for the inspection flight time of an F-35 sized aircraft is 10

minutes or less. With an inspection path created, the second step is to show that

the path meets the specified requirements by flying it with a multirotor UAV in a

simulation environment. Finally, a proof of concept flight will be flown in a lab with

a scaled model of an aircraft.

The following is a summary of the approach used to accomplish the goals stated

above. First, a survey of CPP techniques and recent aircraft inspection research was

3



conducted. An open source CPP algorithm created by Almadhoun et al. [21] [8] was

selected and modified to fit the needs of this thesis. The performance of the CPP

algorithm was tested first in simulation. A representative simulation environment was

developed in Gazebo [22] that incorporates open source autopilot software in order

to create realistic flight conditions. A multirotor UAV and a model of the target

aircraft were loaded into the simulation environment, and the UAV flew the path

generated by the CPP algorithm. The simulated UAV’s performance was analyzed

and any necessary changes to the CPP algorithm were made in order to achieve the

goal metrics.

Next, a multirotor platform and sensor were chosen to fly a real-world proof of

concept flight by inspecting a scale aircraft model. Flight testing was conducted in

the AFRL Indoor Flight Lab at Wright-Patterson Air Force Base. Sensor data from

these flights was analyzed to ensure that the imagery was useful and the desired

coverage was reached. Autopilot flight data was analyzed to verify the path following

algorithm inherent in the open source autopilot was sufficient to accurately track the

CPP algorithm generated path.

1.3 Research Contributions

While research has been conducted on UAV aircraft inspection by other institu-

tions, no work in this vein is known to the author to have been sponsored by the

DOD. In the past, DOD research into aircraft inspection has come in the form of

improvements to non-destructive inspection (NDI) equipment [23] [24] and utilizing

augmented reality during the NDI process [25]. This thesis is the first published work

by the DOD known to the author that uses a UAV to visually inspect an aircraft.

This thesis makes the following contributions to DOD and AFIT research:

1. CPP Algorithm: An open source CPP algorithm was modified to improve

4



its usability. Documentation on the how the algorithm works, what specific

functions do, and a general user’s manual were written. Frequently changed

parameters such as model name and coverage percentage, previously hard coded

into various sub-functions, were changed to variables in the launch file, which

loads parameters dynamically at execution time. The path finding function was

adjusted to remove the possibility of returning to previously visited points in

the search space.

2. Simulation Environment: A method of integrating Mission Planner and

ArduPilot into Gazebo robot simulator is described that creates a realistic en-

vironment in which to test the CPP algorithm.

3. Data Collection Tools: Drivers that allow data collection and transmission

using Lightweight Communication and Marshalling (LCM) were modified to

work on a 32 bit companion computer. Python code was written that allows

for images from video feeds stored in LCM logs to be viewed and saved.

1.4 Thesis Organization

This thesis is broken down into five chapters. Chapter II provides an overview

of Coverage Path Planning (CPP) as well as summaries of relevant studies on au-

tonomous inspection. Chapter III details the specific algorithms used in this work

and the setup used in simulation as well as real-world experimentation. Chapter IV

presents the simulation results of the CPP algorithm on an F-35 and the experimental

results of the inspection of a 1
7

scale model F-15. Finally, Chapter V discusses the

conclusions drawn from this work and provides recommendations for future work.
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II. Background and Literature Review

This chapter provides a background in UAV coverage path planning, path follow-

ing, and the current state-of-the-art with respect to UAV inspection. An overview of

coverage path planning is presented in Section 2.1. Target area discretization tech-

niques, viewpoint planning, and path planning are covered in this section. Section

2.2 covers different path following algorithms, as well as recent papers that compare

the various path following techniques. In Section 2.3, recent work in the inspection

and coverage path planning fields are summarized and compared for usefulness to this

thesis.

2.1 Coverage Path Planning

A UAV must have the ability to determine feasible routes through the target en-

vironment, collect information about the target with a sensor, and accurately localize

itself in the environment to successfully inspect a complex structure. Coverage path

planning (CPP) is the process of creating a feasible path that contains a set of points

from which the UAV can view the entire target environment [1] [8]. CPP primarily

falls into two categories: model-based and nonmodel-based. In the first, a model of

the target is available, and the CPP uses the information in the target model to cre-

ate inspection waypoints and ensure complete coverage [8]. In non-model-based CPP,

the UAV explores the target environment and uses a technique like voxel occupancy

[26] or occlusion edges [27] to ensure target visibility [28]. Inspection missions typi-

cally take advantage of the a priori knowledge of the target by using a model-based

approach to CPP. A 3D mesh model of the aircraft considered in this thesis was

available, thus this thesis will also use a model-based approach. Further information

about non-model-based methods can be found in [28] [29] [30].
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The process of CPP can either be done online, while the UAV is flying its mission,

or offline, before the UAV takes off [31]. Online planners [32] [33] calculate the path

incrementally during flight, thus allowing for changes in the target environment. This

method of planning is well suited for a dynamic environment in which the target or

obstacles move. However, online planning becomes untenable for a complex environ-

ment due to the high computational cost. Offline planners [34] [35], on the other hand,

are good for missions with unchanging conditions and can handle complex environ-

ments. Additionally, given full knowledge of the target environment, offline planners

can find a global optimal solution. The approach outlined in this thesis uses an offline

planner, as we can assume a static environment, to find the shortest coverage path

[31].

The success of CPP algorithms can be judged in a variety of ways according to

the specifications of the mission. Some of the most commonly used performance

metrics are total path length, total mission time, quantity of turning maneuvers,

coverage percentage or coverage area, image resolution, and number of viewpoints

[1]. Total path length and mission time are often the highest weighted metrics due

to the limited endurance of UAVs. For example, Xu et al. [36] used both elapsed

time and path length to find an optimal path for terrain coverage. The number of

turns is also related to endurance. Maneuvering uses more energy, thus fewer turns

means more flight time. Energy aware paths have been a growing field of study, as in

[37]. Coverage completeness, measured by percentage or total area, is a trade off with

the total path length. 100% coverage would be ideal, but is not always possible due

to the UAV’s limited endurance. Image resolution is typically measured as ground

sampling distance (GSD), which corresponds to image quality and is defined as the

distance between pixels on the surface being imaged. The closer the UAV is to the

target, the higher quality resolution. However, being closer to the target also means
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a longer path to get the desired coverage percentage. This trade off is quantified in

the number of viewpoints a path requires. The exact weighting of these individual

metrics will depend on the UAV specifications and its mission requirements [1].

Offline model-based CPP is usually accomplished in three steps: decomposition,

planning, and execution [1]. The target environment is first identified and then dis-

cretized into smaller areas to improve computational and flight efficiency. Next, a

solution to the CPP problem is found based on specified performance metrics of the

mission. Once a path has been calculated, the UAV executes the mission using a path

following algorithm to accurately fly the reference path. The following subsections go

into further detail on the individual steps of CPP [1].

2.1.1 Target Environment and Decomposition

The target environment can be defined by its vertices [v1, ..., vi], the distance

between its vertices (edges) [e1, ..., ei], and the angle between the vertices [γ1,...,γi],

as shown in Figure 1 [1]. Obstacles, such as no-fly zones, towers, trees, etc, can be

similarly defined. An example of an obstacle, depicted as [u1, ..., ui], can be seen in

Figure 1. The variations on the size and shape of a target environment are infinite,

thus it is helpful to split complex shapes into smaller, simpler shaped cells through

decomposition.
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Figure 1: An example of a convex polygon target environment with an obstacle [1].

Once the target environment has been defined by its set of vertices, it can be

decomposed into smaller sections called cells. There are three primary methods of

cellular decomposition: no decomposition, approximate decomposition, and exact de-

composition [1]. Examples of different target environments broken up using these

three methods are shown in Figure 2. No decomposition is used for target environ-

ments that have simple shapes and can be covered easily with geometric patterns

like the back-and-forth, as shown in Figure 2a. The no decomposition method is too

simple for the work considered in this thesis, however Cabreira et al. [1] conduct a

detailed survey over the topic. Exact and approximate decomposition can be more

complex, and there are many ways to perform both. For example, Li et al. [38] broke

down the target environment into convex polygons that allowed the fewest turns,

while Valente et al. [39] used a grid based approach to determine a coverage path.

Both types of decomposition are detailed in the following sections.
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(a) No Decomposition (b) Exact (c) Approximate

Figure 2: Examples of cellular decomposition using the no decomposition, exact, and
approximate techniques [1].

2.1.2 Exact Decomposition

Exact and approximate decomposition both discretize the target environment into

cells, but differ in how the cells are created. Exact cellular decomposition breaks

the target environment into cells that, when put together, exactly match the target

environment [1] [40]. This method requires full knowledge of the target area, but

guarantees complete coverage. The two classical techniques for exact decomposition

are trapezoidal and boustrophedon [1] [2]. Trapezoidal is a simpler technique that

forms cell boundaries at every obstacle vertex, resulting in convex trapezoidal cells.

Boustrophedon uses only critical points, which are defined as obstacle vertices where

a line continues on both sides of the vertex, to determine cell boundaries [2]. Using

the boustrophedon method results in fewer cells compared to trapezoidal technique,

thus boustrophedon provides shorter coverage paths. A side by side comparison of the

two techniques is shown in Figure 3. More details on exact decomposition methods

can be found in the survey by Galceran and Carreras [2].

2.1.3 Approximate Decomposition

During approximate decomposition, the target environment is represented by a

set of simple, uniform cells as seen in Figure 4 [1]. Because the shape of the cells is
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(a) Trapezoidal (b) Boustrophedon

Figure 3: Example showing the cell and path differences between trapezoidal and
boustrophedon decomposition [2]. The octagon and triangle represent obstacles in
the target environment. Note how the use of critical points in 3b results in fewer
cells.

uniform, the cells are not able to exactly represent the target environment. The cell

size is based off of the required image resolution, sensor footprint, desired overlap, and

other mission imaging specifications. Typically the cells are squares, which results

in a grid that covers the target environment, but other shapes can be used. Each

cell also has information on whether the cell contains part of the target, an obstacle,

or empty space [2]. In Figure 4, the cells containing obstacles are blue while the

rest of the target environment is white. The resulting grid that overlays the target

environment can then be used to plan a path that covers the target. Additionally,

because the imaging requirements are built into the grids, the center of each grid

square can be used to be a waypoint to simplify the path finding problem [1] [2].

For 3D approximate decomposition, voxels are used instead of square cells [9] [41].

Voxels can be thought of as three-dimensional pixels or cubes that form a regular

grid. As with the 2D decomposition, voxels can be classified as either free, full,

or mixed depending on how much of the target occupies the voxel [41]. The free

voxels are then used to plan a path around the target environment. As an additional

benefit, the voxels can also be used to calculate the coverage attained by the sensor

at each viewpoint. This thesis uses 3D approximate decomposition to determine an
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Figure 4: An example of a discretized target environment using approximate decom-
position. Cells containing obstacles are in blue [2].

inspection path.

2.1.4 Viewpoint Planning

Viewpoint planning is the process of determining waypoints and corresponding

sensor angles that provide coverage of the target [3]. Viewpoints are typically calcu-

lated based on the sensor’s field of view (FOV), depth of field (DOF), and angle of

incidence. For 2D problems, like surveying a field, the problem is relatively straight-

forward. 3D problems, on the other hand, are more complicated due to the complex

target structures involved. For 3D viewpoint planning, the process is typically broken

into 3 steps: search space generation, viewpoint and viewing direction calculation,

and coverage optimization [3].

The search space consists of all the viewpoints that satisfy the specified constraints

[42]. For inspection missions, these constraints are the sensor’s FOV and DOF, which

is the area between the minimum and maximum effective focus distance of the sensor

[3]. FOV and DOF, depicted on the right side of Figure 5, determine what area is

visible to the sensor. A common technique for defining the search space is to dilate the

target area by both maximum and minimum sensor range, then take the difference of

the two to obtain the search space. This process is seen in Figure 5, where the green
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line represents the edge of the maximum DOF dilation, the purple line is the border

of the minimum DOF dilation, and the area between the two lines is the search space

[3].

Figure 5: Depiction of a search space adapted from [3]. The search space includes
the area between the green and purple lines. The distances of the green and purple
lines are set by the sensor’s maximum and minimum depth of field.

Once the search space is defined, the viewpoints and viewing directions can be

calculated. This can be accomplished through various techniques. Jing et al. [3]

randomly sample the search space to obtain viewpoints, then use a potential field

method to calculate a pointing direction for their gimballed camera. Scott [43] cre-

ates viewpoints by offsetting a specified distance from the target, then points the

sensor directly at the target. Tarbox and Gottschlich [44] surround the target with a

virtual sphere. Viewpoints are generated on the surface of that sphere with viewing

directions towards the center of the sphere. The result of any method is a set of

feasible viewpoints with corresponding viewing directions that have portions of the

target in the sensor’s FOV and DOF that are not occluded by other parts of the

target [3]. Optimizing which viewpoints to use for the inspection path can also take

many forms, and is described in the next section.
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2.1.5 Path Planning

Path planning is the process of finding a collision free route between a starting

and ending position [45]. Optimal path planning does the same while minimizing a

specified cost function. In the case of UAVs, these cost functions typically minimize

either total path length or energy usage as measured by number of turns. Once

the search space is populated with viewpoints, a path planner can be executed to

determine which of those viewpoints to add to the path. There are a wide variety of

path planning algorithms in the literature. For brevity’s sake, these algorithms are

not described in this literature review. Readers are directed to the surveys by Song

et al. [46], Yang et al. [45], and Radmanesh et al. [47] for detailed descriptions of

available path planners. In general, the coverage path planning can be separated into

two methods. A brief description and examples of each method are in the following

paragraphs.

The first method picks viewpoints by solving an art gallery problem (AGP). All

of the viewpoints in the search space are considered, and the minimum number of

viewpoints that can provide the desired coverage are chosen. Jing et al. [3] solve

the AGP by using combinatorial optimization. First, they generate a visibiliy matrix

that contains information about which viewpoints provide visibility of which portion

of the target. Then a set covering problem can be solved using the information in

the visibility matrix to find the minimum number of viewpoints that provide the

desired coverage [3]. Bircher et al. [48] implement a viewpoint sampling method

in their Structural Inspection Path Planner, but do not minimize the number of

viewpoints. Once the viewpoints are selected, path planning can be completed by

solving a Traveling Salesman Problem (TSP).

The second approach utilizes heuristics to attempt to optimize some other as-

pect of the path. When using the heuristic approach, viewpoint selection and path
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planning are computed concurrently. In these algorithms, the UAV typically has a

specified starting location, then adds viewpoints to the path based off a cost or reward

function. Song and Jo [49] apply an iterative Next Best View (NBV) approach to

maximize information gain for their path. Almadhoun et al. [8] created a CPP algo-

rithm that used expected model accuracy, path length, turning angle, and coverage

as heuristics. The end result of either the heuristic or AGP/TSP method is a feasible

route that allows sensor coverage of the desired area.

2.2 Path Following Algorithms

The task of accurately following the route calculated by the CPP is completed by a

path following algorithm. The goal of the path following algorithm is to minimize the

distance between the UAV’s position and the reference coverage path. The reference

path consists of a list of desired waypoints typically connected by straight lines,

but other connection methods could also be used [50] [51]. The algorithms use the

UAV’s current position, yaw, and pitch to calculate the commanded yaw and pitch

angles, with their corresponding rates, that cause the UAV to follow the reference

path [5]. Performance of a path following algorithm can be judged on a wide array of

metrics, some of the most common are travel time, mean distance to the path, and

computational cost [6].

There are multiple papers that compare path following algorithms for UAVs [4]

[5] [6]. A brief description of the algorithms considered in those papers is given in

this paragraph, and summaries of the papers are in the following paragraphs. Carrot

chasing is a technique that determines the closest point on the reference path to the

UAV, then moves a specified distance along the path to create a virtual target. The

UAV is then steered towards the target and the target location is updated [6]. Simi-

larly, Non-Linear Guidance Law (NLGL) creates a virtual target at the intersection of
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the reference path and a sphere with a specified radius around the UAV. Commanded

inputs are then calculated to move the UAV to the virtual target [6]. Lookahead is

another algorithm uses a virtual target a set distance ahead of the UAV to converge

with the path, but uses different gains to find the new angular velocities that will

drive it back to the path [5]. Vector Field surrounds the reference path with vectors

that show the movement required to get back on to the path [5]. Pure Pursuit Line

of Sight (PLOS) is a combination of Pure Pursuit, which attempts to steer the UAV

directly to a target on the reference path, and Line-of-Sight, which tries to move the

UAV to the closest point on the path [6]. Backstepping is a commonly used con-

trol method for non-linear systems that is based on Lyapunov theory [6]. It breaks

down the non-linear system in to less complex subsystems, designs controllers for

these subsystems, then steps back through the subsystems to combine the individual

controllers into the overall backstepping controller [52]. Feedback Linearization is

another commonly used approach for non-linear systems. This method converts the

non-linear system into an equivalent linear system so that a simpler linear control can

be applied [6].

A 3D comparison of Carrot Chasing, PLOS, NLGL, and NLGL+ (a modified ver-

sion of NLGL with improved yaw rate calculations) for a circular path was conducted

by Xavier et al. in 2019 [4]. Five metrics were used to judge the algorithms’ per-

formance: the Euclidian norm of the cross track error, and the average commanded

aileron, elevator, rudder, and throttle values. The last four were chosen to reflect the

aircraft’s control effort. Their comparison was conducted in the X-Plane simulation

environment using a Cessna 172SP, and the results of their simulations are shown in

Figure 6. They found that Carrot Chasing had the smallest error, followed closely

by NLGL+, but NLGL+ required slightly less control effort to follow the path. These

results suggest that both NLGL+ and Carrot Chasing are good options for path fol-

16



lowing algorithms. However, it must be taken into account that these results are

specifically for a loiter pattern flown by a fixed wing aircraft. The paths for aircraft

inspection are more complex than a circular orbit, so the results from this paper will

need to be carefully considered before applying them to an aircraft inspection mission

[4].

Figure 6: Comparison of Carrot Chasing, PLOS, NLGL, and NLGL+ by Xavier et
al. [4]. Simulation using a fixed wing aircraft in a circular orbit found that Carrot
Chasing (yellow) had the lowest error.

In a seperate study, Pelizer et al. conducted a comparison of Lookahead, NLGL,

PLOS, and Vector Field [5]. The algorithms were simulated in MATLAB using a

kinematic model that works for both fixed wing and multirotor aircraft. The reference

path was a tilted rectangle, as shown in Figure 7. The overshoot of the aircraft at

the corners of the rectangle is due to the aircraft having a constant velocity as well

as yaw and pitch rate limits. Total error and total computational cost were used as

metrics in the comparison. Their results show that PLOS has the lowest total error

and the least computational cost. Lookahead comes in close second place in terms of

both error and computational cost. The authors also note that Vector Field provides

17



a smoother path, and suggest that NLGL would perform better on a circular path.

While this paper considers only a simple rectangular path, the results are applicable

to the more complex inspection coverage paths because many local path planners

connect the coverage waypoints with straight lines [5].

Figure 7: Comparison of Lookahead, NLGL, PLOS, and Vector Field by Pelizer et al.
[5]. Simulation using a kinematic model applicable to both fixed wing and multirotor
aircraft showed that PLOS (red) had the least computational cost and lowest total
error.

Rub́ı et al. conducted a survey of a wide selection of path following techniques

and simulated four of them using a quadrotor dynamic model [6]. The algorithms

they simulated were Backstepping, Feedback Linearization, 3D-NLGL, and 3D-Carrot

Chasing. In simulation, they used a quadrotor to fly a helical path at a constant

velocity to compare the algorithms. Results were reported for steady state, transient

response, and with wind disturbances. For the steady state regime, the performance

metrics used to compare the algorithms were travel time, mean distance to the path,
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yaw error, mean velocity, and computational cost. All of the algorithms had small

path errors (less that 2 cm) for steady state, with Backstepping claiming lowest

error of 0.16 cm. Backstepping also had the lowest yaw error at 1.6 degrees, while

Feedback Linearization had the highest at 3 degrees. However, Backstepping was 57

times as computationally costly than the other three algorithms, and was the slowest

to complete the path.

To simulate the transient regime, the UAV’s X coordinate and initial yaw angle

were varied to see how quickly it converged to the path. Time to converge, distance

traveled while converging, control effort, and final convergence position were used

as performance metrics for the transient regime. Results from one of their transient

simulations are shown in Figure 8. Backstepping had the quickest stabilization time,

smallest path error, and shortest distance traveled before convergence. NLGL had

the poorest performance and had large oscillations that took a long time dampen out.

The control effort required by Backstepping and Feedback Linearization to get on the

path was significantly higher than the other two.

Overall, Backstepping had the best performance. It achieved the lowest path

error, the smoothest transient response, and was the most capable of handling dis-

turbances. However, it also was the most computationally expensive, required the

highest control effort to converge on the path, and had to fly slower in order to obtain

its increased accuracy. Carrot Chasing on the other hand required significantly less

computational and control effort while still achieving less than 2 cm steady-state path

error as well as good robustness and transient response. Additionally, Carrot Chas-

ing is more adaptable to different kinds of paths and only has one control parameter,

making it easier to implement than Backstepping. Rub́ı et al. recommend these two

techniques, Backstepping and Carrot Chasing, as the best ways to solve the path

following problem [6].
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Figure 8: Transient response comparison of Backstepping, Feedback Linearization,
3D-NLGL, and 3D-Carrot Chasing by Rub́ı et al. [6]. Backstepping (red) was found
to be the most accurate, but was computationally expensive. 3D Carrot Chasing
(green) was much less computationally heavy and still had good overall performance.

This thesis is using the stock ArduCopter path following algorithm, which is a

type of carrot chasing algorithm that uses a virtual target [53]. However, it may be

useful for follow on work to examine which external algorithm might be most useful

for inspection missions. Consideration must be given to the experimental setup of the

research by Xavier et al. [4], Pelizer et al. [5], and Rub́ı et al. [6] when comparing

their results. A fixed wing aircraft in an orbit was simulated by Xavier et al. [4],

Pelizer et al. [5] used a kinematic model applicable to both fixed wing and multirotor

aircraft to fly a path with straight lines and hard corners, and a helical path was

flown by a simulated quadrotor for the comparison by Rub́ı et al. [6]. The results

most relevant to the work in this thesis are those from Pelizer et al. as the inspection

will be flown by a multirotor along a path that will likely have hard turns. Thus,

the overall best suited path following algorithm for multirotor inspection missions is
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likely PLOS due to its low computational cost and small error.

2.3 Related Inspection Works

UAVs have been used in a wide range of inspection tasks, and the topic has

seen substantial progress in recent years. In addition to aircraft, UAVs have been

used to inspect solar farms [54], bridges [15], oilfields [55], and many more types of

structures. This section will review some of the recent coverage path planning and

inspection works for aircraft and structures. Section 2.3.1 describes recent research

on the inspection of aircraft, while 2.3.2 covers relevant work on the inspection of

other types of structures.

2.3.1 Aircraft Inspection

Papa and Ponte describe a the setup of a UAV to be used for visual inspection

[13]. They used an RC EYE One Xtreme, a micro-UAV quadcopter, with a low cost

Raspberry Pi Camera Module v2 for imaging. The authors also developed an Ul-

transonic Distance Keeper System (UDKS) to provide distance measurements. The

UDKS used four ultrasonic sensors mounted on the bottom of the UAV, along with

a 1D Kalman filter to smooth out the distance readings, to maintain a set distance

away from the target. Flight tests were conducted on various aircraft panels with

hail and lightning damage, during which they were able to verify the UDKS mea-

surements. During experimentation, the UAV was controlled manually via a nearby

ground control station (GCS). The authors also suggest that more UDKS sensors

could be used to measure both lateral and vertical distances away from the target to

provide additional safety backstops. Although this paper does not utilize coverage

path planning or path following, it provides a detailed description on the minimum

physical systems required for inspection. Papa and Ponte’s setup provides a basic
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format from which future UAV inspection work can deviate [13].

In another paper, Malandrakis et al. conduct a non-destructive inspection (NDI)

of an aircraft wing panel [7]. They used a Bebop 2 Power quadrotor outfitted with

a wide angle camera and ultraviolet (UV) torch, as shown in Figure 9a. They used

a liquid penetrant NDI technique with the UV light to identify defects that would

not normally be visible to the naked eye. In experimentation, the UAV inspected

a 6m long wing panel mounted vertically, as shown in Figure 9b. A simple back-

and-forth path was used for the inspection, with waypoints separated according to

the UV lighting disk projection on the panel to get full coverage. The authors chose

a NLGL path following algorithm due to its ease of implementation and robustness

against disturbances. During simulation, the UAV simulation was within 5% of the

expected inspection time and the NLGL performed adequately for their purposes. In

the real-world experiment, the UAV was able to detect defects down to 2.5mm in size

[7]. This paper showcases the adaptability of multirotors as an inspection platform.

A variety of sensors and inspection techniques could be used by multirotors to obtain

different types data on the material being investigated.

(a) (b)

Figure 9: The modified Bebop quadrotor (a), and the path taken to inspect the wing
panel (b) from [7].

Almadhoun et al. [8] [56] [57] developed a CPP algorithm called the Adaptive

Search Space Coverage Path Planner (ASSCPP). Their algorithm focused on improv-

ing the path’s coverage percentage and accuracy, and is available open source at [21].
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The ASSCPP is a model-based method that has three parts: viewpoint generation,

coverage path planning, and coverage evaluation. During the viewpoint generation

step, the target is first discretized into a cubic grid based on a specified resolution.

This grid is then further discritized based on an input angular resolution. The result

is a set of waypoints defined by (x,y,z) coordinates and a yaw angle. The correspond-

ing viewpoint for each waypoint is calculated using a transformation from the UAV’s

body frame to the sensor frame. These waypoints are then filtered to remove any

infeasible points. A collision filter eliminates points that are in contact with the tar-

get, a distance filter passes only points between the sensor’s minimum and maximum

range of the target, and a coverage filter uses frustrum and occlusion culling to ensure

the viewpoints actually cover the target. The end result of the viewpoint generation

process is a set of possible waypoints and corresponding viewpoints [8].

Once the feasible waypoints and viewpoints are generated, the ASSCPP’s next

step is to create a coverage path. First, it defines a search space by connecting each

waypoint to other waypoints within a specified radius. Next, the ASSCPP uses a

heuristic reward function to generate an optimized path. This reward function picks

waypoints that minimize the path distance and turning angle between points while

maximizing coverage and accuracy, with the highest weighting on accuracy. Accuracy

is determined by averaging the standard deviation of depth error for every visible point

in the point cloud [8].

Coverage is calculated by the ASSCPP in terms of the target model volume. The

coverage evaluation step compares predicted versus covered volume. The predicted

volume is calculated by conducting occlusion culling at each waypoint and summing

the resulting volume, while covered volume is the actual volume collected by the UAV

in simulation or experiment [8].

Almadhoun et al. [8] tested the ASSCPP in two simulation environments and one
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real-world experiment. Simulated Software-In-The-Loop (SITL) experiments were

run on two target structures: an A340 aircraft and a Hoa Hakananaia statue. The

UAV used in simulation was a Iris quadrotor with two RGBD sensors mounted at

± 20° on top and bottom of the UAV. For the real-world experiment, a DJI F550

Hexrotor with a single ZED camera mounted below the UAV at 15° was used. The

ASSCPP results were compared against three other CPP algorithms: the Structural

Inspection Planner by Bircher et al. [48], and two Lin-Kernighan-Helsguan Heuristic

(LKH) based algorithms by Helsguan [58]. A comparison of the resulting paths for

the A340 is shown in Figure 10. The ASSCPP achieved 98% coverage of the A340,

99% coverage of the Hoa Hakananaia statue, and 100% coverage of the real-world

experimental setup. When compared against the other CPP algorithms, ASSCPP

generated the fewest viewpoints, more coverage per viewpoint, greater accuracy, and

the shortest path length. For example, the ASSCPP created a path with a length of

270 meters and 149 viewpoints for the A340, while the Structural Inspection Planner

generated a path 10 times as long and with 20 times as many viewpoints. However,

the ASSCPP takes significantly longer to calculate its path than the other methods.

For the A340, the ASSCPP took almost 70 minutes to compute its path, while the

LKH with RRT algorithm was the fastest at just over a minute and a half [56].

The ASSCPP developed by Almadhoun et al. outperformed other state-of-the-art

approaches in terms of accuracy, path length, number of viewpoints, and coverage

per viewpoint [8]. These traits make the ASSCPP a good choice for aircraft inspec-

tion path planning. The shorter path facilitates the UAV’s limited flight time, fewer

viewpoints means less images to analyze, and improved accuracy allows greater fi-

delity in defect localization. Additionally, because the aircraft will be stationary, the

inspection paths only need to be computed once. This path planning can be done

offline, prior to the inspection and with little to no regard for computational cost.
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(a) ASSCPP (b) Structural Inspection Planner

(c) LKH with RRT (d) LKH with Euclidian heuristic

Figure 10: Comparison of coverage paths for an A340 generated by ASSCPP, with
other CPP algorithms shown in (b) [48], and (c) (d) [48] by Almadhoun et al. [8].
The ASSCPP had fewer viewpoints and a shorter path than its competitors.

2.3.2 Structural Inspection

Alexis et al. propose an offline coverage path planner called the Uniform Coverage

3D Structure Inspection Path Planner (UC3D-IPP) [59]. It is a model-based CPP

algorithm that aims to provide full coverage of the target that has uniform quality

over the entire structure. The UC3D-IPP first obtains a path solution based off of a

rough mesh model, then uses an iterative process to improve the mesh model quality

and add viewpoints to the original solution until the desired uniformity is met [59].

The proposed method guarantees complete coverage of the target but requires many

viewpoints and a long path to do so.

Another CPP algorithm was proposed by Jing et al. [9] that uses path primitive

sampling for viewpoint generation and a primitive coverage graph (PCG) to store

path data. The proposed algorithm is an offline model-based method. First, voxel-

based sampling is used to generate waypoints with corresponding viewpoints. Next,
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path primitive sampling is applied to the points. Two waypoints within a specified

distance of each other are chosen and connected using a local planner, then camera

angles for points between the two chosen waypoints are calculated by interpolating

between the starting and ending camera angles. This process allows for continuous

CPP, vice only using the viewpoints at the sampled waypoints. These viewpoints

along the path were also used in the visibility estimation, as shown in Figure 11. The

coverage data, as well as the path length and structure topological information, are

then encoded in a PCG. A primitive graph search with a Greedy Neighborhood Search

(GNS) is conducted to find a connected path with the minimum distance that meets

the coverage requirement. In simulation, Jing et al. applied the proposed algorithm

to two different multi-building structures and compared results with a View Point

Planner-Traveling Salesman Problem (VPP-TSP) algorithm and a Greedy Method

algorithm. The proposed algorithm reduced inspection time by up to 29.2% compared

to the other algorithms. Jing et al. were also able to validate their algorithm in real-

world experimentation [9].

Figure 11: A simplified depiction of how path primitive sampling is used in coverage
estimation [9]. Waypoints are connected via a local planner, then camera angles
between the waypoints are interpolated.

Bircher et al. [48] presented the Structural Inspection Planner (SIP), which cre-
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ates efficient paths for complex 3D objects. An open source implementation of their

code is available at [60]. The SIP is calculated offline using a target model repre-

sented by a triangular mesh. An iterative viewpoint sampling approach is applied to

generate the inspection path. Instead of solving the AGP to minimize the number

of viewpoints, Bircher et al. propose that if the sensor is continually capturing im-

ages, the more important metric is to minimize the inspection path that still provides

full coverage. First, the SIP arbitrarily selects initial viewpoints that provide full

coverage. Next, the TSP is solved to determine the path cost. Then the process of

viewpoint selection and path cost calculation is iterated a specified number of times.

During the iterations, the viewpoint locations are optimized such that the distances

to both the previous and next viewpoint are minimized. Once the viewpoint location

is set, the corresponding orientation is optimized. Although the SIP does not mini-

mize the number of viewpoints, the result is still an efficient coverage path. Bircher et

al. provide implementations for both fixed wing and multirotor UAVs, and conduct

experimental flight tests that the SIP produces feasible solutions to the coverage path

planning problem [48].

2.3.3 Conclusion

There is a wealth of information available in the literature on coverage path plan-

ning methods and UAV inspection missions. This review provides a snapshot of the

state-of-the-art in these fields, along with references for the interested reader. A basic

system for performing visual inspection with UAVs was described by Papa and Ponte

[13]. Malandrakis et al. [7] demonstrated the flexibility of multirotor UAVs as inspec-

tion platforms by using a NDI technique for wing panel inspections. Additionally,

future researchers can take advantage of open source code for the SIP [60] and the

ASSCPP [21] to further refine the CPP process.
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Determining which CPP algorithm is the best is highly mission specific and de-

pends on the metrics being used on the flight. For this thesis, higher consideration

was given to the two open source algorithms in order to reduce the time required to

produce a working solution. Conveniently, Almadhoun et al. compared the ASSCPP

to the SIP in their paper [8]. The ASSCPP was found to produce a shorter path

and fewer viewpoints than its competitor, the SIP. Thus, the ASSCPP was chosen as

the foundation for the work in this thesis. Improvements to and descriptions of the

ASSCPP’s functions are described in Section 3.3.
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III. Methodology

This chapter provides detailed descriptions of the hardware and software used in

testing, as well as the experimental procedure and test plan. Section 3.1 describes

the UAV, sensor, autopilot, and other software used in this thesis. The simulation

environment and procedures for conducting simulations are outlined in Section 3.2.

The chosen CPP algorithm and its functions are detailed in Section 3.3. Section 3.4

recounts the steps taken to accomplish the testing goals. Finally, Section 3.5 recaps

the test objectives and plan for the experimental flights.

3.1 Test Item Description

This section describes the physical systems used in testing, supporting hardware,

and the test facilities. Figure 12 shows the X8 and its major hardware components

used during flight testing.

Figure 12: The 3DR X8+ used in this thesis. The ODROID, sensor, and VICON
markers can be seen on the UAV.
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3.1.1 3DR X8+ Coaxial Octorotor

The X8 is an X frame multirotor UAS measuring 348 x 510 x 300 mm (13.7 x 20.1

x 11.8 inches). Each arm has two vertically opposed, contra-rotating 800 kV brushless

motors with 10x4.7 propellers. The standard fully loaded weight of the X8 is 2.6 kg

(5.7 lbs), its maximum takeoff weight is 3.6 kg (8 lbs), and it has an maximum flight

time of approximately 10-15 minutes depending on its configuration. The UAV and

all subsystems were powered with a single 5000 mAh 14.8V 50C lithium polymer

battery. The Autonomy and Navigation Technology (ANT) Center had previously

operated the X8 in a similar configuration, and it is one of the most mature multirotor

systems in ANT Center’s inventory. The system’s maturity, small size, and endurance

were why it was chosen for this thesis.

A Pixhawk 2 was used as the flight controller on the X8. The Pixhawk 2.1 is a

powerful system with a 32 bit Cortex M4F core with FPU, three IMUs, two com-

passes, and two barometers. It can also support many other external sensors. The

flight controller was loaded with ArduPilot Copter, a widely used open-source au-

topilot software that allows localization with a VICON system. The Pixhawk 2 and

ArduPilot were chosen for their support of VICON localization, extensive documen-

tation, and ANT Center experience with them.

An Odroid XU4 32 bit single board computer was attached to the X8 frame using

industrial hook and loop fasteners. A 5V regulator was split from the LiPo battery in

order to power the computer. The ODROID was chosen for its ability to run Ubuntu

18.04 LTS and its small size. Two programs previously developed for different system

architectures by the ANT Center were modified to work with the 32 bit operating

system of the ODROID. The first program was an ArduPilot Interface driver. This

driver allowed the computer to receive flight data from the autopilot and store the

data as Lightweight Communication and Marshalling (LCM) messages in a log file.
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The second program, a Vimba Camera driver, allowed the video captured by the

sensor to be stored in the same LCM log file. The LCM log files are saved to the

ODROID’s SD card for each flight to be analyzed on a separate computer. The

benefit of these two programs is that video and flight data are saved with the same

timestamp method in the same log file. Thus, specific frames from the imagery can

be correlated with the UAV location and velocity data at the time each picture was

taken.

An Allied Vision Prosilica GE 1660C camera was mounted to the underside of the

UAV using a 3D printed mount that allows angle adjustment. The camera weighs

178 g (6.3 ounces) and is 80 x 51 x 39 mm (3.15 x 2.0 x 1.54 inches). A Moritex

M0814MP lens with an 8 mm focal length, an aperture of 1.4, and a weight of 70 g

(2.5 ounces) was used on the camera. The GE 1660C is a 1.9 megapixel camera with

image resolution of 1600 (H) x 1200 (V) and a 2/3” sensor. The camera was set to

capture video in color at a rate of five frames per second during testing. The ANT

Center has previously developed drivers that allow the imagery to be collected and

time stamped using LCM. This previous integration with LCM, as well as its size,

were why this camera was selected.

Five reflective VICON markers were attached to the frame of the X8 in an asym-

metric pattern. The VICON cameras use the reflected infrared light from the markers

to update the pose of the UAV. An asymmetric pattern was used to avoid the system

providing inaccurate position and attitude data due to ambiguous or unclear orienta-

tions of the markers. The VICON Tracker software was used to identify the markers

and create an object with the same coordinate frame and center of gravity as the

UAV.
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3.1.2 Experimental Apparatus

The primary location for flight testing was the AFRL Indoor Flight Lab at Wright-

Patterson Air Force Base. It is a 25 m x 20 m x 10 m area with VICON motion capture

cameras mounted on the walls. The motion capture cameras fully cover the flying

area and provide localization for the UAV. The cameras provide position and attitude

information at 75 Hz via a network connection to the autopilot and ground station. A

plastic barrier provides protection and allows visibility for the ground control station

operator during flight operations. The VICON system uses a right handed coordinate

system with the origin set to the center of the room. The system’s X axis is aligned

with the room’s long dimension, the system’s Y axis aligned with the room’s short

dimension, and the system’s Z axis is up.

The target aircraft is a 1
7

scale F-15 model. It measures 2.78 m x 1.87 m x 0.47

m and is painted blue with white and grey accents. It is mounted on a 1.45 m high

stand in order to allow the UAV to fly around the F-15 outside of ground effect. The

nose of the aircraft is positioned above the VICON system’s origin, and the aircraft’s

longitudinal axis is aligned with the positive Y axis. Figure 13 shows the setup of the

F-15.

3.1.3 Ground Control Station

A Lenovo Thinkpad P53 running Ubuntu 18.04 LTS was used as the Ground

Control Station (GCS). The GCS was loaded with Mission Planner which was used

to adjust the autopilot’s parameters, monitor and record the UAV’s telemetry, and

upload flight plans. During flight testing, the GCS was used to arm, launch, and

recover the UAV as well as monitor its health and performance.

32



Figure 13: The 1
7

scale F-15 model on its stand in the VICON chamber. The nose
of the F-15 was over the VICON system’s origin, with the Y axis running down the
fuselage and the X axis to the right of the image.

3.1.4 Communication Links

The GCS was connected to the autopilot via 3DR telemetry radios with an oper-

ational frequency of 10 mW at 915 MHz. The GCS used MAVProxy to connect to

the telemetry radios and forward the MAVLink packets to Mission Planner as well as

a separate port used for running code.

The VICON Tracker software is run on a separate computer and connected to the

GCS via an ethernet cable. The network must be manually connected using a static

IPv4 address. The requirements and procedures for integrating the VICON data into

MAVProxy are found in [61]. The process writes VICON data onto MAVLink packets

which are then sent to ArduPilot. VICON position and attitude data are displayed
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on the MAVProxy console.

The ODROID is connected to the autopilot with a FTDI cable in the Pixhawk

2’s Telem 2 port. The Prosilica GE 1660C is communicates with the ODROID via

an ethernet cable on a manually set static IPv4 address determined by the camera’s

IP address. The ArduPilot Interface and Vimba Camera drivers described above

collect and store autopilot and sensor data into LCM log files. The commands to

run these drivers and to start and stop logging the data were sent over a wireless

connection. An Alfa Network USB wireless adaptor was plugged into the ODROID,

and the ODROID and GCS were connected to the same wireless network. The GCS

then remotely accessed the ODROID using a Secure Shell (SSH) to run the driver

launch scripts. Tmux, an open source terminal multiplexer, was used to ensure the

scripts would continue to run once the SSH connection was terminated. The wireless

adapter was unplugged from the ODROID prior to flight.

The safety pilot used a Futaba transmitter and receiver connected to the Pixhawk

2’s RC In port via serial operating at 2.4GHz for radio control (RC). The safety pilot

was able to fly the UAV remotely in Stabilize mode or give the autopilot full control

by switching to Auto mode. The safety pilot could also take control back from the

autopilot at any time while the UAV was in Auto mode.

3.1.5 Programming Platforms and Middleware

The same Lenovo Thinkpad P53 running the GCS was used to run the CPP algo-

rithm and related code. The ASSCPP was written in C++ and incorporates Robot

Operating System (ROS) Melodic, a framework that provides tools and libraries for

developing software for robot applications [62]. ROS is used only in the ASSCPP, and

it is primarily employed to publish data calculated by the various functions. Robot

poses, the generated path, point cloud information, and other data are converted into
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ROS messages that are displayed in RViz, ROS’s visualization tool.

Python was used to run the programs for creating mission plans and analyzing the

camera images. The DroneKit [63] and pymavlink [64] libraries were used to connect

to the real-world and simulated UAVs to the GCS and upload mission plans. The

OpenCV [65] library was used to view, save, and detect blur in the images from the

camera. The blur detection code, available at [66], used the variance of the Laplacian

method to determine image blurriness. In this thesis, a threshold of 100 was used for

the images taken from 0.4 m and 1 m away from the F-15 and a threshold of 120 for

the images taken from 2 m and 3 m. The threshold was determined after visually

assessing the image quality. Examples of the output of this program is shown in

Figure 14.

(a) (b)

Figure 14: Images from the 2 m inspection path. The blurry image (a) had a focus
measure of 98.86, which was below the threshold of 120 used for this path. The
vertical fin and right wing are blurred in the image. The right image, however, had
a focus measure of 128.91, and the aircraft is not blurred.

Lightweight Communication and Marshalling (LCM) was used to store autopilot

and sensor data. LCM consists of libraries that allow messages to be passed using a

publish/subscribe system [67]. These messages can be passed in real-time with low

latency or stored in logs for later analysis. This thesis used LCM to save airspeed,
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position, velocity, and other autopilot data as well as camera imagery, which was

stored in log files on the ODROID’s SD card.

3.2 Simulation Environment

A simulation environment was created to test the CPP algorithm generated inspec-

tion path prior to flight testing. ArduPilot’s Software in the Loop (SITL) simulator

[68] was used to test the autopilot software. SITL allows the user to connect to, get

flight and sensor data from, and control a simulated UAV. Failure modes and changes

in the environment, such as adding wind or using a VICON system for localization,

can also be simulated using SITL but were not used in this thesis.

Gazebo was chosen as the simulation environment due to its ability to integrate

with ROS and ArduPilot. Figure 15 shows an example of what the Gazebo environ-

ment looked like for this thesis. The Gazebo plugin for ArduPilot used in this thesis

is ardupilot gazebo by SwiftGust. Installation and setup information for connecting

Gazebo to SITL can be found at [69] [70]. A stock world with an Iris quadcopter and

appropriate physics from SwiftGust’s repository was modified for this thesis. The Iris

was roughly the same size as the X8, so none of its physical attributes were changed.

The sensor, however, was adjusted to have similar placement and parameters as the

X8’s camera. Models of the F-35 and F-15 were obtained, scaled to the appropriate

sizes, and inserted into separate worlds. A ROS launch file was created for each world

that opened the environment in Gazebo.

To start the simulation, the appropriate ROS launch file was run. For example,

roslaunch cscpp F35 world.launch. Next, SITL and Mission Planner were started

and connected to the Iris in Gazebo through MAVProxy. Once connected, the UAV

can be positioned and loaded with the mission plan as outlined in Section 3.4. Finally,

the inspection paths were flown and appropriate parameters adjusted to improve the
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Figure 15: Gazebo simulation environment of an Iris quadcopter inspecting an F-35.
A plugin allowed the simulation to work with ArduPilot SITL and Mission Planner.
The bottom right of the figure shows what the sensor is seeing.

handling qualities and path following of the UAV. Simulation was used to ensure the

UAV would not collide with the aircraft, check that it accurately hit the generated

waypoints, approximate flight times for each path, and estimate whether the paths

provided the desired coverage.

3.3 Coverage Path Planning Algorithm

While multiple Coverage Path Planning (CPP) algorithms were presented in the

literature, the algorithm used in this thesis was based off the work by Almadhoun et

al. [8] [56]. They generously made their CPP algorithm code open source [21] [71].

Their algorithm, called the Adaptive Search Space Coverage Path Planner (ASSCPP),

outperformed other planners in resulting path length, accuracy (as measured by the
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sensor’s model noise), and number of viewpoints. The ASSCPP was chosen due to

this superior performance and its open source availability. This section describes

the component parts of ASSCPP and concludes with a summary of how they work

together to solve the CPP problem. An open-source implementation of the algorithm

with the updates made by this thesis is available at [72].

In general, the ASSCPP has three steps: viewpoint generation, coverage path

planning, and coverage evaluation. These three steps are accomplished by two sep-

arate libraries: the Complex Structure Coverage Path Planner (CSCPP) and the

Search Space Path Planner (SSPP). The CSCPP contains functions that are related

to coverage calculations while the SSPP has functions involved with search space

generation and path planning. Both libraries are connected and rely upon on one an-

other. The functions of both library are written in C++, and each will be described

in further detail in the following sections.

3.3.1 Complex Structure Coverage Path Planner

The Complex Structure Coverage Path Planner (CSCPP) contains programs that

deal with the coverage aspect of CPP, as well as the files that contain the primary

functions of the ASSCPP and link the CSCPP with the SSPP. The most important of

these are the launch file, the Coverage Heuristic Test, and the Coverage Path Planning

Heuristic, which will be detailed in the following subsections. The launch file runs

the ASSCPP algorithm and visualizes the results, the Coverage Heuristic Test is the

main program and links to the other important programs, and the Coverage Path

Planning Heuristic calculates the cost function used in determining the path. Other

supporting programs, such as frustrum and occlusion culling, are contained within

the CSCPP and will be described under the section of the program that calls them.
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3.3.1.1 Launch File

The launch file, coverage heuristic test.launch, starts the two nodes necessary for

the generation and visualization of the CPP solution. The first node begins the

coverage heuristic test program. This program, described in detail in the next section,

gathers the information and calls the functions necessary to compute a coverage path.

It also publishes the solution data over ROS messages. The second node launches

RViz, a ROS message visualization program that allows the user to see the search

space, path, etc. generated by the first node.

The original launch file contained no parameters that the user was able to change;

any and all parameters were hard-coded in the source files and required a time-costly

recompile to change. One of the great capabilities offered by a ROS launch file is

the ability to dynamically load parameters upon startup, without compiling. The

existing code also did not have a centralized set of parameter locations. Parameters

that frequently needed to be changed, such as the UAV starting position, were coded

into the various sub-programs that needed that information. Whenever a parameter

needed to be changed, the user had to dig through each program to find and adjust

it. To streamline this process, the code was modified so that frequently changed

parameters could be set in the launch file. This change eliminated the tedious task

of hunting through the code for the parameter definitions and then rebuilding the

workspace. A list of parameters that can now be adjusted in the launch file are

shown in Table 1.

The purpose of many parameters are self-evident, but some deserve elaboration.

The parameter called continuous is a boolean that determines whether or not the

generated path will have multiple orientations at a single point. If “true”, once

a point and a corresponding orientation have been selected for the path, no other

orientations will be considered for that same point. Whereas if continuous is “false”,
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General Parameters
Model PCD Model OBJ wait time

Target Coverage CovTolerance Debug
HeuristicType continuous voxelresolution

Search Space Parameters
Orientation Resolution min dist max dist

res start res decrement connection radius
gridstartX gridstartY gridstartZ
gridsizeX gridsizeY gridsizeZ

UAV Parameters
UAV start X UAV start Y UAV start Z
UAV end X UAV end Y UAV end Z

Sensor Parameters
FocalLength HorizFOV VertFOV
SensorPoseX SensorPoseY SensorPoseZ
SensorRoll SensorPitch SensorYaw
PixWidth PixHeight

NearPlaneDist FarPlaneDist

Table 1: Launch File Changeable Parameters

the UAV will be allowed to rotate to a new orientation at the same point if the new

orientation provides more coverage than moving to a different point. The distinction

enables two different types of paths to be created: one with the possibility of stopping

and rotating in hover (false) and one without (true). The idea behind adding this

capability was to test which option created a shorter path, and to determine which

option resulted in a shorter flight time.

The Model PCD and Model OBJ inputs are for loading files of the target’s point

clound and mesh file, respectively. A point cloud and mesh file are loaded separately

because the algorithm uses each for a different purpose. The point cloud is used for

calculating coverage while the mesh file is used to check against collisions. Having

the two functions independent of each other is helpful if the user wants to establish

no-fly-zones or add an extra-buffer around portions of the aircraft. For example, if

the user wants the UAV to fly 1 m away from the aircraft but stay 2 m away from
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the vertical stabilizers, a buffer zone can be added in the mesh file around that area

of the aircraft. The algorithm will then use the mesh file to determine how far away

to stay from the aircraft, but the buffer will not be used in coverage calculations.

In the search space parameters, min dist and max dist set the limits on how close

the search space nodes have to be relative to the target. The spacing of the nodes

is set by res start, and gridstartZ determines the altitude of the search space floor.

Orientation Resolution determines the increment of possible orientations that are

able to view the target for each search space node. For example, if the target can

be viewed from 0° to 90° from a node and Orientation Resolution=45, the available

orientations for that node will be [0°, 45°, 90°]. However if Orientation Resolution=30,

the possible orientations are [0°, 30°, 60°, 90°].

3.3.1.2 Coverage Heuristic Test

The Coverage Heuristic Test (CHT) is the main function in the ASSCPP. It is what

the launch file calls upon to calculate the solution to the CPP problem. The CHT

collects all of the parameters input in the launch file and disperses that information

to the functions in both CSCPP and SSPP that need those parameters to perform

their calculations. The four steps of the CHT are object and parameter definition,

search space generation, path calculation, and ROS message creation.

The first stage of the CHT imports the user’s parameters from the launch file.

These, along with some parameters still hard coded into the CHT, are sent to the

applicable sub-programs to initialize the conditions for the algorithm. It is during

this step that the possible search space volume is defined, the virtual UAV and its

sensors are created, and target aircraft’s point cloud and mesh files are loaded.

Next, the CHT calls upon the Path Planner to create the search space. This

process is detailed in Section 3.3.2.1. To reduce unnecessary computation and save
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time, ensure the grid size parameters in the launch file are appropriate to the target

aircraft. Once complete, the CHT will display how many nodes are in the search

space, how long the process took, and save the search space to a text file.

Once the search space is created, the A* algorithm is implemented to choose nodes

for the path. The node selection and path generation process is described in Section

3.3.2.2. After a path has been found, the CHT will display the path length and

coverage percentage then save the waypoints and orientations to a text file.

The final step of the CHT is to publish the search space and path data via ROS

messages so that they can be visualized in RViz. An example of a visualized path is

shown in Figure 16. While numerous pieces of information can be visualized, only

a handful are required to view the CPP algorithm solution. The generated path,

original point cloud, covered point cloud, and sensor location messages are enough

for the user to understand the UAV’s path, orientation, and coverage achieved. The

other messages, such as the search space connections or possible UAV search space

poses, are helpful for troubleshooting but add clutter to the final product.

3.3.1.3 Coverage Path Planning Heuristic

The Coverage Path Planning Heuristic (CPPH) contains over a dozen functions

that deal with computing the coverage percentage and the cost function. The CPPH

also has functions that are called by the Path Planner to help create the search

space. These functions perform duties like checking if the search space nodes can be

connected, and uses occlusion culling to determine the visible portions of the target

aircraft. The most important function is called calculateHeuristic, which computes the

cost or reward function, depending on the heuristic. This cost or reward is then used

to determine which nodes to use for the inspection path. The InfoGainVolumetric

heuristic was used in this thesis, which used the cost function shown in Equation 1.
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Figure 16: An example of an inspection path for a F-15 model. The red line is the
path, and the green arrows show the sensor orientation at each point. The aircraft
is represented by a point cloud with purple purple representing covered areas while
white is uncovered by the sensor.

f = fp + EL ∗ e−0.2∗d + 2 ∗ ψ (1)

In this equation, f is the cost, fp is the parent node’s cost, and d, ψ, and EL are

the distance, norm of the turning angle, and local entropy differences between the

current node and its parent node, respectively. The entropy is calculated by using

OctoMap, a 3D occupancy grid mapping library that utilizes octrees. The occupancy

probability of each node in the octree is computed, and that probability is used to

calculate the entropy of the current node. The cost function is calculated for each

sensor orientation that is available at the current node.

The coverage for each node is calculated by comparing the covered volume, as

measured by the volume of covered voxels, to the model volume, also measured in

voxels. Although the coverage is not used in the computation of the cost function, it is

used in another of the CPPH’s functions: terminateConditionReached. This function

determines the difference between the current coverage and the desired coverage, and
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if that value is less than the coverage tolerance it will stop the path creation process.

If the coverage goal is not met, the function will display the current coverage, as

well as some other information, then continue to add points to the path. Code was

added to the original function to stop path generation once the maximum coverage

for the set configuration had been reached. Prior to this addition, if the user input a

desired coverage that was greater than the possible coverage attained with the current

parameters, the algorithm would break. This would require the user to bracket, re-

running the algorithm with subsequently lower and higher coverage, to determine

the actual maximum coverage that could be achieved. Now, the user can input a

100% desired coverage and see what is actually realistic. This is not yet a perfect

solution. In attempting to meet the goal, the algorithm will exhaust all the possible

nodes in the search space before it says it has reached the maximum coverage. This

causes many points that either add no new coverage or only add a small fraction of

coverage percentage to be included in the path. Thus, the user still has to re-run the

algorithm, but typically only once with the newly determined max coverage as the

desired coverage.

3.3.2 Search Space Path Planner

The Search Space Path Planner (SSPP) consists of functions that create the search

space around the target aircraft and create a path using nodes from that space. The

most important of these are the Path Planner and the A* search algorithm, which

will be discussed in the following subsections. Deceptively, the Path Planner contains

mostly functions related to the creation of the search space. It does, however, call on

A*, which is used to decide which nodes in the search space to add to the path.
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3.3.2.1 Path Planner

The primary purpose of the majority of the functions contained in the Path Plan-

ner (PP) is to generate the search space surrounding the target aircraft. The main

function is dynamicNodesGenerationAndConnection, which calls on many of the other

functions in PP to accomplish the task of search space creation. The process starts

by generating a regular grid around the target aircraft. Nodes on that grid are then

filtered by distance and coverage. If a node is between the specified minimum and

maximum distance, and a sensor orientation at that node allows visibility of the tar-

get aircraft, the node and corresponding orientation are added to the search space.

An example of a search space is shown in Figure 17.

Figure 17: The search space consists of all the viewpoints that satisfy the given
constraints. This image shows viewpoints between 1 m and 1.5 m away from a F-15
model. The purple arrows represent possible UAV poses and green arrows are the
corresponding sensor poses.

Next, the nodes are connected according to the connection radius input by the

user. This process creates a branching connection tree that is used to determine what

nodes the UAV can travel to next when path planning. The connections of the search
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space can be visualized in RViz in two ways. The total number of connections in

the search space can be seen as a whole, shown in Figure 18a, or connections can be

shown progressively as a search tree for each point along the path, as in Figure 18b.

(a) Search space connections (b) Search Tree

Figure 18: The nodes in the search space are shown as green squares in 18a and
connections, depicted as blue lines, are determined by a specified radius. In 18b the
search tree is depicted in yellow, representing possible nodes the UAV could visit
next. The blue square represents the current UAV location, the chosen path is in red,
and the portion of the aircraft covered by the aircraft is purple.

Finally, the PP calculates the percentage of the target aircraft that is not covered

by the sum of the nodes and orientations in the search space. If the uncovered portion

is greater than a specified value, the grid resolution is reduced by the res decrement

input in the launch file, and a new search space grid is generated. The process is

repeated until the uncovered percentage of the target aircraft falls below the specified

value. The end result is a search space that consists of potential UAV and sensor

poses.

The other important function in PP is called startSearch. It is used to call the A*

search function that chooses nodes to add to the path. This function is described in

the next section.
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3.3.2.2 A*

A* contains functions that are used to choose the points in the search space to

create the inspection path. The process begins by defining a root node, identifying

the current node’s neighbors, moving to the neighbor that has the least associated

cost, and repeating that process until the termination condition is met. The most

important of these functions are findRoot and astarSearch.

The findRoot function determines the closest node to the user’s input starting

position. Depending on the desired search space grid size and grid resolution, there

may or may not be a search space node at the desired starting location. The findRoot

function iterates through all the nodes in the search space to find the one with the

shortest distance to the input starting position. This node is then used as the root

node: the first location in the inspection path. The heuristic cost for this node is

calculated and used as a baseline to determine the next node to add to the path.

The primary function, astarSearch, has three steps: determine the current node,

check whether termination condition is met, and if not, create children for the current

node. At the start of the search, the findRoot function is called to find the first node

of the path, and that root node is called the current node. The coverage goal will

almost certainly not be met with only a single node, so the algorithm will progress

to the next step. The makeChildrenNodes makes children, or potential next nodes,

for the current node. It does this by finding the current node in the search space,

and then identifying other nodes and orientations that are within the user’s specified

connection radius and are able to view the target aircraft. The astarSearch function

then calculates the heuristic cost of each child of the current node and adds them

to the openList. The openList is an ordered list of all the current node’s children;

the child with the least cost is at the top of the list and the child with the highest

cost is at the bottom. Once the openList is populated, the process starts again by
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determining the next node.

The next node is chosen to be the first in the openList, which corresponds to the

one with the least cost. Code was added at this point to prevent redundant points

along the path. Once a node is added to the path, it is added to a list that is used

to check for repeated points. If the node is repeated, there are two possible actions

depending on the user’s specified continuous parameter. If continuous = true and

the node is repeated, then the algorithms tries the next child in the openList until

a non-repeated node is chosen. If continuous = false, the UAV is permitted to stay

at the same node and rotate to a new orientation. In this case, the distance between

the current node and its parent is checked. If the distance is zero, a separate function

verifies that the specific orientation at that node has not been used previously. If the

orientation is not repeated, it is added to the path. If the distance is not zero or if

the orientation is repeated, the next node in the openList is tried. The process is

repeated until either a new orientation at the same position, or an unvisited node is

selected. This vetted node is then added to the ClosedList, the list of nodes already

visited by the path.

Once the node with the lowest cost that meets the requirements associated with

the user’s continuity parameter has been selected, the algorithm checks to see if the

coverage goal has been reached. The Coverage Path Planning Heuristic’s terminate-

ConditionReached function is used to determine whether the target coverage is met

within tolerance. If the current coverage is less than the target, then the create chil-

dren nodes and add one of them to the path as described above. When the coverage

goal is achieved, the function will end by publishing the resulting path.
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3.3.3 CPP Summary

The coverage path planning algorithm used in this thesis is a modified version of

the ASSCPP created by Almadhoun et al. [21] [71]. It is used to generate a path

consisting of coordinates with corresponding orientations that allow a UAV to inspect

the desired coverage percentage of a target aircraft. The UAV, sensor, target aircraft,

and search space parameters can all be adjusted to fit the user’s needs.

The contributions of this thesis to the CPP algorithm are primarily in the realm

of usability. Frequently changed parameters that were previously buried in the code

are now consolidated in the launch file for easy modification. Being able to change

the target aircraft mesh and point cloud files, the UAV starting position, etc. in a

single place facilitates faster, more detailed path computation. Modifications to the

A* search algorithm were another contribution. The search algorithm was changed

to prevent the inspection path from having repeated points and to give the user

two options when creating paths: a path with a single orientation per point and a

path that allows multiple orientations per point. Finally, the documentation in this

section will enable future users to quickly gain an understanding of the organization

and operation of the open source code.

3.4 Experimental Procedure

This section covers the setup of the flight test experiments and chronicles the

process of loading and flying an inspection flight plan. The flight testing area is

described in Section 3.1.2 and the connections between the UAV and the supporting

technology are documented in Section 3.1.4.

1. Connect UAV to GCS and VICON system:

Power the UAV and plug in the wireless adapter. On the VICON system com-

puter, launch the Tracker software. Ensure the UAV is the object that is being
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tracked, and start recording the data. On the GCS, start Mission Planner.

Then in a new terminal run:

mavproxy.py –master=/dev/ttyUSB0 –out :14551 –out :14550 –aircraft

MyQuad –console

This command uses MAVProxy to connect the UAV to Mission Planner via the

telemetry link, and loads the autopilot parameters. Next, load the VICON and

GPSInput modules in MAVProxy. In the terminal running MAVProxy, run the

following four commands:

module load vicon

vicon set

vicon start

module load GPSInput

Verify that the VICON module is subscribed to the UAV, and the MAVProxy

console is receiving correct position and attitude data from the VICON system.

2. Load the mission:

The waypoints generated by the CPP algorithm use X,Y, and Z distances,

but Mission Planner uses waypoints in latitude, longitude, and altitude. A

python script called CreateMission.py was written to convert the CPP generated

waypoint .txt file in to a .waypoints file that Mission Planner can use. In

CreateMission.py, the first XWaypointTextF ile and YWaypointTextF ile values are input

as offsets, as well as an appropriate Z offset. For these tests, the Z offset was

1.25 m: the height of the cart on which the F15 model was mounted.

The location of the first waypoint in the text file is also used to position the

UAV. However, the VICON coordinate system is rotated 90° from the coordinate

system that was used to generate the waypoints, so XV ICON = -YWaypointTextF ile

and YV ICON = XWaypointTextF ile. After positioning the aircraft and inputting
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the offsets into CreateMission.py, the program can be executed in a new termi-

nal:

python3 CreateMission.py –connect 127.0.0.1:14550 –filename Way-

pointFileName

The mission plan can then be loaded in to Mission Planner, verified, and written

to the UAV. This step only needs to be done once per waypoint file as long as

the F15 model is not moved. With the waypoint successfully converted to lati-

tude and longitude, the UAV can be moved to a safe distance from the aircraft

for takeoff.

3. Start drivers on ODROID for data logging:

Ensure GCS and ODROID are connected to the same wifi network and SSH

into the ODROID:

ssh -Y odroid@(ODROID’s IP address)

Run the scripts that start the Ardupilot Interface and Vimba camera drivers

and begin logging data. Unplug the wireless adapter from the UAV.

4. Launch the UAV and fly the mission:

In the “Actions” tab of Mission Planner, set the mode to GUIDED, arm the

UAV, then command a takeoff to 2 m. Once the UAV is in a stable hover,

switch to AUTO mode. The UAV will then proceed along the generated path.

Once the path is complete, the UAV will automatically RTL and land. Disarm

the UAV and stop the ODROID’s data logging by either removing power from

ODROID or SSH-ing into it again and killing the tmux terminals.
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3.5 Test Plan

This section describes the flight testing plan and test objectives for thesis exper-

imental flights. The 3DR X-8 is one of the most mature multirotor systems in the

ANT Center’s inventory, and it has been flown previously using VICON localization.

As such, only gain verification and tuning flights in manual and automatic flight

control were needed prior to flight testing. Table 2 outlines the objectives for the

experimental flights.

A proper pre-flight and post-flight of the UAV was conducted for each flight to

ensure the integrity of the airframe’s components and wiring assemblies. The UAV

was controlled from the GCS. Arming, launching, and switching flight modes of the

UAV was conducted from the Actions tab in Mission Planner. The return-to-launch

(RTL) and landing of the UAV were included in the mission flight plan, which was

flown autonomously by the autopilot and monitored through Mission Planner. A

safety pilot was on standby, ready to take control if the UAV made any unsafe or

unexpected maneuver. Before starting the flight testing, the following test plan was

briefed to and approved by a technical and safety review board.

Experimental Flight Test Objectives
Obj # Objective Purpose

1a Functional check flight Ensure air-worthiness of UAV
1b Gain verification and tuning Tune UAV performance
2 Fly to a point using VICON Ensure accurate localization
3 Box pattern using VICON Tune UAV performance
4 Inspection paths with a delay Collect imagery and autopilot data
5 Inspection paths without a delay Collect data for comparison with Obj 4

Table 2: The test objectives and corresponding intent for the experimental inspection
flights of the F-15 model.

The first test objective was to conduct a function check flight. During this flight,

the UAV was flown in stabilize mode with manual control. The goal of this check-

out was to assess the UAV’s controllability, perform gain verification, and tune the
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autopilot parameters as necessary to obtain the desired aircraft response. Once the

UAV was flying well in manual control, it was switched to autonomous control and

the handling qualities were assessed and the gains tuned again as required. The func-

tional check flight was deemed a success if the UAV was able to takeoff and land

autonomously, and fly autonomously with handling qualities deemed acceptable by

the safety pilot and ground station operator (GSO).

Test objectives 2 and 3 involved verifying the localization accuracy with VICON

and further tuning of the UAV control. The accuracy of VICON localization was

checked in three stages. First, the VICON position and attitude data displayed in

the MAVProxy console were checked to ensure that the VICON and Mission Planner

coordinate frames were the same. With the UAV disarmed, an observer translated

the UAV in the X, Y, and Z axes then separately rotated it about those axes while

the ground station operator verified the two coordinate frames were in agreement.

The next step was to launch the aircraft, fly to a single point, then RTL. This step

demonstrated that the UAV was able to fly autonomously using VICON localization.

Finally, the UAV flew a box pattern with points spaced 1 m apart and a delay at

each point. The path was flown 2 m off the ground at a speed of 1 m/s. This

pattern allowed the GSO to tune the gains while the UAV was flying under VICON

localization.

The final two test objective were to fly the CPP algorithm generated paths under

various flight conditions. Four inspection paths were created for the F15 model at

different distances: 3 m, 2 m, 1 m, and 0.4 m away from the aircraft. The paths are

shown in Figure 19. The distance of 3 m was chosen due to a stay away restriction of

the same radius from the F35 due to cybersecurity concerns. Imagery collected from

this distance will resemble the imagery quality that could be gathered on a path flown

around an actual F-35. The 0.4 m flight represents the 3 m distance requirement of
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the F-35 scaled down to the F-15 model (3 m * 1
7

scale = 0.43 m). At this close

distance, the portion of the F-15 model in the camera’s FOV will be representative

of what the camera would see on a full-scale aircraft. The 2 m and 1 m flights will

allow fine tuning of any control issues prior to the 0.4 m flight, as well as collecting

imagery for distances that could be used for aircraft in the future.

(a) 3 m (b) 2 m

(c) 1 m (d) 0.4 m

Figure 19: CPP generated inspection paths at varying distances away from the F-15
model. The red line is the path, and green arrows are sensor orientations.

Multiple parameters were changed throughout the flight testing in order to de-

termine how best to fly the inspection path. The waypoint radius was adjusted to

find the size that provided a good trade off between accuracy and efficiency. The
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waypoints needed to be small enough that the UAV was in the correct position and

orientation that covers the desired portion of the aircraft, but large enough so that the

UAV didn’t waste time hunting for each point. There are some limitations inherent in

using ArduPilot for waypoint radius. In order to accept a radius of less that 1 m, the

waypoint must have a delay. The delay, which must be input as an integer, is added

to the mission plan using the CreateMission.py program. The radius is adjusted in

the WPNAV RADIUS parameter, and the waypoint is considered complete when the

UAV crosses that distance.

If no delay is input, the waypoint is considered achieved when the virtual target

the UAV is following hits the waypoint. Depending on the velocity and control tuning

of the UAV, that could occur well before the UAV reaches the actual waypoint. This

difference in waypoint completion determination allows for two types of patterns to

be flown: one with delays and one with continuous movement. Test objectives 4 and

5 are in place in order to obtain data and imagery from flights both with and without

delays. Comparing the two types for the same path will allow calculation of time

savings, reveal which provides higher quality and quantity images, and show whether

ArduPilot’s path following algorithm is sufficient.

ArduPilot Copter also does not support associating yaw angles with waypoints.

Instead, a CONDITION YAW command must be added before each waypoint in the

mission plan in order to have the UAV rotate to the desired orientation. The yaw rate,

as well as UAV speed and acceleration, were changed in order to find a combination

that strikes a balance between smooth and fast.

The flight testing was deemed a success if the UAV is able to autonomously fly the

generated inspection paths accurately and collect imagery that satisfies the desired

coverage percentage. Accuracy in this case will be defined by the UAV flying to within

six inches of each waypoint on average. The coverage percentage was approximated
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by the GSO by visual inspection of the images.

56



IV. Results and Analysis

This chapter describes the results and significant findings of the work conducted

for this thesis. Simulations of the inspection paths were flown in order to determine

the safety and viability of having a UAV fly in close proximity to an aircraft. Next,

real-world flight testing of the inspection paths was conducted on a model F-15.

The flight data and imagery from these experimental flights are presented in Section

4.1. The tuned autopilot parameters from the experimental flights were applied in

simulation in order to compare results and verify the accuracy of the simulation

environment. The results of simulated inspections of both the model F-15 and scale

F-35 are described in Section 4.2. Finally, Section 4.3 summarizes the analysis of the

experimental and simulated flight test results.

4.1 Experimental Results

A total of 45 real-world flights were conducted around a 1
7

scale model F-15.

During these flights, the UAV’s speed, acceleration, and control gains were adjusted

in order to fine tune the UAV’s performance. The UAV flew inspection paths at four

distances from the F-15: 0.4 m, 1 m, 2 m, and 3 m away. Shown in the subsections

below are the autopilot data and imagery for a single flight at each distance. The

presented data are what is thought to be most representative of the performance that

a working prototype would provide for each flight path.

4.1.1 Path Following

One of the research objectives was to determine whether Ardupilot’s stock path

following algorithm was able to accurately follow the CPP generated inspection path.

ArduCopter has two options when following a path. In the first option, which will be
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call the ”delay” or ”noncontinuous” path, the user specifies a waypoint radius and a

delay. The radius can be between 5 and 1000 cm while the delay is in seconds. The

waypoint is considered complete when the UAV crosses the radius and waits for the

specified time. The second option, referred to as ”continuous”, is used if no delay is

input. In this case, the waypoint is marked complete when the virtual target the UAV

is chasing passes through the waypoint [53]. Thus, the UAV can start navigating to

the next waypoint well before it actually reaches the current one. This second option

allows the UAV to fly the path quickly without delaying at each waypoint, while the

first option provides more precise navigation to each waypoint. For the 0.4 m and 1

m flights, only the noncontinuous option was used, but for the flights at 2 m and 3

m both options were tested.

To assess whether the UAV adequately hit the waypoints, the UAV’s flight path

was analyzed to determine how close the UAV came to each waypoint. The location

errors for each waypoint in the path were calculated, and the smallest, largest, and

average errors for each path are shown in Table 3. The VICON system was capable

of millimeter accuracy for localization and the waypoint radius was set to 15 cm, so it

is not surprising that the the maximum location errors are all less than the waypoint

radius. The average for all four paths, taking into account the number of waypoints

in each path, is 5.7 cm.

Table 4 provides relevant distances and flight time details. Reference length is

the total length of the CPP generated waypoint path. The distance flown is the

actual distance traveled by the UAV while attempting to follow the reference path.

This distance is calculated from the closest point in the UAV’s trajectory to the first

waypoint, to the closest point in the UAV’s trajectory to the last waypoint. The path

flight time is the time it took the UAV to fly from the first to last waypoint. Total

flight time is from UAV launch to landing.
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Noncontinuous Flights
Path min dist mean dist max dist
0.4 m 1.6 cm 5.1 cm 14.7 cm
1 m 1.0 cm 4.7 cm 12.4 cm
2 m 2.2 cm 8.0 cm 13.4 cm
3 m 0.8 cm 4.9 cm 9.3 cm

Continuous Flights
Path min dist mean dist max dist
2 m 4.5 cm 17.5 cm 36.7 cm
3 m 5.7 cm 24.7 cm 58.5 cm

Table 3: Location errors between UAV actual and desired waypoint locations. Errors
were determined by calculating how close the UAV came to each waypoint.

Noncontinuous Flights
Path Reference Length Dist Flown Path Flt Time Total Flt Time
0.4 m 13.48 m 15.75 m 1 min 21 sec 2 min 5 sec
1 m 15.83 m 16.87 m 1 min 44 sec 2 min 22 sec
2 m 26.38 m 30.34 m 2 min 11 sec 2 min 39 sec
3 m 25.03 m 27.35 m 2 min 10 sec 2 min 48 sec

Continuous Flights
Path Reference Length Dist Flown Path Flt Time Total Flt Time
2 m 26.38 m 26.55 m 1 min 14 sec 1 min 51 sec
3 m 25.03 m 23.99 m 59 sec 1 min 37 sec

Table 4: Path details, including the length of reference path, the actual distance flown
while following the reference path, the time taken to fly the path, and the total flight
time from launch to recovery.

The paths for each flight are shown below in Figures 20 - 25. The flight paths have

been shortened by excluding the UAV location during takeoff and landing in order

to declutter the plots. The blue line is the UAV’s path as recorded by the autopilot.

The red circles are the actual waypoint locations.
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Figure 20: The 0.4 m experimental flight path (blue) compared to the actual waypoint
path (red). On average, the UAV flew within the 5.1 cm of the desired waypoints.

The 0.4 m flight, shown in Figure 20, followed a 13.48 m path counter-clockwise

around the F-15 model. The 0.4 m distance was chosen because the sensor’s FOV

would see the same portion of the model that it would during an inspection of a full-

scale aircraft at 3 m away. Additionally, the distance was selected to show that the

UAV could maneuver in close proximity to the aircraft. The astute reader will notice

that the path in Figure 20 is slightly different than in Figure ??. When the original

CPP generated path was flown, the UAV had a tendency to overshoot some of the

waypoints and then over-correct, resulting in the UAV getting uncomfortably close

to the F-15’s vertical fins. Further autopilot tuning could have fixed the overshoot,

but we elected to mitigate the collision risk by simply adjusting the route. The path
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was modified in Mission Planner at two locations: a single point near the F-15’s right

wing was removed and a point was added to either side of the rearmost waypoint.

After these minor changes, the UAV performed well. It flew within 8 cm of all but

two waypoints and an average distance of 5.1 cm away from the waypoints.

Figure 21: The 1 m experimental flight path (blue) compared to the actual waypoint
path (red). This flight had the lowest average location error of 4.7 cm from the
waypoints.
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Figure 22: The 2 m experimental flight path (blue) compared to the actual waypoint
path (red). This flight had an average location error of 8 cm, which was the highest
of the four flights.

The distances of 1 m and 2 m were chosen because they are the distances a UAV

would likely fly from a full-scale aircraft during an inspection. The 2 m flight, shown

in Figure 22, was a 26.38 m path counter-clockwise route around the model. This

flight had the largest average location error: 8 cm. The 1 m flight path, seen in

Figure 21, was clockwise and 15.83 m long. It was the most accurate of the four,

flying within 4.7 cm of the waypoints on average.
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Figure 23: The 3 m experimental flight path (blue) compared to the actual waypoint
path (red). The UAV flew within 10 cm of all the waypoints and had an average error
of 4.9 cm.

The sponsors of this thesis put a 3 m distance restriction on the UAV for inspec-

tions of the F-35. The 3 m flight around the F-15 model was flown in order to mimic

the restrictions for a F-35 inspection. The flight path, depicted in Figure 23, is 25.03

m long and counter-clockwise. The UAV followed the path very well, hitting within

10 cm of every waypoint and an average distance of 4.9 cm away.

The 2 m and 3 m flight paths were also flown without a delay at each waypoint.

During these continuous flights, the UAV headed towards the next waypoint as soon

as the virtual target hit its current target waypoint. This resulted in flight paths that

were faster but much less accurate. The 2 m continuous flight, displayed in Figure

24, had an average distance from the waypoints of 17.5 cm. Figure 25 shows the 3

m continuous flight, during which the UAV flew within 24.7 cm of the waypoints on

average: more than five times the error of the noncontinuous flight.
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Figure 24: The 2 m continuous experimental flight path (blue) compared to the actual
waypoint path (red). For continuous flight paths, the waypoints were considered
reached when a virtual target passed through them.
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Figure 25: The 3 m continuous experimental flight path (blue) compared to the actual
waypoint path (red). On average, the UAV flew within 24.7 cm of the waypoints,
which is 5 times the average of the 3 m noncontinuous flight.

Although the continuous flight paths were not as accurate, they did manage to

follow the shape of the path well enough. The disparity between the UAV and way-

point locations was the greatest during large turns, which is easily seen in the left

portion of Figure 24. The virtual target reaches the waypoint when the UAV is still

about half a meter away, causing the UAV to change course to the next waypoint.

The resulting flight path follows the generated path well during relatively straight

lines but is offset when there is a large turning angle.

To mitigate the offset caused by the virtual target, the UAV’s acceleration was

reduced from 1 m/s2 to 0.5 m/s2 for the continuous flights. This change reduced

UAV’s speed and the lead distance of the virtual target’s. Even with the decreased

acceleration, the UAV was able to fly faster in the continuous flights because it didn’t

have to stop at each waypoint. The 2 m continuous flight had an average airspeed of
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0.32 m/s and a max speed of 0.86 m/s, compared with an average of 0.21 m/s and

max of 0.62 m/s for the noncontinuous flight. Similarly, the 3 m continuous flight

had an average airspeed of 0.38 m/s and a max of 0.66 m/s, while the noncontinuous

flight had an average airspeed of 0.2 m/s and a max of 0.6 m/s.

4.1.2 Imagery and Coverage

The sensor captured images at a rate of 5 fps during the inspection flights. Select

images from each flight are shown below in Figures 28-31. Additionally, Figures 26

and 27 show close-up images of the F-15 with a measuring tape in the frame to give

the reader a sense of scale.

Figure 26: Reference image of the F-15’s fuselage with a measuring tape for scale.
Note that the center panel with the ”0” is not aligned properly.
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Figure 27: Reference image of the F-15’s vertical fin with a measuring tape for scale.

Figure 28 displays images of the front, back, left, and right of the aircraft taken

during the 3 m flight. A total of 574 pictures were taken of the F-15 during this

flight. Of these, 258 were usable and 316 were blurry. At this distance, the camera’s

FOV captured not only the F-15, but also objects at much greater range. The large

number of blurry images was likely due to these extra objects being in the frame.

However, the clear images still allow full visibility of the top surface of the aircraft.

At 3 m, the text on the vertical fin and body can be clearly read, and the breaks in

the lettering caused by the raised edge of the center panel can be made out. No detail

in the white portions of the aircraft can be seen, though, due to the contrast with the

dark floor in the background. Overall, the 3 m flight produced imagery that covered

the entire specified area of the F-15, but the resolution may not be high enough to
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satisfy inspection requirements.

The 3 m continuous flight produced images of the same quality, but far fewer

of them. Only 144 images of the F-15 were captured: a quarter of the images taken

during the noncontinuous flight. Surprisingly, a lower proportion of these images were

blurry. The continuous flight had 62 blurry pictures (43%), compared with 55% in

the noncontinuous flight. Despite the reduced number of images, the sensor managed

to cover almost all the desired region of the aircraft. The only area omitted was the

right side of the nose, due to the pictures of that area being blurry.

Figure 28: Imagery from 3 m away. At this distance, the gap caused by misaligned
center panel can be seen and the letters on the vertical fin can be read.

The flight from 2 m away resulted in 448 images; 328 clear and 120 blurry. Figure

29, shows four representative images from this flight. The frame still contains many
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background objects, which again led to a large number of blurry images. At this

distance, the lines between panels become more defined, but detail is still lacking in

the white areas due to the contrast. Again, the imagery met the coverage requirement

but the resolution would likely only allow identification of large defects and unfastened

panels.

The 2 m continuous flight captured 30% fewer images than the noncontinuous

flight. A total of 313 pictures were taken, 179 clear and 134 blurry. Although a higher

percentage of the images were blurry in the continuous flight, the clear pictures still

covered the entire top surface of the F-15.

Figure 29: Imagery from 2 m away. From this distance, the lines between panels are
more distinct.

The 1 m flight, shown in Figure 30, captured 364 clear pictures and 40 blurry,
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for a total of 404 images of the F-15. During this flight the F-15 occupied most of

the camera’s FOV, resulting in a much greater portion of usable images than the 2

m and 3 m flights. From 1 m away, the sensor can pick out rivets and screws on the

leading edges of the wings and areas that are relatively close to the sensor. There

is some detail in the white portion of the vertical fins, yet the contrast still poses a

problem for the rest of the body. Complete coverage of the top surface of the F-15

was obtained, and the image quality could likely support identification of missing

screws, chipped paint, and smaller defects on portions of the aircraft.

Figure 30: Imagery from 1 m away. Rivets on the leading edge of the wings can be
identified from 1 m.

During the 0.4 m flight, 358 pictures were taken: 50 blurry and 308 usable. A

selection of these are shown in Figure 31. The image resolution was good enough to
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see small scratches around the edges of panels and clearly identify rivets at a greater

range than the 1m flight. Figure 32 shows an example of these small defects in a

magnified image of the fuselage. In the magnified image, the holes in the black grate,

which are 1.5 mm wide, as well as small scratches near the grate’s edges can be clearly

seen. However, the sensor still had problems picking out detail in the white area over

the wings. Overall, the path allowed successful inspection of the desired area with

image quality that would likely facilitate identification of small defects over the whole

of the coverage area.
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Figure 31: Imagery from 0.4 m away. The image quality supports identification of
small defects and rivets on the aircraft’s fuselage.
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Figure 32: A magnified portion of an image taken during the 0.4 m flight shows the
detail captured at that distance. The sensor is able to pick up small scratches on the
fuselage. For scale, the holes in the grate are 1.5 mm wide.

The blur detection program was applied to the images, and the results are shown

in Table 5. When the F-15 occupied a majority of the camera’s FOV, during the 0.4

m and 1 m paths, 85-90% of the images were usable.

Path Total # Images # Blurry % Blurry
0.4 m Noncontinuous 358 50 14%
1 m Noncontinuous 404 40 10%
2 m Noncontinuous 448 120 27%

2 m Continuous 313 134 43%
3 m Noncontinuous 574 316 55%

3 m Continuous 144 62 43%

Table 5: F-15 Experimental Imagery Summary
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4.1.3 Battery Calculations

The nominal energy available with a 5000 mAh, 4S, 14.8V battery is 74 Watt hours

(Wh). Reserving 20% of the battery for emergencies and to prolong the battery life

gives 59.2 Wh usable. Due to the short flight times, as seen in Table 4, a single battery

could support two flights before being replaced. The longest flight time on a single

battery was 5 min 27 seconds, when the 2 m and 3 m paths were flown consecutively.

These two flights used 3,668 mAh, which was just under the 80% discharge limit.

Battery usage analysis showed that the maximum flight time for the X8’s given

configuration was 5 minutes 55 seconds. This estimate was based on the average

Wattage used during experimental flights and the nominal energy available from the

battery. Note that this calculation is based off of batteries that logged two different

takeoff and landing sequences separated by some amount of ground time. The power

consumption during takeoff, landing, hover, and forward flight may vary drastically,

resulting in different maximum flight times depending on the mission profile.

4.1.4 Autonomy

Although a safety pilot was present for each flight, it was not necessary to have him

control the UAV. The ground station operator (GSO) was able to send all required

commands to the UAV through the Mission Planner application. The UAV could

arm, takeoff, navigate the waypoints, and return to launch safely through a handful

of clicks by the GSO. The process only required correct initial placement of the UAV

for waypoint generation, as described in Section 3.4. The UAV was not equipped

with a depth sensor, so it did not know its position in relation to the F-15. Thus, if

the waypoints were generated incorrectly, only intervention by the safety pilot would

have prevented the UAV from colliding with the model.

The autonomous takeoff was commanded by the GSO in Mission Planner. The
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UAV tended to drift forward slightly on takeoff before correcting itself. The altitude

at which this correction occurred, however, was able to be set using the autopilot

parameter WP NAVALT MIN. The drift was mitigated by allowing course corrections

at 15 cm; a height which also prevented the UAV from catching a leg on the ground

and crashing. The autonomous landing was accomplished by adding a ”Return to

Launch” waypoint at the end of the inspection path. Once the UAV reached the final

waypoint, it climbed above any obstacles and navigated back to the location from

which it took off. Autopilot landing parameters were adjusted to ensure a smooth

descent and accurate landing.

4.2 Simulation Results

This section describes the results obtained from simulation of the inspection paths

flown around the scaled F-15 and full size F-35. While simulations were conducted

prior to experimental flight testing to ensure feasibility and to set expectations, those

results are not presented here. The autopilot parameters determined during exper-

imental flight testing were applied to the simulated UAV, and the simulations were

run again. The results from these updated simulations are shown below. By using

the experimental flight parameters in simulation, a comparison between experimental

and simulated results can be made for the F-15 flight paths, and more realistic results

can be provided for the F-35 inspection.

The simulations are not an exact replica of the experimental flights, however. The

UAV used in simulation was a Iris quadcopter, which has different dynamics than the

X8 octocopter. Matching the autopilot parameters may approximate similar flight

conditions, but they will not be exact. Additionally, the simulation GPS localization

was not as accurate as the experimental VICON localization. In experimental flights,

the waypoint radius was set to 15 cm. In simulation, the UAV was not able to get that
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degree of accuracy. In order to allow the Iris to consistently hit the waypoints without

spending a lot of time hunting for them, the waypoint radius had to be increased to

35 cm.

4.2.1 F-15 Simulation

The goal of repeating the F-15 simulation with updated autopilot parameters was

to determine if the simulated results accurately represented the experimental results.

To test this, the 3 m inspection path around the F-15 was simulated 15 times. The

results are shown in Figures 33 and 34. To reduce simulation time, the UAV hovered

1 m over the launch point before starting the path again instead of landing and taking

off again. The 3 m path was chosen because it would give the most similar result to

the F-35 inspection from 3 m required by the sponsors.

Figure 33: 3D view of the experimental flight path (red) around the F-15 model vs
the simulated inspection paths (blue). The reference waypoint path is shown in black.
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Figure 34: A top down view of the UAV’s path during the F-15 inspection simulations
(blue) compared to the experimental path (red) with the reference waypoint path in
black.

Figure 34 shows that the experimental flight path falls roughly in the middle of

the simulation results. While it appears that the simulation flight paths fall into four

distinct bands, two on either side of the waypoint path, that is not entirely accurate.

For unknown reasons, the simulation closely followed the reference path only at the

beginning or the end of the flight. If the UAV started off well, then it would diverge

from the reference path somewhere near the top of Figure 34. Conversely, if the UAV

was inaccurate at the start, it would correct itself halfway through and follow the

waypoints accurately. No one path was consistently accurate or inaccurate. However,

when the simulated paths are averaged, they match the experimental and waypoint

paths very well, as seen in Figure 35. The average path was calculated by finding the
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closest point to each waypoint in all 15 paths, then calculating the mean of all the

coordinates associated with each waypoint.

While the simulation had variation in X and Y, there was not much deviation

in altitude. As seen in Figure 33, the UAV’s altitude was the same for any point

in the 15 flights. The UAV tended to err on the high side whenever the altitude

changed, but was accurate during the level portions of the path. However, there are

not any extreme overshoots in altitude along the path. It can be seen in Figure 34

that the simulation does not overshoot aggressively in the X or Y directions either.

During the experimental flight, the UAV tended to fly through the waypoint a small

distance before curving towards the next waypoint in a large turn. The simulated

UAV was able to turn sharper, resulting in a straighter path between waypoints. A

good example of this performance is seen in the lower left portion of Figure 34.
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Figure 35: When the 15 simulations are averaged (blue), they closely match the
reference waypoint path (black) and experimental flight path (red).

Table 6 shows key data for the experimental and simulated flights. The distance

flown is the actual distance traveled by the UAV while attempting to follow the refer-

ence path. This distance is calculated from the closest point in the UAV’s trajectory

to the first waypoint, to the closest point in the UAV’s trajectory to the last waypoint.

The path flight time is the time it took the UAV to fly from the first to last waypoint.

Min, mean, and max dist are the location errors for the paths.

Experimental vs Simulated F-15 Flight Data

Path Dist Flown Path Flt Time Avg Speed Min Dist Mean Dist Max Dist

Experimental 27.35 m 2 min 10 sec 0.2 m/s 0.8 cm 4.9 cm 9.3 cm

Sim Average 24.95 m 1 min 46 sec 0.21 m/s 4.1 cm 18.1 cm 34.9 cm

Table 6: Data comparison of the experimental versus an average of the simulated
flights.
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The average simulated distance flown was 2.4 m shorter than the experimental

path. This difference is due to the larger waypoint radius and the simulated UAV’s

better turning ability, as noted above. The average speed was approximately the same

in both cases, but the simulated average time to complete the path was 24 seconds

faster. This incongruity is due in part to the shorter distance, but also due to the

greater waypoint radius. All flights had a one second delay at the waypoints, but

the 35 cm radius of the simulated flights allowed the UAV to fly nearly continuously

through the waypoint. During the experimental flight, however, the UAV had to slow

to a hover to remain inside the 15 cm radius confine for the one second delay. The

bigger waypoint radii also caused much greater location errors. As seen in the Table

6, the simulation errors are three to four times larger than the experimental errors.

4.2.2 F-35 Simulation

Simulation of an F-35 inspection was performed in order to show that the work

in this thesis is applicable to full-scale aircraft. The shortest path found that covered

the entire top surface of the F-35 was 87.43 m long. The path, as seen in Figure 36,

starts near the nose and runs counter-clockwise around the aircraft. To generate the

path, a 0.1 m voxel resolution, 1.5 m search space resolution, and 2.15 m connection

radius were used. The path was also noncontinuous, meaning multiple viewing angles

were allowed at the same point, and the UAV was restricted to staying between 3

m to 5 m away from the aircraft. As with the scaled F-15 simulation, autopilot

parameters from the experimental flights were used, the waypoint radius was set to

35 cm. Two types of paths were flown: continuous noncontinuous flights. Both types

of path simulations were repeated 15 times. Table 7 shows averaged flight data for

both types of simulations.
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Figure 36: 3D view of the 15 simulated F-35 inspection paths (blue) compared to
the reference waypoint path (black). The inspection path was 87.43 m long and the
points were 3-5 m away from the aircraft.

The results of the F-35 simulations are similar to the F-15 simulation results. In

the X-Y plane, the simulated paths all follow the generated path, but with varying

amounts of offset. Figure 37 shows that the displacements from the reference path

are greater in the X direction, but the waypoint path is always roughly in the center

of the simulated paths. There is little deviation in the simulated paths’ altitudes,

as seen in Figure 36. For most of the path, the UAV was on altitude. The two

exceptions, seen at the top right and bottom left of Figure 36, occur when there is a

large altitude change. During these transitions, the UAV levels off prior to reaching

the target altitude, resulting in a small offset. It is near these waypoints that the

simulated path is most distant from the generated waypoints.
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Simulated F-35 Inspection Flight Data
Path Dist Flown Path Flt Time Avg Speed Min Dist Mean Dist Max Dist

Noncontinuous Avg 85.87 m 4 min 59 sec 0.25 m/s 4.7 cm 18.7 cm 41.2 cm
Continuous Avg 76.9 m 2 min 23 sec 0.42 m/s 5.1 cm 34.5 cm 79.2 cm

Table 7: Averaged data from both continuous and noncontinuous inspection paths of
the F-35. Both types of simulations were conducted 15 times.

Figure 37: A top down view of the 15 paths taken by the UAV during the F-35
inspection simulations (blue) compared to the reference waypoint path (black).

The average distance flown while following the reference path was shorter than the

actual reference path length. This discrepancy is due to the 35 cm radius waypoints

as well as the UAV’s tendency to level off prior to reaching the target altitude during

large altitude changes. The premature leveling off also caused the large location error

of 41.2 cm. Otherwise, the simulated UAV followed the path well, with an average

location error of 18.7 cm. Figure 38 shows the simulated UAV’s average location for

the 15 paths, calculated as described above, which matches the reference path almost
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exactly.

Figure 38: The average UAV location over 15 simulations (blue) follows the reference
waypoint path (black) nearly perfectly.

The inspection path was also simulated without delays at the waypoints. These

continuous paths were simulated 15 times, as seen in Figure 39. The averaged flight

path is shown in Figure 40. The 15 continuous flights had a tighter grouping, and

did not form equally spaced bands around the reference path like the noncontinuous

flights. During the continuous paths, the UAV was mostly on altitude, but also devi-

ated where large altitude changes occurred. The total distance flown while following

the inspection path was 76.9 m, which is over 10 m shorter than the reference path.

The difference is a result of the UAV turning prior to reaching the waypoints as it

follows the virtual target, as well as the 35 cm waypoint radius. These factors also

cause the path to be less accurate. The UAV flew within 34.5 cm of the waypoints
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on average, which is almost double the average location error for the noncontinuous

flights. The continuous flight path also allows the UAV to fly faster: an average speed

of 0.42 m/s versus 0.25 m/s during the noncontinuous flights. The higher speed and

shorter path result in a significantly faster time to fly the inspection path. The UAV

completed the waypoints in 2 minutes and 23 seconds, which gave a total flight time

of around 3 minutes 10 seconds.

Figure 39: The simulations (blue) roughly followed the shape of the reference path
(black), but the average location error was 34.5 cm.
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Figure 40: The average of 15 continuous inspection path simulations. During con-
tinuous flights, the UAV follows a virtual target instead of going directly to each
waypoint. The continuous inspection path took half the time than its noncontinuous
counterpart, but was also nearly half as accurate.

4.2.3 Simulation Imagery

In simulation, the sensor’s pose, FOV, resolution, zoom, and frame rate can be

adjusted to match the real-world camera that is used. Thus the simulation can ac-

curately represent the images that would be taken during experimental flight test.

Figure 41 shows images acquired from both simulated and experimental flight testing

for two different waypoints. While the frames do not match exactly, due to variations

in UAV location, the simulated images give a good idea of what will be in the FOV

during real-world flight testing. A textured mesh was not used in this thesis’s sim-

ulation, as evident in Figure 41, but Gazebo supports their use if greater fidelity is
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desired in simulation.

Figure 41: Imagery from simulated (top) and experimental (bottom) flights taken
from similar locations along the 1 m F-15 inspection path. The simulated imagery
provides a realistic expectation of what portion of the aircraft will be in the sensor’s
field of view.

Images captured from the F-35 simulation are shown in Figure 42. The simulated

F-35 is also not a textured mesh and is slightly transparent. Nevertheless, it can

be seen that the entire top surface and the vertical fins of the F-35 are covered by

the sensor during the inspection. A five minute path flight time using a camera that

captures five frames per second would provide 1,500 images of the F-35. Assuming a

15% blur rate, taken from the F-15 0.4 m flight image data, 1,275 images would be

usable for each inspection.
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Figure 42: Images from the F-35 inspection simulation, captured from 3 m-5 m away.

4.3 Analysis

The primary goal of this thesis was to develop a UAV that is capable of au-

tonomously inspecting an aircraft by following waypoints generated by a CPP al-

gorithm. The results above show that such a system has been created. VICON

localization and path following by the stock ArduPilot algorithm allowed the UAV to

accurately navigate in close proximity to an aircraft. The four noncontinuous paths

flown during real-world testing had an average location error of 5.7 cm, and the UAV

was within the specified 15 cm radius for all waypoints. For the two flights that

utilized the continuous method, the average error was 21.3 cm. The results show that

the noncontinuous method does allow accurate path following. However, the same

cannot be said about the continuous method. Although the UAV roughly followed

the inspection path’s shape, the continuous method resulted in errors of up to 58.5

cm. The distances flown during the noncontinuous paths were between 6-16% longer

than the actual reference path due to overshoot. The discrepancy could be reduced

with further tuning, but some amount of overshoot is necessary to strike a balance

between speed and accuracy. The continuous flight paths were roughly twice as fast

as the noncontinuous, but up to five times as inaccurate. The 3 m continuous flight
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took only 59 seconds to fly the waypoint path versus 130 seconds for the noncontinu-

ous path, but the average location error was 24.7 cm for the continuous flight and 4.9

cm for the noncontinuous flight. Further analysis of the imagery collected by these

two options is required to determine whether the quantity and quality of the pictures

can justify the faster, less accurate path.

The imagery taken during real-world flight tests provides a good baseline for future

work. The 1.9 megapixel camera used in this thesis could produce images with high

enough resolution to see rivets and screws from 1 m away. Beyond 1 m, however, the

resolution would likely not be sufficient for the identification of small defects. With

video taken at 5 fps, 85-90% of the images taken were usable if the aircraft filled

most the camera’s FOV. While the camera struggled to handle the contrasting colors

on the F-15 model, full-scale military aircraft are typically not as colorful and their

inspection will likely not occur with a completely black background. A better quality

camera would mitigate the effects of contrast, as well as take inspection quality images

from further away.

Although the simulation environment was unable to provide the localization ac-

curacy of the VICON chamber, it still produced a realistic representation of exper-

imental flight testing. The paths of multiple simulations resulted in equally spaced

bands on either side of the reference waypoint path. The average of these simulations

was a path that closely matched both the experimental and reference paths. The

experimental flights, however, did have more overshoot than the simulations dur-

ing sharp turns. In addition to flight paths, the simulation also provides reasonable

expectations of the type of imagery that would be acquired during real-world inspec-

tions. Various sensor parameters can be adjusted so that the simulated camera is

similar to any camera used in the real-world, thus coverage can be approximated in

the simulation environment.
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A real-world inspection flight for a full-scale F-35 would likely have a slightly longer

total flight time than the simulated flights: roughly six and a half minutes for a 3-5 m

away noncontinuous path or four minutes for a continuous flight path. The continuous

flight path time is achievable for the X-8, but the noncontinuous flight would be over

the X8’s maximum flight time. However, the longer endurance is completely realistic

for a different multirotor. For example, a Tarot T960 hexacopter with T-Motor

MN5208 340 kV motors, 18 inch propellers, and a 6S 10,000 mAh battery could fly

for 10 minutes. The hexacopter could also produce 17 lbs of thrust; more than enough

to carry the updated sensors and computing power a fully functional prototype would

require.

89



V. Conclusions

This chapter recounts the purpose of this thesis as well as summary of the research

that was performed. Key results and conclusions from the flight and simulation data

are reviewed. The chapter ends by suggesting possible avenues for follow on research

and final remarks.

5.1 Summary

The goal of this thesis was to develop a system that allowed a multirotor UAV to

inspect a stationary aircraft. To accomplish this objective, an open-source coverage

path planning algorithm was modified and used to generate the waypoints and asso-

ciated orientations of the inspection path. The feasibility of the paths was tested in

a Gazebo simulation environment using a simple quadcopter with an ArduPilot plu-

gin. Once satisfactory performance in simulation was observed, real-world flight tests

were conducted. The UAV employed in this work was an X8 octocopter equipped

with a 1.9 megapixel camera. The UAV utilized a VICON motion capture system for

localization, and the inspection target during experimental flight testing was a 1
7

scale

F-15 model. Paths at distances of 0.4 m, 1 m, 2 m, and 3 m away from the model

were flown in order to test navigation precision and acquire diverse sets of imagery.

Finally, the simulations were repeated with the tuned autopilot parameters in order

to compare sensor and flight path data from the simulated and real-world flights.

Simulated inspections of both a F-15 model and a full-scale F-35 were performed.

The proposed system was found to be suitable for aircraft visual inspection. The

combination of VICON localization and the ArduPilot path following algorithm al-

lowed the UAV to fly in close proximity to the aircraft. On average, the UAV flew

within 5.7 cm of the desired waypoints. The imagery collected during the experimen-
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tal flights met the goal of providing coverage for the entire top surface of the aircraft.

Screws and small defects could be identified by the sensor at a distance of 1 m from

the aircraft. Additionally, the simulation environment was shown to provide realistic

representations of the path, flight time, and imagery taken during real-world inspec-

tions. Analysis of the F-35 simulations show that the flight time provided by X8’s

current configuration is not sufficient for inspection of a full-scale aircraft. However,

the required endurance is possible with a different multirotor UAV.

5.2 Future Work

There are many options for future research areas that can be branched off the

work in this thesis. Several of these possibilities are presented below.

• Optimization of the CPP algorithm: While functional, the state of the

current algorithm is far from perfect. Further work could be done to optimize

the algorithm to provide complete coverage of the model instead of a certain

percentage of it. The path planner could be improved by optimizing the path

by solving a Traveling Salesman Problem once all the waypoints are chosen.

Efficiency gains could also be increased by eliminating waypoints that do not

add new coverage.

• Different localization methods: VICON systems facilitate precise naviga-

tion, but they may not be the most practical or cost effective method of localiza-

tion. Other options are real-time kinematic (RTK) positioning, which improves

the precision of GPS signals, or simultaneous localization and mapping (SLAM),

a type of vision based navigation.

• UAV and autopilot improvements: Placing the UAV’s sensor on a gimbal

would allow the sensor to match the surface’s angle, resulting in clearer images.
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The autopilot’s path following algorithm could be improved to enable the UAV

to accurately hit waypoints without a delay at each point. The autopilot could

also interpolate the yaw between waypoints, resulting in smoother transitions

and fewer blurry images.

5.3 Final Remarks

The prevalence of autonomous vehicles in aviation maintenance is on the rise.

Visual inspections are a vital part of aviation safety, but are also time consuming,

costly, and sometimes hazardous when performed by trained personnel. The system

created and tested in this thesis has proved that UAVs are a viable option for inspec-

tion tasks. Though it is imperfect, the work presented here provides a foundation

for others embarking on research in this vein. Future refinements of this system will

allow faster, more efficient, and safer inspection of aircraft.
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