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Abstract

A large clutter discrete (LCD) is spectrally bright localized clutter that can cause

a false alarm or missed target detection in space-time adaptive processing (STAP) radar

data. For passive bistatic STAP, the four step LCD removal (LCDR) algorithm estimates

the spatial/Doppler frequency and complex amplitude of the LCD and then removes it

from the data. Once the LCD is removed from the data, homogeneous clutter suppression

techniques can be used to process the data and search for targets. This research focuses

on reducing the complexity of estimating the LCD’s complex amplitude. This research

proposes a method that directly solves for the amplitude that minimizes the power output

at the LCD’s spatial/Doppler frequency. This research also focuses on further verifying the

LCDR algorithm through hardware experimentation. Previously, the algorithm has only

been tested through simulation.

First, the amplitude estimation technique is tested through MATLAB simulations

to determine the efficiency and accuracy of the proposed method. Then, a hardware

experiment is used to test the amplitude estimation technique and verify the LCDR

algorithm in a laboratory environment.

The MATLAB simulations prove the proposed amplitude estimation technique is

faster than the original method published in [11]. The LCDR algorithm is able to

successfully remove the LCD in the simulated data so the clutter can be treated as

homogeneous. The hardware results are less conclusive. The hardware adds additional

complications to the data because of grating lobes and the limited number of channels

available. However, the LCDR algorithm is able to remove portions of the LCD and shows

promise of being successful in more real world environments.
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AMPLITUDE ESTIMATION FOR THE

LARGE CLUTTER DISCRETE REMOVAL ALGORITHM

I. Introduction

1.1 Introduction

Radar is an important technology used in both the civilian and military sectors to track

and identify objects. Passive radar is a technique that uses signals already present in the

environment (e.g., cell phone signals) and is becoming more popular as available radio

frequency spectrum is getting more difficult to come by. An important part of all radar

systems is distinguishing targets of interest from background noise or clutter. Clutter and

noise impact the radar’s ability to correctly track and identify targets. Signal processing

techniques are used to attenuate this interference in order to increase the radar’s probability

of detection and decrease the probability of false alarm.

This research focuses on a signal processing algorithm that removes a spectrally bright

localized scatterer called a large clutter discrete (LCD) from radar data. The technique,

developed in [11], is called the LCD removal (LCDR) algorithm and can be broken into

four steps:

1. Determine if a range bin has an LCD using a cell averaging constant false alarm

rate (CA-CFAR) detector

2. Estimate the LCD’s location in angle-Doppler with the Capon power estimator [2]

3. Estimate the complex amplitude of the LCD

(a) Use the amplitude and phase estimation (APES) technique [24] at the estimated

angle-Doppler location for an initial guess
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(b) Finalize the complex amplitude estimate through an iterative process that

minimizes the output power at a specific space-time location

4. Subtract the LCD from the data cube

This research focuses on step three, estimating the LCD’s amplitude. Currently, the

amplitude estimation takes two steps and involves an iterative process that can be slow

and complicated. Additionally, this research will further verify the LCDR algorithm by

developing and executing its first hardware experiment.

Removing clutter from the data increases the probability of detection for the radar

system by improving the signal-to-interference-plus-noise ratio (SINR). Increasing the

probability of detection improves the radar’s ability to identify a target in an area of

interest. Probability of detection is an important metric and impacts how well the user

can accomplish the mission.

Previous research on LCD removal relies on a priori knowledge of the area of

interest [13]. Typically, acquiring this information requires collecting data on the area

and predicting clutter statistics. The LCDR algorithm increases operators’ agility by

eliminating a step in the collection process because no a priori knowledge is needed for

the algorithm. Eliminating the need for a priori knowledge is useful for areas where it is

difficult to conduct extra collections or time sensitive scenarios where estimating clutter

statistics would slow the process down.

A potential impact from this signal processing algorithm is increased flexibility

and resilience to conduct gound moving target indication (GMTI) to detect and track

moving targets. Removing the requirement for a priori knowledge eliminates the time

and effort required to collect information and estimate clutter characteristics on an area of

interest. The LCDR algorithm could also enable operations in areas where it is difficult or

impossible to estimate clutter characteristics. The LCDR algorithm can increase the agility

of radar systems which supports broader Department of Defense missions and goals.
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1.2 Problem Statement

This research will improve the LCD amplitude estimation step in the LCDR algorithm

and evaluate the algorithm through MATLAB simulations and hardware experiments.

1.3 Scope

This research focuses on the amplitude estimation portion of the LCDR algorithm.

This research will prove the LCD’s complex amplitude can be estimated by minimizing the

output power at the LCD’s space-time location. This research will test this method through

simulation and hardware experiments. This research will use all steps in the algorithm as

outline in [11], but not investigate the accuracy or efficiency of steps one, two, or four.

1.4 Structure

Chapter 2 will provide background information on basic radar systems, space-time

adaptive processing (STAP) systems, and clutter modeling. Previous research on clutter

estimation techniques will be reviewed. Additionally, Chapter 2 will derive a method where

the LCD’s complex amplitude can be estimated in a closed form by minimizing the output

the power at the LCD’s space-time location.

Chapter 3 will provide the methodology and results for the MATLAB simulations. The

results will be analyzed by comparing processing times between the grid search method and

the new quadratic solution method. The results are also analyzed by calculating SINR loss

and power spectral density (PSD).

Chapter 4 will cover the hardware experiments. There will be an in-depth explanation

of each step in the experiment and the hardware components utilized. Next, the results are

analyzed by calculated the PSD before and after the LCDR algorithm to assess how much

of the LCD’s energy is removed from the radar data.

Chapter 5 will outline conclusions and recommendations for future research. The

conclusions drawn from the simulations and hardware experiments differ, but both show

3



the LCDR algorithm may be a promising method to remove LCDs from STAP data. For

future research, the challenges and issues found during the hardware experiment should be

modeled and their impact on the algorithm should be characterized.
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II. Background

2.1 Introduction

Pulsed radar is a system that transmits a radio frequency (RF) electromagnetic pulse

towards an area of interest and receives that pulse back when it is reflected off an object.

Basic radar functions include detecting a target and determining the range. The range is the

distance between the radar and object. Radar systems have transformed significantly from

their early days. Modern radar systems can now track, identify, image, and classify targets

while suppressing unwanted noise or clutter in the area of interest [18]. Clutter is defined

as returns from any scatterers deemed to be not of tactical interest. Typical radar system

components include a transmitter, antenna, receiver, and signal processor. This research

focuses on the signal processor and techniques to eliminate clutter from the received data.

There are many different types of radar systems with variations on the location of

transmitter and receiver and associated processing techniques to best suit the goal of each

system. This research is focused on ground-facing air-borne radar used for detecting

moving targets. This type of detection is called GMTI. One issue that arises with

moving platforms is that Doppler is induced on the ground clutter. This makes it difficult

to distinguish actual moving targets from ground clutter. STAP is a signal processing

technique specialized for GMTI from airborne platforms. STAP, through adaptive digital

beam forming, is able to detect moving targets by suppressing the Doppler induced clutter

[17].

LCDs are localized and spectrally bright returns from clutter. Typical STAP systems

attenuate homogeneous clutter by assuming the clutter is similar across the area of

interest. An LCD causes the clutter to be heterogeneous. Heterogeneous clutter can

not be attenuated through typical clutter suppression techniques because the clutter varies

throughout the area of interest [17].
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This research extends on the LCDR algorithm developed by Lievsay and Goodman

which removes the LCD from the data [11]. The LCDR algorithm has four steps. The first

step is to detect and estimate which range bin contains the LCD. Step one is accomplished

by using a CA-CFAR detector. Step two estimates the LCD’s location in angle-Doppler

frequency using Capon power estimation [2]. Step three estimates the LCD’s amplitude

by using APES amplitude estimation [8] and some additional iterative processing that

minimizes the power output at a specific space-time location. The last step is to remove the

LCD from the data.

The following sections will provide an overview of basic monostatic radar systems,

STAP topics to include passive bistatic radar (PBR) and clutter modeling, and previous

research into clutter suppression techniques. There will be a full explanation of each step

of the LCDR algorithm. The last section covers a new technique to estimate the LCD’s

complex amplitude to improve step three of the LCDR algorithm.

2.2 Radar

A monostatic radar configuration is defined as when the transmitter and receiver are

collocated. A monostatic configuration is not relevant to PBR, but it will help provide a

background on STAP systems. The monostatic radar equations can be modified for passive

radar.

Consider a single transmitted pulse and a single point target at distance R from a

monostatic radar. The round trip time, ∆T , from the transmitter/receiver to the target is

∆T =
2R
c
, (2.1)

where c is the speed of light. Transmitting pulses separated by a fixed pulse repetition

interval (PRI), Tr, is called a pulse train. The number of transmit/receive cycles in one

second is the pulse repetition frequency (PRF), fr. The duration of the pulse, in seconds, is

6



the pulse width, τ. The coherent processing interval (CPI), or dwell time, is the number of

pulses multiplied by the PRI.

Radar data is often organized by pulse and range bin. For a simple radar pulse, range

bins are determined by the range resolution,

∆R =
cτ
2
, (2.2)

and the unambiguous range,

Rua =
c

2 fr
. (2.3)

The unambiguous range is the maximum range at which a target can be measured

unambiguously by the radar.

Matched filtering is often used to detect a target in the received data. The matched filter

is the optimum linear filter that maximizes the signal-to-noise ratio (SNR). The received

signal is correlated with the known transmitted signal to identify the time delay, which is

then used to solve for the range using (2.1).

2.2.1 Linear Frequency Modulation (LFM) Pulse Signal Model.

A common radar waveform is a linear frequency modulation (LFM) pulse. An LFM

pulse is used in the hardware experiments covered in Chapter 4. An LFM up chirp is a

signal linearly swept in frequency from fmin to fmax [17]. The bandwidth, B, of the chirp is

B = fmax − fmin. The pulse width of the chirp pulse is τc. A rectangular envelope is used to

turn the pulse on and off to achieve the PRI. The rectangle envelope applied to the pulse is

b(t) =


1 0 ≤ t ≤ τc

0 else.
(2.4)

At baseband, the LFM pulse is expressed as

sbb(t) = b(t) cos
(
π

B
τc

t2
)
. (2.5)
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Figure 2.1: Two-channel I/Q detector that down converts and splits the received pulse into

the in-phase and quadrature channels.

When transmitted, the LFM waveform is centered on the carrier frequency, which is fmin.

The modulated transmit signal is

s(t) = Re
{
sbb(t)exp ( j2π fmint)

}
= b(t) cos

(
2π fmint + π

B
τc

t2
)
. (2.6)

The received signal, r(t), is a time delayed, ∆T , copy of the transmitted signal with

some change in amplitude, A,

r(t) = As(t − ∆T ). (2.7)

For this exercise, let ∆T = 0. The received signal can be down converted and split into the

in-phase and quadrature channels using the two-channel I/Q detector in Figure2.1. The
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demodulated signal from the I channel is

r̄I(t) = Ab(t) cos
(
2π fmint + π

B
τc

t2
)

2 cos(2π fmint)

= Ab(t)
[
cos

(
2π fmint + π

B
τc

t2 + 2π fmint
)

+ cos
(
2π fmint + π

B
τc

t2 − 2π fmint
)]

= Ab(t)
[
cos

(
4π fmint + π

B
τc

t2
)

+ cos
(
π

B
τc

t2
)]
, (2.8)

and from the Q channel is

r̄Q(t) = Ab(t) cos
(
2π fmint + π

B
τc

t2
)

2 sin(2π fmint)

= Ab(t)
[
sin

(
2π fmint + π

B
τc

t2 + 2π fmint
)
− sin

(
2π fmint + π

B
τc

t2 − 2π fmint
)]

= Ab(t)
[
sin

(
4π fmint + π

B
τc

t2
)
− sin

(
π

B
τc

t2
)]
. (2.9)

Next, the signals are passed through a low pass filter to remove the copies at higher

frequencies. The output for the I channel is

rI(t) = Ab(t) cos
(
π

B
τc

t2
)

(2.10)

and for the Q channel is

rQ(t) = −Ab(t) sin
(
π

B
τc

t2
)
. (2.11)

The baseband complex received signal is

rbb(t) = rI(t) − jrQ(t)

= Ab(t) cos
(
π

B
τc

t2
)

+ jAb(t) sin
(
π

B
τc

t2
)

= Ab(t)exp
(

jπ
B
τc

t2
)
. (2.12)

The baseband matched filter is

hbb(t) = s∗(−t) = b(−t)exp
(
− jπ

B
τc

t2
)
, (2.13)
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which is the time-reversed conjugate of the transmit signal. Now apply the matched filter

to the received signal:

y(t) = rbb(t) ∗ hbb(t)

=

∫ ∞

−∞

rbb(ζ)hbb(t − ζ)dζ

=

∫ ∞

−∞

Ab(ζ)exp
(

jπ
B
τc
ζ2

)
b(−(t − ζ))exp

(
− jπ

B
τc

(t − ζ)2
)

dζ

= A
∫ τc

t−τc

exp
(

jπ
B
τc

(ζ2 − (t − ζ)2)
)

dζ, |t| ≤ τc

= A
∫ τc

t−τc

exp
(

jπ
B
τc

(−t2 + 2tζ)
)

dζ, |t| ≤ τc. (2.14)

From [17], (2.14) simplifies as,

y(t) =

(
1 −
|t|
τc

) sin
[(

1 − |t|
τc

)
πBt

](
1 − |t|

τc
πBt

) , |t| ≤ τc. (2.15)

The first term of the matched filter response in (2.15) is a triangle function defined over

−τc < t < τc. The second term resembles a sinc function. Figure 2.2 shows (2.15) evaluated

for B = 0.3 GHz and τc = 0.5 µs. The peak of the matched filter response corresponds to

the delay, ∆T , in the received signal. With ∆T = 0, (2.15) also represents the ambiguity

function with no uncompensated Doppler frequency shift. Ambiguity functions can be used

to characterize the matched filter response in the presence of uncompensated Doppler shift

from a moving scatterer [18].

An LFM signal is used for the hardware experiment and the matched filter response is

calculated for each pulse and phased array channel. The matched filter responses are used

to build the data cube, which is introduced in Section 2.3. The peak of the matched filter is

used to determine the range of the LCD using (2.1).

The LFM signal is a pulse compressed signal. Pulse compression is a technique used

to improve the range resolution while maintaining the energy desired in the pulse. As seen

in (2.2), the range resolution for a simple radar pulse can only be improved by shortening

10



Figure 2.2: Matched filter response from (2.15) for LFM signal with B = 0.3GHz and

τc = 0.5µs with ∆T = 0.

the pulse width. However, a shorter pulse width reduces the pulse’s Doppler resolution and

average signal power [18]. The range resolution for an LFM waveform is

∆RLFM =
c

2B
, (2.16)

which does not rely on the pulse duration.

A parameter that does rely on the pulse duration is the time-bandwidth product, Bτ,

which is related to the LFM pulse compression gain [17]. The pulse compression gain is

the ratio of the SNR at the output of the matched filter and the output prior to the filter [18].

The time-bandwidth product impacts the matched filter’s ability to pull the signal out of

the noise floor. For example, a longer transmit pulse can achieve improved SNR after the

matched filter.
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2.3 Space-Time Adaptive Processing (STAP)

STAP is a signal processing technique that suppresses clutter from radar returns to

improve the probability of target detection in GMTI scenarios. If GMTI is performed

from a stationary platform, STAP is not needed because the processor can easily attenuate

clutter over all frequencies by filtering out any returns at a zero Doppler frequency. STAP

becomes necessary when GMTI is performed from a moving platform and a range of

Doppler frequencies are now induced on stationary clutter. Collecting echo returns signals

from a phased array over a CPI (i.e. multiple pulses) enables STAP to filter data in multiple

dimensions. STAP uses information from all the data collected to estimate the interference

covariance matrix for clutter filtering.

2.3.1 Monostatic STAP Model.

This section will focus on a monostactic STAP model for an airborne radar system

with a uniform linear array (ULA) and the bore-sight facing perpendicular to the direction

of travel. Figure 2.3 shows the platform geometry with a ULA traveling parallel to the

y-axis where va is the aircraft velocity. The point scatterer is shown in green and k̂ is the

line of sight unit vector defined as

k̂(φ, θ) = cos θ cos φx̂ + cos θ sin φŷ + sin θẑ, (2.17)

with θ and φ representing the elevation and azimuth angles, respectively.

The black dots on the ULA, in Figure 2.3, represent the channels and can be thought

of as samples along the y-axis. The distance between adjacent channels is d. It is

assumed each channel contains its own down converter, matched filter, and analog to digital

converter. Additional radar system parameters include operating frequency, ω0 = 2π f0,

wavelength, λ0, PRI, Tr, and PRF, fr.

Assuming N channels, M pulses, and L range bins, the received data from the ULA is

organized into a data cube, D, as illustrated by Figure 2.4. The complex sample for the mth
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Figure 2.3: STAP platform geometry with a ULA traveling along the x-axis where va is

the aircraft velocity. The point scatterer is shown in green and the k̂ is the line of site unit

vector with θ and φ representing the elevation and azimuth angles, respectively. The cone

angle is represented with γ. The black dots on the ULA represent channels.

pulse, nth channel, and lth range bin is xm,n,l. The spatial snapshot, xm,l, is an N × 1 vector at

the lth range bin and mth pulse. In STAP, there is a cell under test (CUT) that consists of all

the data at one range bin. The data at some range bin l,

Xl = [x1,l, x2,l, . . . , xM,l]N×M, (2.18)

can be described as a collection of all spatial snapshots over all pulses. The data outside the

CUT is called the training data because it used to estimate the interference inside the CUT

and train the adaptive filters. Another important data structure is the space-time snapshot,

13



Figure 2.4: Data cube, D, where N represents the number of channels, M the number of

pulses in one CPI at a constant PRF, and L represents the number of range bins. The CUT

is highlighted in green.

x̄l, defined as

x̄l = vec(Xl) = [xT
1,l, x

T
2,l, . . . , x

T
M,l]

T
MN×1, (2.19)

which is all the data at one range bin, l, organized in a vector.

The objective of the radar system is to determine if a target is present. The interference

space-time snapshot at range bin l,

x̄l,u = x̄l,n + x̄l,c, (2.20)

is made up of thermal noise, x̄l,n, and clutter, x̄l,c. Steering vectors are used to track phase

changes between channels and pulses. Steering vectors digitally focus the array of antenna

elements in a given direction or Doppler frequency by manipulating the phase shift for each

pulse and/or channel [17]. The target’s space-time steering vector is v(ϑt, ωt), defined in

(2.32), and the unknown complex amplitude of the target is αt. Given a space-time snapshot
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the system will make a hypothesis that either a target is absent,

H0 : x̄l = x̄l,u, (2.21)

or present,

H1 : x̄l = αtv(ϑt, ωt) + x̄l,u. (2.22)

Consider a clutter scatterer with parameters including range, Rc, azimuth, φ, elevation,

θ, radar cross section (RCS), σ, and aircraft velocity, va. The induced Doppler frequency

for a monostatic radar system at the clutter point is

fd =
2va

λ0
cos γ, (2.23)

where γ is the cone angle defined as the angle between the aircraft velocity vector and the

line-of-site vector to a scatterer. The cone angle can be decomposed into the azimuth and

elevation angles as follows:

cos γ = cos θ sin φ. (2.24)

The normalized Doppler frequency is

ω = fdTr =
fd

fr
. (2.25)

The normalized spatial frequency is

ϑ =
d
λ0

cos θ sin φ. (2.26)

With the assumption of a ULA and constant fr, the target samples can be expressed as

xnm = αte jn2πϑe jm2πω, (2.27)

where n = 0, ...,N − 1 and m = 0, ...,M − 1. For monostatic STAP systems, the elevation

angle is constant within a single range bin. In one range bin, the system is looking for

targets at different azimuth angles and Doppler frequencies. The spatial steering vector is

a(φ, θ) =

[
1, e j 2πd

λ0
cos θ sin φ

, ..., e j(N−1) 2πd
λ0

cos θ sin φ
]T

N×1
. (2.28)
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Equation (2.28) can be simplified using (2.26) which results in

a(ϑ) =
[
1, e j2πϑ, ..., e j(N−1)2πϑ

]T

N×1
. (2.29)

Equation (2.29) describes the phase relationship from channel to channel and depends on

the element spacing, d, and the angle of arrival [17]. The temporal steering vector is

b(φ, θ) =

[
1, e j2π 2va

λ0 fr
cos θ sin φ

, ..., e j(M−1)2π 2va
λ0 fr

cos θ sin φ
]T

M×1
. (2.30)

Equation (2.30) can be simplified using (2.23) and (2.24) which results in

b(ω) =
[
1, e j2πω, ..., e j(M−1)2πω

]T

M×1
. (2.31)

Equation (2.31) tracks the phase change from pulse to pulse and depends on the Doppler

frequency. This assumes a uniform PRF and constant aircraft velocity over the CPI. The

space-time steering vector is

v(ϑ, ω) = b(ω) ⊗ a(ϑ) (MN × 1), (2.32)

where ⊗ is the Kroncker product.

STAP systems detect a target and estimate its associated spatial and Doppler

frequencies. The space-time matched filter that maximizes SINR is

w = κR−1
u v(ϑ̂, ω̂), (2.33)

where κ is an arbitrary constant and Ru = E
[
x̄ux̄H

u

]
is the interference covariance matrix.

2.3.2 Passive Bistatic Radar (PBR).

Radar that uses signals already present in the environment to detect and identify targets

is called PBR. The system is bistatic because the transmitter and receiver are on different

platforms. One advantage of passive radar is no money or resources need to be spent

on the transmitter. Additionally, it is not necessary to secure an RF license to transmit.

However, there are challenges associated with passive radar. The radar designer does
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not have control over the waveform design, including frequency, power, and pulse width.

Additionally, radar users have no control over where the transmitters are located which

may cause high clutter spectrum energy and reduce the system’s probability of detection.

However, these challenges can be addressed through antenna design, a priori knowledge,

or post processing. PBR is a useful option for many scenarios.

Waveforms for PBR are assumed to be generated by non-cooperative systems. A

variety of commercial signals have been researched including digital video broadcasting-

terrestrial (DVB-T) [5, 14–16, 21–23], global system for mobile communications (GSM)

[12], and long-term evolution (LTE) signals [1, 3, 19]. All the commercial signals listed

above are continuous communication waveforms. Assuming a separable direct path signal

exists, a PBR system can apply the pulse envelope from (2.4) every Tr seconds to generate

pulse-diverse waveforms. Pulse-diverse waveforms mean each pulse differs by some

combination of phase, phase code, time offset, and/or frequency shift [20].

For this PBR model, the receiver is an airborne side-looking radar and the transmitter

is stationary. The height of the receiver and transmitter are hR and hT , respectively, where

hR > hT . The elevation angle, θT , is the angle from the receiver to the transmitter, as seen in

Figure 2.5. The distance between the transmitter and receiver is called the bistatic baseline,

LD, and calculated as

LD =

∣∣∣∣∣hR − hT

sin θT

∣∣∣∣∣ . (2.34)

In the x-y plane, the azimuth angle, φT , is defined as the angle between the

transmitter and receiver and behaves according to the right hand rule with zero degrees

on the x-axis. In a global axis, the receiver is at (0, 0, hR) and the transmitter is at

(LD cos θT cos φT , LD cos θT sin φT , hT ). The distances between the transmitter and receiver

to any point on the ground are RT and RR, respectively. The angle between the range
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Figure 2.5: Transmitter (Tx) and receiver (Rx) configuration in the x-z plane where hT is

the Tx height, hR is the Rx height, LD is the bistatic baseline, and θT is the elevation angle

between the Tx and Rx.

vectors,
⇀

RT and
⇀

RR, is the bistatic angle, β,

β = cos−1


⇀

RT ·
⇀

RR

RtRR

 . (2.35)

The bistatic range, RB,

RB = RT + RR, (2.36)

is the total distance from the transmitter to a point on the ground to the receiver.

2.3.3 Passive STAP Clutter Model.

Clutter contributions from the lth range bin are the continuous sum of voltage responses

from all scatterers within the lth range bin and any ambiguous range bins [27]. The

continuous sum can be approximated as

cl =

Na∑
j=1

Nc∑
i=1

αi jkx̄(ϑi jl, ωi jl), (2.37)
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where Na is the number of ambiguous range bins, Nc is the number of discrete clutter

patches in one range bin, and αi jl is the random reflection coefficient of the (ith, jth,lth) clutter

patch. The clutter patch’s power, ξi jl, is defined using the bistatic range equation

ξi jl =
PTGT gRλ

2
0σi jl

(4π)3LsR2
T R2

R

, (2.38)

where PT is the transmitter power, GT is the transmitter directional gain, gR is the

element/subarray/channel directional gain, Ls is the loss factor, and σi jl is the clutter patch

RCS. The clutter patch’s RCS is modeled as

σi jl = σ0(θI , θS , φOP)Ai jl, (2.39)

where Ai jl is the area of the (ith, jth,lth) clutter patch and σ0 is the clutter patch reflectivity

coefficient with (θI , θS , φOP) shown in Figure 2.6.

Figure 2.6: The reflectivity coefficient is defined by θI , θS , and φOP using a local coordinate

system with the clutter patch at the origin and the transmitter on the x-axis.

The reflectivity coefficient is a function of (θI , θS , φOP) because σ0 is strongly

dependent on relative geometry [10]. The out-of-plane angle, φOP, has the greatest impact
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on the RCS coefficient [10]. When φOP = 0◦ (back scattering) and φOP = 180◦ (forward

scattering), σ0 is at its strongest. When φOP = 90◦, σ0 is at its weakest. The clutter

structure in the spatial/Doppler frequency domain depends on the relative geometry of the

transmitter and receiver.

One disadvantage with bistatic radar is that the clutter is inherently non-stationary

because the clutter statistics are range dependent [10]. The bistatic range, from (2.36),

within a single range bin is the same, but RT and RR will vary for each clutter scatterer. The

varying RT and RR impact the clutter patch’s power, as seen in (2.38), which results in the

clutter being inherently range dependent. Therefore, clutter in the training data may not be

representative of the clutter in the CUT. Clutter is often assumed to be range independent

for monostatic radar. Non-stationary clutter reduces the effectiveness of clutter suppression.

In the passive STAP system, the transmitter is stationary and the receiver is mounted

onto an airborne platform in a side looking configuration. The airborne platform induces

Doppler shifts on the clutter scene. However, the induced Doppler shifts are half that of a

monostatic system with a moving transmitter and receiver. The induced Doppler shifts are

defined by

fd =
k̂Rx · vRx + k̂T x · vT x

λ0
, (2.40)

where k̂Rx and k̂T x are unit vectors that represent the line of sight from the transmitter and

receiver to a point on the ground and vRx and vT x represent the receiver and transmitter

velocity vectors. For a monostatic system, k̂T x = k̂Rx and vT x = vRx, so (2.40) simplifies to

(2.23). In a passive bistatic radar system, vT x = 0 and (2.40) simplifies to

fd =
va

λ0
cos γ

=
va

λ0
cos θ sin φ. (2.41)

The normalized Doppler shift for a clutter patch, ωc, is

ωc =
va

λ0 fr
cos θ sin φ. (2.42)
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The normalized spatial frequency for a clutter patch, ϑc, is

ϑc =
d
λ0

cos θ sin φ. (2.43)

Using (2.42) and (2.43), the clutter patch’s angle-Doppler response is a linear relationship

defined as

ωc =
vad
λ0 frd

cos θ sin φ =
va

frd
ϑc. (2.44)

2.3.4 Clutter Ridge.

In the normalized Doppler and spatial frequency domain, the clutter ridge slope is

defined as

η =
va

frd
. (2.45)

The clutter ridge relates where clutter energy resides in the spatial and Doppler domain. If

η = 1, power from the clutter resides on the diagonal where spatial and Doppler frequency

are equal. Figure 2.7 is the matched filter response for a monostatic STAP system when

η = 1. The clutter ridge can be seen along the diagonal where there is high attenuation to

filter out the clutter. When η , 1, aliasing can occur in the Doppler or spatial frequency

domain. This creates more nulls in the matched filter angle/Doppler domain which make

target detection more difficult.

2.4 Long-Term Evolution (LTE) Waveforms

LTE signals are a type of wireless telecommunication signal for mobile phones and

can be utilized by PBR systems. The LTE waveform uses orthogonal frequency division

multiplexing (OFDM) to organize data into 10 ms frames, 1 ms subframes, and 0.5 ms

slots. Every slot contains six or seven symbols based on which cyclic prefix (CP) is chosen

[3]. A CP is used to mitigate impacts from multipath by copying a portion of the end of the

signal to the beginning on the signal.

The MATLAB simulations in this research use LTE signals as the passive emitter. For

the simulations, a pulse is defined as one symbol with random simulated user data. This
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Figure 2.7: The matched filter response for a monostatic STAP system in dB when η = 1.

The matched filter’s passband is at (ϑ = −0.16, ω = 0.25) and the clutter ridge is where

ϑ = ω.

ensures the transmit signal is a pulse-diverse waveform. Similar to the LFM signal analysis

in Section 2.2.1, the matched filter for an LTE signal is the time reverse conjugate of the

transmit signal.
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2.5 Previous Research on Clutter Suppression and LCD Removal

2.5.1 Homogeneous Clutter Suppression.

It is assumed homogeneous ground clutter exists over all azimuth angles and ranges

and is attenuated through matched filtering. The estimated interference covariance matrix,

R̂u, can be calculated with sample matrix inversion (SMI), which is defined as

R̂u =
1

L − 1

L−1∑
l=1

x̄lx̄H
l . (2.46)

This method removes the CUT from the data cube and averages radar returns in the training

data. If the CUT has the target and the training data is only radar returns from interference,

R̂u can estimate the interference inside the CUT. In order for R̂u to be accurate, clutter

outside the CUT must be similar to clutter inside the CUT. In other words, the clutter

needs to be homogeneous. An LCD causes the clutter to be heterogeneous.

Ground clutter is attenuated with a matched filter that incorporates R̂u. Maximizing

SINR will maximize the probability of detection. The optimum matched filter that

maximizes the probability of detection is

w(ϑ̂t, ω̂t) = κR̂−1
u v(ϑ̂t, ω̂t), (2.47)

where ϑ̂t and ω̂t are the hypothesized target spatial and Doppler frequencies and κ is an

arbitrary constant. The matched filter’s passband is at the hypothesized target space-time

frequency pair while simultaneously filtering out the coherent interference contained in R̂u

(see Figure 2.7).

2.5.2 LCD Removal.

An LCD is a spectrally localized scatterer present in STAP data. Examples of objects

that would appear as LCDs are large buildings in urban areas or grain silos in an open field.

LCDs are localized and range dependent scatterers that may only show up in a single slice

of the data cube. An LCD can impact performance of STAP in different ways depending on

where the LCD is in the data. An LCD in the CUT could be interpreted as a target, which
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would cause a false alarm. If the LCD is in the training data, the algorithm will be trained

to null that space-time location and potentially miss a target in the CUT. It is advantageous

to remove the LCD because false alarms and missed detections should be avoided.

The authors in [13] use prior knowledge about the area of interest to remove clutter

from the STAP data. This method is called knowledge-aided STAP. The authors form

earth-referenced clutter reflectivity maps and extract estimates of clutter return strength.

The estimates are incorporated into a clutter map of the area of interest. To remove the

LCD, the authors scan the estimated clutter map and use a threshold to determine if there

is an LCD in that data set. Then they use the maximum likelihood method to determine the

complex amplitude and azimuth angle.

The LCDR algorithm developed in [11] uses no prior knowledge to remove the LCD.

This method is covered in Section 2.6.

2.6 LCDR Algorithm

The LCDR algorithm developed by Lievsay in [11] can be broken into four steps:

1. Determine if a range bin has an LCD using a cell averaging constant false alarm rate

(CA-CFAR) detector

2. Estimate the LCD’s location in angle-Doppler with the Capon power estimation [2]

3. Estimate the complex amplitude of the LCD

(a) Use APES technique [24] to the estimated angle-Doppler location to generate

initial guesses and define a local search grid in the real and imaginary space

(b) Finalize the complex amplitude estimate through an iterative process that

minimizes output power at the specific space-time location

4. Subtract the LCD from the data cube
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2.6.1 Step One.

CA-CFAR detector is the method used to detect if an LCD is present in the data.

CA-CFAR detectors are also used to detect targets. The detector compares the signal to

an adaptive threshold to determine if an LCD is present. The null hypothesis, H0, is an

LCD is not present and the alternative hypothesis, H1, is an LCD is present. The threshold

is calculated from the arithmetic mean of the surrounding interference levels in range and

spatial/Doppler frequency [9].

First, to detect an LCD and estimate the range bin, the spectral energy, E, is calculated

across the clutter ridge in each range bin, l, as

El(ϑ, ηϑ) =
∣∣∣aH(ϑ)X∗l b(ηϑ)

∣∣∣2 (2.48)

over a range of spatial frequencies normalized to -0.5 to 0.5. If there is an LCD, it will

reside on the clutter ridge. Apply the CA-CFAR detector to E.

The out-of-plane angle, φOP, from Figure 2.6, is an important parameter that gives

insight as to whether the CA-CFAR detector will be able to detect the LCD. The CA-CFAR

detector is unlikely to detect the LCD if φOP ≈ 0◦ or φOP ≈ 180◦ because the LCD return

will reside in a spatial/Doppler area with high clutter energy [11]. In other words, the LCD

will blend with the other clutter in the scene. Therefore, this LCDR algorithm is unlikely

to work for monostatic STAP systems.

2.6.2 Step Two.

Step two in the LCDR algorithm involves estimating the spatial and Doppler

frequencies of the LCD using the Capon frequency estimation technique described in

[2]. The Capon method estimates the power spectrum by filtering a wide sense stationary

process with a bank of narrowband bandpass filters [7]. The filters are adapted for each

frequency of interest. The frequency that maximizes the output power corresponds to the

relative angle between the ULA and the LCD.
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First, the received data from one channel in the range bin with the LCD can be defined

as x[m]. Let yk be a sub-sequence of length LM of the received data, where k represents the

kth sub-sequence. Let Y be a matrix of all possible sub-sequences such that

Y = [y0, ..., yK−1] =



x[0] x[1] . . . x[K − 2] x[K − 1]

x[1] x[2] x[K − 1] x[K]
...

. . .
...

x[LM − 2] x[LM − 1] x[M − 3] x[M − 2]

x[LM − 1] x[LM] . . . x[M − 2] x[M − 1]


, (2.49)

where K = M − LM + 1 is the total number of sub-sequences.

The covariance matrix of yk is R = E
{
ykyH

k

}
. However, in practice R must be

estimated as

R̂ =
1
K

K−1∑
k=0

yky
H
k =

1
K

YYH. (2.50)

The estimated Doppler frequency is

ω̂LCD = argmax
ω

1

bH
LM

(ω)R̂−1bLM (ω)
, (2.51)

where bLM is the temporal steering vector of length LM.

Equation (2.51) can be extended to two dimensions to search for the Doppler and

spatial frequency. Let us define a two-dimensional space-time series as x[n,m]. The sub-

sequences are defined as

ykN ,kM
= vec




x[kN , kM] . . . x[kN , kM + LM − 1]

...
. . .

...

x[kN + LN − 1, kM] . . . x[kN + LN − 1, kM + LM − 1]



 , (2.52)

where LN and LM are the lengths of the subset of space and time samples taken from x[n,m].

The number of unique windows in space and time are

KN = N − LN + 1 (2.53)
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and

KM = M − LM + 1, (2.54)

respectively. Define Y as

Y =

[
y0,0 y1,0 . . . yKN−1,0 y0,1 y1,1 . . . yKN−1,KM−1

]
, (2.55)

which collects the snapshots from (2.52) with different kN and kM.

The covariance matrix with the two-dimensional data is similar to (2.50), but is defined

as

R̂ =
1

KN KM
YYH. (2.56)

Therefore, the spatial and Doppler frequency can be estimated using

[ϑ̂LCD, ω̂LCD] = argmax
ϑ,ω

1

vH
LN ,LM

(ϑ, ω)R̂−1vLN ,LM (ϑ, ω)
. (2.57)

Let vLN ,LM (ϑ, ω) represent a space-time steering vector such that

vLN ,LM (ϑ, ω) =
[
1, e j2πω, . . . , e j2πω(LN−1)

]
⊗

[
1, e j2πϑ, . . . , e j2πϑ(LM−1)

]
, (2.58)

where ⊗ is the Kronecker product. However, the LCD’s spatial and Doppler frequency are

related through the clutter ridge and (2.44). Therefore, the one-dimensional analysis can

be sufficient.

2.6.3 Step Three.

This research focuses on step three, estimating the LCD’s complex amplitude, α. The

original steps in [11] estimate the complex amplitude in two parts. First, APES technique

[6, 8] is used to attain an initial guess of the complex amplitude. Then, the amplitude

estimate is finalized through an iterative process that minimizes the output power at a

(ϑLCD, ωLCD).

For a two-dimensional frequency spectrum, the estimated complex amplitude is

defined as

α̂APES =
vH

LN ,LM
(ϑ, ω)Q̂−1

(ϑ, ω)g(ϑ, ω)

vH
LN ,LM

(ϑ, ω)Q̂−1
(ϑ, ω)vLN ,LM (ϑ, ω)

, (2.59)
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where R̂ is from (2.56) and

Q̂(ϑ, ω) = R̂ − g(ϑ, ω)gH(ϑ, ω). (2.60)

Additionally, g(ϑ, ω) is defined as

g(ϑ, ω) =
1

KN KM

KN−1∑
kn=0

KM−1∑
km=0

ykn,km
e j(ϑkm+ωkm). (2.61)

It was found in [11] that the APES estimation was not accurate enough to successfully

remove the LCD. Therefore, multiple complex amplitude estimates are generated through

the APES method by varying the sub-sequence length. The statistical outliers are removed

and the rest of the estimates are used to create a search space in the real and imaginary

domain. A linearly spaced search grid of 25 by 25, with the limits set by the estimates, is

used to find the local minimum of

S = vHvec{Xl − α̂abT }vec{Xl − α̂abT }Hv. (2.62)

Equation (2.62) calculates the output power at the estimated spatial and Doppler

frequencies from step two. The data cube slice at the range bin with the LCD is Xl and

the complex amplitude estimate is α̂. The amplitude estimate that minimizes (2.62) is used

to generate a finer search grid and the process is repeated. This iterative approach continues

until the output power is below a chosen threshold and the amplitude estimate is considered

accurate enough to remove the LCD from the data. This research focuses on improving this

step because it is slow and complicated.

2.6.4 Step Four.

Once the LCD’s spatial and Doppler frequencies and complex amplitude are

estimated, it can be subtracted from the data cube. The LCD has side lobes that extend

across range bins which must be accounted for in the subtraction. To account for the side

lobes, the normalized auto-correlation function of the transmit signal, RXX, is used. The

auto-correlation function will be an (N × M × L) array with the peak centered at the range
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bin with the LCD and RXX,l represents an (N ×M) matrix at range bin l. The new data cube

is constructed by subtracting the LCD from each range bin,

X′l = Xl − α̂
(
a(ϑ̂LCD, ω̂LCD)b(ϑ̂LCD, ω̂LCD)T

)
� RXX,l, (2.63)

where � is the Hadamard or piece-wise product.

2.7 Output Power at a Spatial and Doppler Frequency

Assume a STAP system has N channels, M pulses, and L range bins. The output power

at ϑ̂LCD and ω̂LCD frequencies is

S = vH(ϑ̂LCD, ω̂LCD)vec{Xl}vec{Xl}
Hv(ϑ̂LCD, ω̂LCD), (2.64)

where Xl (N × M) is the STAP data cube slice at the lth range bin with the LCD. Equation

(2.64) can be used to estimate the LCD’s complex amplitude, α, by finding the amplitude

that minimizes the power output at the LCD’s estimated spatial and Doppler frequency.

Minimizing the output power with respect to α will find the value that eliminates the

most power associated with the LCD, therefore, finding the best estimate of the complex

amplitude. The LCD’s complex amplitude, α, is multiplied by spatial and temporal steering

vectors and subtracted from the data cube to remove all the power associated with the LCD,

thus

S =vH(ϑ̂LCD, ω̂LCD)vec{Xl − αa(ϑ̂LCD)b(ω̂LCD)T }

vec{Xl − αa(ϑ̂LCD)b(ω̂LCD)T }Hv(ϑ̂LCD, ω̂LCD). (2.65)

The spatial and Doppler frequency have already been estimated in step two of the LCDR

algorithm.

Figure2.8 shows (2.65) evaluated over multiple α’s in the real and imaginary space

and converted to dB. Equation (2.65) trends towards the minimum as α reaches the true

value of the LCD’s amplitude.
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Figure 2.8: Power output, (2.65), evaluated over multiple α’s in the real and imaginary

space.

2.7.1 Solving for the Complex Amplitude.

The derivation described in this section is a product of this research. It was discovered

that directly solving for the amplitude that minimizes the output power at the LCD’s space-

time location produces an accurate amplitude estimate. Therefore, there is no longer a need

for the initial guesses from the APES estimation.

Equation (2.65) defines the output power at the LCD’s spatial and Doppler frequency.

The α that minimizes the power output is the best estimate of the complex amplitude:

α̂ = argmin
α

S = argmin
α

vHvec(Xl − αabT )vec(Xl − αabT )Hv. (2.66)

For Section 2.7.1, assume all the steering vectors are steered to (ϑ̂LCD, ω̂LCD).

Equation (2.65) can be written in matrix form and expanded into summations, as

follows:
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S =

MN∑
i=1

MN∑
j=1

v∗i
(
vec(Xl)i − αvec(abT )i

) (
vec∗(Xl) j − α

∗vec∗(abT ) j

)
v j

=

MN∑
i=1

MN∑
j=1

v∗i v jvec(Xl)ivec∗(Xl) j − α

MN∑
i=1

MN∑
j=1

viv∗jvec∗(Xl) jvec(abT )i

− α∗
MN∑
i=1

MN∑
j=1

v∗i v jvec(Xl)ivec∗(abT ) j + |α|2
MN∑
i=1

MN∑
j=1

v∗i v jvec(abT )ivec∗(abT ) j. (2.67)

The conjugate on the space-time steering vector can be switched to produce an identical

result, which aids in the simplification process. Then, (2.67) can be written as

S = p − αq∗ − α∗q + |α|2r = p − 2Re(αq∗) + |α|2r, (2.68)

where

p =

MN∑
i=1

MN∑
j=1

v∗i v jvec(Xl)ivec∗(Xl) j, (2.69)

q =

MN∑
i=1

MN∑
j=1

v∗i v jvec(Xl)ivec∗(abT ) j, (2.70)

r =

MN∑
i=1

MN∑
j=1

v∗i v jvec(abT )ivec∗(abT ) j. (2.71)

Equation (2.68) is quadratic with respect to α. Using the Wirtinger derivative from

[28], the derivative of (2.68) can be taken with respect to α∗ to find the minimum of the

function:
dS
dα∗

= 0 − 0 − q + αr ≡ 0. (2.72)

Therefore, the solution to (2.66) and the best estimate of the LCD’s complex amplitude is

α̂ =
q
r
. (2.73)
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III. MATLAB Simulations

3.1 Introduction

This chapter will describe the MATLAB simulation’s experimental approach and

results. Thw MATLAB simulations are used to test the new direct solution technique from

Section 2.7.1 and compare it to the original iterative method to estimating α. The MATLAB

simulations are also used to assess how well the LCDR algorithm removes the LCD from

the data in a controlled experiment.

3.2 Methodology

MATLAB simulations are used to generate PBR data with an LCD, estimate the LCD’s

spatial frequency, Doppler frequency, and complex amplitude, and remove it from the data

cube. The simulation assumes the receiver is an ULA with half-wavelength spacing on

an airborne platform in a side-looking configuration. There are N = 8 channels, M = 32

pulses, and L = 49 range bins.

Figure 3.1 shows the Cartesian coordinates in the x-y plane of the transmitter (814 m,

1410 m, 60 m), receiver (0 m, 0 m, 1000 m), and LCD (3300 m, 665 m, 0 m). With this

configuration, the return from the LCD will predominantly reside in the training data.

LTE signals are used as the transmit signal and the clutter is simulated using the

model described in Section 2.3.3 and [10]. The estimated interference covariance matrix is

calculated through SMI from (2.46). In scenarios with no prior knowledge of the area of

interest, R̂u must be estimated from the finite data available. The data from cells not under

test are used to estimate the interference in the CUT.

Once the data cube is simulated, steps two and three are executed as outlined in Section

2.6. The amplitude is estimated using the direct solve method outlined in Section 2.7.1. The

LCD is subtracted from the data using (2.63).

32



Figure 3.1: Cartesian coordinates of transmitter, LCD, and receiver in the x-y plane. The

LCD resides in the training data.

3.3 Results

3.3.1 Metrics.

A common measure of performance is SINR which compares the signal’s power in

relation to interference and noise. The SINR obtained when using the SMI interference

covariance matrix estimate is

S INR =
ρ2ξR|vHR̂−1

u v|2

vHR̂−1
u RuR̂−1

u v
, (3.1)

where ρ2 is the noise power and ξR is the single-pulse SNR for a single antenna element on

receive. The optimum SNR in a noise only environment is S NR0 = MNξR. The purpose of

adaptive filtering is to reduce clutter interference. Therefore, it is useful to analyze a STAP

system’s performance with interference and noise relative to the system’s performance with

only noise. The SINR loss, S INRL, of a space-time processing algorithm is defined to be

its performance relative to the matched filter SNR in an interference free environment [26].
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Therefore,

S INRL =
S INR
S NR0

=
ρ2|vHR̂−1

u v|2

NMvHR̂−1
u RuR̂−1

u v
. (3.2)

The SINR loss falls between zero and one. An SINR loss closer to one (0 dB), means

the power from clutter interference is very low and the SINR is approximately equal to

the SNR. Therefore, the adaptive filter is performing well by suppressing the maximum

amount of clutter. Conversely, SINR loss closer to 0 (large negative number in dB) occurs

when the SNR > SINR, which means interference from clutter is still high causing a low

SINR. Thus, it is desirable to have an SINR loss closer to one (0 dB), which indicates the

adaptive filter is performing well.

The PSD, a measure of the signal’s power content versus frequency, is also calculated

to analyze the data before and after the LCD is removed. The estimated PSD is

P̂(ϑ, ω) =
1

W2

∣∣∣∣∣∣∣
W−1∑
w1=0

W−1∑
w2=0

Xl[w1,w2]e− j2π(w1
ϑ
W +w2

ω
W )

∣∣∣∣∣∣∣
2

, ϑ, ω ∈ [−0.5, 0.5], (3.3)

which is the magnitude squared of the two-dimensional discrete Fourier transform (DFT)

of the CUT, scaled by the number of samples in the DFT, W, squared.

3.3.2 Processing Time.

Results from multiple trials were recorded to analyze processing time where the LCD’s

RCS = 100. One of the motivations of this research is to improve the processing time

to estimate the LCD’s complex amplitude. Table 3.1 shows the average execution time

and standard deviation (STD) from 200 trials for the original grid search method and the

new quadratic solution outlined in Section 2.7.1. Processing time decreases by a factor of

approximately 300,000 with the new quadratic method.

The grid search method originally published in [11] calls for a user defined threshold

to complete the grid search method. The grid search method continues until (2.62) reaches
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Table 3.1: Average and STD processing time for each method, grid search and quadratic

solution, after 200 trials.

Method Grid Search: Quadratic Solution:

Processing time

Avg (s) 81.09 2.46e-04

STD (s) 2.66 3.12e-04

that threshold. The threshold used for the processing time analysis is −120 dB. The

quadratic solution method produces a α̂ where (2.62) evaluates to approximately −120

dB. Therefore, both methods are finding very similar α̂ with different approaches.

3.3.3 SINR Loss.

The SINR loss is calculated at ϑ̂LCD = ω̂LCD = −0.05 before and after the LCDR

algorithm. The RCS of the LCD is varied to evaluate how it impacts the SINR loss. The

RCS impacts the clutter-to-noise ratio (CNR) at the LCD’s spatial/Doppler frequency. As

seen in Table 3.2, the larger the RCS, the larger the CNR. In this simulation, the average

CNR of the homogeneous clutter is −30.31 dB. Therefore, the LCD is still “brighter” than

the surrounding clutter in all three scenarios.

Table 3.2: Relating RCS to CNR

RCS = 10 RCS = 100 RCS = 1000

CNR (dB) −2.065 7.394 17.934

Figure 3.2 displays the SINR loss for each RCS variation before and after the LCDR

algorithm. As the RCS increases, the SINR loss decreases at the clutter notch. However,

after the LCDR algorithm, the SINR loss increases to a similar level, approximately -3 dB,
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Figure 3.2: Comparison of SINR loss at ϑ = −0.05 for each RCS before and after the

LCDR algorithm.

for each scenario. This means the LCDR algorithm can remove LCDs of varying RCS and

achieve the same results.

The SINR loss after the LCDR algorithm is used to determine if the complex

amplitude estimate is accurate enough to successfully remove the LCD from the data. The

goal is to improve the SINR loss at the clutter notch to approximately -3.5 dB, which is

the level of SINR loss with homogeneous clutter and no LCD. Improving SINR is directly

related to improving probability of detection. Table 3.3 shows the average SINR loss for

100 trials. For all RCS variations, the average SINR loss at ϑ̂LCD = ω̂LCD = −0.05 after the

LCDR algorithm is greater than -3.5 dB. Therefore, (2.73) successfully estimates α.

Table 3.3 displays the SINR loss results when the LCD’s amplitude is calculated

through the original grid search method and the new quadratic solution method. As
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mentioned in Section 3.3.2, both methods produce very similar results. Therefore, the

SINR loss levels are the same for each method. However, the grid search method failed to

converge to a minimum on many of the trials when the RCS = 1000.

3.3.4 Power Spectral Density (PSD).

The PSD is calculated using (3.3) at the LCD’s spatial/Doppler frequency ϑ̂LCD =

ω̂LCD = −0.05. The PSD of the clutter ridge for each range bin over normalized frequency

before and after the LCDR algorithm can be seen in Figures 3.3a and 3.3b. The PSD of an

LCD with RCS = 100 can be seen in Figure 3.3a with a strong response in range bin 26.

Figure 3.3b shows the PSD after the LCD is removed. The PSD at the LCD’s range bin

and spatial/Doppler frequency reduces from P̂(ω̂LCD) = 15.93 dB to P̂(ω̂LCD) = −45.19 dB

showing that the power from the LCD is smaller.

Table 3.3: Average SINR Loss and PSD after 100 trials for multiple RCS’s.

Metric

RCS
10 100 1000

SINRL(dB)

No LCDR -4.48 -9.53 -17.92

LCDR Method:

Grid Search -3.101 -3.097 N/A

Quadratic Solution -3.101 -3.097 -3.102

PSD (dB)

No LCDR 0.137 16.29 26.32

LCDR Method:

Grid Search -50.20 -49.91 N/A

Quadratic Solution -50.20 -49.91 -50.48
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Table 3.3 lists the average PSD after 100 trials before and after the LCDR algorithm.

The average PSD at the clutter ridge at all range bins is −11.42 dB. The goal is to remove

the LCD so the clutter can be treated as homogeneous. Therefore, it is desirable for the

PSD at the LCD’s spatial/Doppler frequency to drop near or below −11.42 dB after the

LCDR algorithm. As seen in Table 3.3, the PSD drops to around -50 dB for all RCS

variations. This adds to the evidences in Section 3.3.3 that (2.73) accurately estimates the

LCD’s complex amplitude, which leads to a successful removal of the LCD.
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(a) P̂(ω̂LCD) = 15.93 dB with LCD in training data.

(b) P̂(ω̂LCD) = −45.19 dB after LCDR algorithm

Figure 3.3: PSD calculated across the clutter ridge for each range bin before and after the

LCDR algorithm. The LCD resides in the training data.
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IV. Hardware Experiment

4.1 Introduction

This section will provide the methodology and results for the hardware experiment.

This is the first time the LCDR algorithm is tested in a laboratory with hardware. The

laboratory experiments are conducted to evaluate the algorithm’s ability to detect and

remove an LCD from experimental data.

4.2 Methodology

This section will explain the hardware experiment set up used to test the LCDR

algorithm. The hardware experiment generates an LFM pulsed radar signal and transmits

it from a stationary platform to a scene with a large metal cylinder acting as the LCD. The

signal is received by a phased array, which is moving on a linear actuator. Figure 4.1 shows

the experiment flow chart. The following sections will cover each step in the flow chart to

explain the experiment.

Figure 4.2 shows the radar control graphical user interface (GUI) created in MATLAB

to control the waveform generator, linear actuator, and oscilloscope. The MATLAB GUI

is used to coordinate the data collection and movement of the phased array. The GUI

was specifically developed for this research and was based on previous GUI versions

developed by past students. The communication protocol with the waveform generator

and oscilloscope needed to be updated because previous versions struggled to connect with

the equipment consistently.

4.2.1 LFM Transmit Signal.

The MATLAB simulations discussed in Chapter 3 use LTE signals as the transmit

waveform, as typical in passive bistatic STAP. However, the experiment must be adapted

to the available hardware resources and space. The range resolution with the LTE signals

40



Figure 4.1: Flow chart showing steps in the hardware experiment.

Figure 4.2: Radar control GUI created on MATLAB to command the waveform generator,

linear actuator, and oscilloscope.
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is 7.5 m, which is not suitable for the laboratory space. Therefore, an LFM radar pulse is

used for the transmit signal in the hardware experiments. The transmit signal follows the

signal model described in Section 2.2.1. The signal parameters are as follows:

• Carrier frequency: f0 = 5.2 GHz

• Bandwidth: B = 0.3 GHz

• Pulse width: τc = 0.5 µs

• Time-Bandwidth product: τcB = 150

• PRF: fr = 13 Hz

• Sample rate: fs = 25 GHz

• Pulses: M = 30

• Range resolution: ∆RLFM = 0.5 m

• Clutter ridge slope: η = 1/9

The carrier frequency and bandwidth are chosen based on the phased array

specifications outline in Section 4.2.5. The PRF is chosen based on the maximum speed of

the linear actuator, 130 mm/s, the desired clutter ridge slope η from (2.45), and the available

memory of the computer and arbitrary waveform generator (AWG). For the AWG, the

maximum sample rate is fs = 25 GHz and the memory capacity is 2 Gsamples. The

MATLAB simulations from Chapter 3 have a clutter ridge slope of η = 1, which results in

no aliasing in the spatial or Doppler frequency domain. To achieve η = 1 with the hardware

experiment, the PRF would need to be fr = 1.44 Hz. However, with fs = 25 GHz and a

PRI of 1/ fr = 0.23 s the number of samples is too large for the AWG’s memory. Therefore,

a PRF of fr = 13 Hz and η = 1/9 are chosen because of the AWG memory constraints.
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The pulse width is chosen to be τc = 0.5 µs. Because the signal is LFM, the pulse

width does not impact the range resolution. From (2.16), the range resolution depends on

the bandwidth. However, the pulse width impacts the time-bandwidth product, τcB. The

number of pulses is chosen to balance resolution in the Doppler frequency domain and

computer processing time.

4.2.2 Arbitrary Waveform Generator (AWG).

After the LFM pulse is created in MATLAB, the signal is manually uploaded to the

Tektronix AWG (model: AWG70002A). As mentioned in Section 4.2.1, the maximum

sample rate is fs = 25 GHz and the memory capacity is 2 GSamples. One output channel

is connected to the transmit antenna and the other output channel is connected to the

oscilloscope to be used as a reference signal.

4.2.3 Transmit Antenna.

The transmit antenna is an airMAX Sector (model: AM-5G16-120) from Ubiquiti

Networks. The antenna’s frequency range is 5.10 - 5.85 GHz and it can transit both

horizontal and vertical polarized signals. As seen in Figure 4.3, the antenna patterns for

both the horizontal and vertical polarization are wide in azimuth. It is advantageous for the

antenna pattern to be narrow in azimuth and wide in elevation to reduce background clutter

in the laboratory and have better reflection of the LCD (i.e., the metal cylinder). Therefore,

the transmit antenna is rotated 90◦ to lie on its side, which can be seen in Figure 4.5.

Additionally, for the best reflection off the LCD, the signal polarization should be vertical.

The AWG is connected to the horizontal port, but the transmitted signal will actually be

vertical because rotating the antenna 90◦ switches the polarization.

4.2.4 Area of Interest.

The area of interest the radar signal traverses can be seen in Figure 4.4 and 4.5. The

distances shown are where the phased array starts and ends. The location of the transmit

antenna, LCD, and phased array have been chosen so out-of-plane angle is φOP ≥ 30◦. As
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Figure 4.3: Antenna pattern for airMAX Sector (model: AM-5G16-120) from Ubiquiti

Networks [25].

discovered in [11], if the out-of-plane angle is too small, the LCD can not be isolated from

the rest of the clutter. In this experiment, there is very little additional clutter in the scene
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because of the radar absorbing material (RAM). In a typical PBR scene, there would be

homogeneous clutter in addition to an LCD. This experiment limits any additional clutter

in order to focus on isolating the LCD.

Figure 4.4: Overhead view of the hardware experiment schematic depicting the transmit

antenna, LCD, and phased array on the linear actuator.

Figure 4.5 shows the hardware experiment set up in the RAIL laboratory with the

transmit antenna, LCD, RAM, phased array, and linear actuator. The rotated transmit

antenna causes the horizontal azimuth antenna pattern from Figure 4.3 to be wide in

elevation and maximize radiation off the cylinder. The narrow azimuth radiation helps
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eliminate background interference from objects in the room before the signal hits the RAM.

Figure 4.5: Picture of the hardware experiment set up with the transmit antenna, LCD,

RAM, phased array, and linear actuator.

4.2.5 Phased Array.

A C-band phased array mounted on a linear actuator is used as the receive antenna.

The specifications are as follows:

• Frequency: 5.2 - 5.5 GHz

• Lattice: rectangular

46



• Distance between channels: d = 9 cm

• Number of elements per channel: 9 × 3 grid

• Polarization: horizontal & vertical

• Array velocity: va = 130 mm/s

Figure 4.6 is a diagram of the phased array showing the channels, elements, and

distance between the channels. Three vertically polarized channels are used to mimic a

uniform linear array. Three channels are chosen because there are only three amplifiers

available. The amplifiers are high gain wideband amplifiers from Pasternack Enterprises

(model number: PE15A3503) that provide approximately 44 dB gain.

Figure 4.7 shows the radiation pattern of the phase array electronically steered to 0◦.

Figure 4.7 is generated using the array factor equation from [18] for −90◦ ≤ θ ≤ 90◦, which

is

AF(θ) =
1
N

N∑
n=1

exp
[
− j

(
2π
λ0

nd sin θ
)]
. (4.1)

In Figure 4.7, the main lobe is at 0◦ with grating lobes at ±38.94◦. Grating lobes are

maximums that occur at angles other than the angle the phased array is electronically

steered to. Grating lobes are caused by phases coherently adding at multiple angles

resulting in ambiguities in direction of arrival which hinder the system’s ability to locate a

target. The presence of grating lobes is a consequence of the antenna design, specifically

the relationship between the distance between channels and signal’s wavelength. From

[18], grating lobes will occur when

d
λ0

sin θ = ±1,±2,±3, . . . . (4.2)

In order to accurately measure range, Doppler frequency, and spatial frequency, the

phased array needs to move at a constant velocity. The linear actuator takes about 0.6
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Figure 4.6: Diagram of the phased array with six horizontal and six vertical polarized

channels. There are 24 elements per channel. The distance between adjacent channels is

d = 9 cm.

s to reach constant velocity and about 0.6 s to slow down to a stop. This buffer time is

added into the system so data collections happens only when the phased array is at constant

velocity.

4.2.6 Oscilloscope.

After the signal passes through the amplifiers, it is sampled by a Tektronix digital

phosphor oscilloscope (DPO) (model number: DPO 71254C). The AWG is connected to
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Figure 4.7: The radiation pattern of the phase array electronically steered to 0◦. Grating

lobes can be seen at ±38.94◦.

channel one and the three output channels from the phased array are connected to channels

two - four. The setup can be seen in Figure 4.8. Tektronix’s FastFrame Segmented Memory

feature is used to sample the signal by only collecting data for a short time frame after the

pulse is transmitted. The sampling frequency is 50 GHz, which is the maximum sample

frequency when all four input channels are in use. The FastFrame tool is triggered by the

pulse from AWG connected to channel one and samples the input channels for 10 µs. This

accounts for about 3000 m in total range, which is plenty of time for the pulse to travel

through all the components and space to the LCD.
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Figure 4.8: Laboratory set up with AWG on the middle shelf, high gain amplifiers on an

electrostatic discharge mat, and oscilloscope on the top shelf.

The raw transmitted and received signals are shown in Figure 4.9. The pulse returned

from the LCD can clearly be seen in the received signals because interference from the

room and surrounding objects is reduced with the RAM. Channels one and two use the

same brand of cable and length, which is why the signals look very similar. Channel three

uses a different, longer cable which introduces more interference.

4.2.7 MATLAB Analysis.

The collected data is manually transferred to a computer with MATLAB for analysis.

The data is down converted, separated into in-phase and quadrature channels, and matched
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Figure 4.9: The raw transmitted and received signals from the DPO.

filtered as described in Section 2.2.1. The cables and components add delay to the pulse not

associated with the range of the LCD. This delay is measured by placing the transmitter

where the LCD is and capturing pulsed data on all channels. Since the range between

the transmitter and the phased array is known, any additional delay is from the cables and

components. This delay is constant and accounted for during the experiments.

As noted in Section 4.2.1, 4RLFM = 0.5 m, which is the size of each range bin. The

total range only changes by 3 cm as the phased array moves along the linear actuator,

as seen in Figure 4.4. Therefore, there is no range migration, which means the peak of

the matched filter is always in the same range bin for every channel and pulse. Figure

4.10 shows the matched filter response, which is calculated by taking the discrete time

convolution of the received signal and the matched filter, similar to (2.14). There are 11
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range bins that span from 0 m - 5.5 m. The LCD predominantly resides in range bin nine.

The matched filter results are down sampled so there is one sample per range bin. The data

cube can be constructed with the down sampled data.

Figure 4.10: The matched filter response from channel one and pulse 10 before the data is

down sampled. The dashed lines represent each range bin. The LCD predominately resides

in range bin nine.

A modified LCDR algorithm is run on the data. The modifications are summarized

below:
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1. Determine which range bin contains the peak response from the LCD by using the

true total range

2. Estimate the LCD’s location in angle-Doppler

(a) Estimate the LCD’s Doppler frequency using a one-dimensional Capon power

estimator [2]

(b) Calculate the spatial frequency using the clutter slope, (2.45)

3. Estimate the complex amplitude of the LCD using the method from Section 2.7.1

4. Subtract the LCD from the data cube using normalized scale factors to account for

energy spread across adjacent range bins, (4.4)

The laboratory environment did not allow for appropriate experimentation of step one.

With the use of RAM, the is no other clutter the detector needs to distinguish the LCD

from. Additionally, the out-of-plane angle would likely have little impact on the detection.

Therefore, this proof of concept focused on steps two through four.For step two, a one-

dimensional Capon estimator is used to estimate the Doppler frequency. The data has

finer resolution in the Doppler domain than the spatial domain because there are only

three channels. The sub-sequence length from Section 2.6.2 is LM = 15 because using

more pulses produced inconsistent Doppler frequency estimations. Then, (2.45) is used to

calculate the spatial frequency. The LCD’s complex amplitude is calculated as described

in Section 2.7.1.

The LCDR algorithm uses (2.63) to subtract the LCD from the data cube. As seen

in Figure 4.10, the peak of the matched filter is centered in range bin nine, but the main

lobe and side lobes extend to adjacent range bins. Equation (2.63), as published in [11],

uses the auto-correlation of the transmit signal to account for how the matched filter

spreads across range bins. However, using the theoretical auto-correlation from (2.15)
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or the auto-correlation from channel one of the DPO with the hardware data does not

sufficiently reduce the energy spread across range bins. The auto-correlation function

is not representative of the received signal after it has been through multiple hardware

components and has had noise/interference added. The received signal from each pulse

and channel will be unique. Therefore, the side lobes can be accounted for by generating

a normalized data cube to act as scale factors. The data for one channel and one pulse is

defined as xn,m, a (L × 1) vector. The data for each channel and pulse is normalized by

xnorm
n,m =

xn,m

argmax
l

xn,m
. (4.3)

A normalized data cube, Xnorm, can be constructed by calculated (4.3) for each pulse and

channel. The new data cube is constructed by subtracting the LCD from each range bin,

X′l = Xl − α̂
(
a(ϑ̂LCD, ω̂LCD)b(ϑ̂LCD, ω̂LCD)T

)
� Xnorm

l . (4.4)

4.3 Results

4.3.1 Metrics.

This hardware experiment focuses on the LCDR algorithm’s ability to remove the

LCD. Processing time is not examined because it was already determined in Section

3.3 that directly solving for the complex amplitude is faster than the iterative approach.

The hardware experiment will not use SINR loss to analyze the results because the true

interference covariance matrix is not known. The PSD, from (3.3), will be used to analyze

the results before and after the LCD is removed.

4.3.2 Power Spectral Density (PSD).

The PSD is calculated for all spatial and Doppler frequencies at the range bin with

the LCD, range bin nine. The LCD’s spatial and Doppler frequencies is estimated using

step two of the modified LCDR algorithm and are ϑ̂LCD = −0.002 and ω̂LCD = −9.8e − 04.

The PSD of range bin nine can be seen in Figure 4.11a. The resolution is coarse over the

spatial frequency because there are only three channels. Figure 4.12a shows the PSD of
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each clutter ridge across all range bins and highlights how the energy from the LCD is

spread across range bins. Figure 4.12a also shows energy near ϑ = ±0.2 which is attributed

to the grating lobes peaks illustrated in Figure 4.7.

Step four from the modified LCDR algorithm discussed in Section 4.2.7 is used to

remove the LCD. In Figure 4.11b the PSD of range bin nine is generated after the LCDR

algorithm. The PSD at (ϑ̂LCD, ω̂LCD) drops from 41.12 dB to −48.44 dB. The average PSD

of a radar collection with no LCD in the area of interest is −4.18 dB, which represents the

average PSD of homogeneous clutter in the scene. The goal is remove the LCD from the

data so the clutter can be treated as homogeneous and suppressed through SMI. Reducing

the PSD to −48.44 dB at (ϑ̂LCD, ω̂LCD) achieves this goal because it is less than or equal to

−4.18 dB. However, there is still high energy spread across all spatial frequencies around

zero Doppler frequency. The algorithm is removing energy at the specific space-time

location of the LCD and it does not account for the spread of energy due to the small

number of channels or grating lobes. Figure 4.12b is the PSD of the clutter ridge at each

range bin. The algorithm is successful at removing the energy at ϑ̂LCD from main lobe

and adjacent side lobes. Therefore, if the LCD could be more localized with additional

channels and void of grating lobes, then the LCDR algorithm may prove to be successful.

4.3.3 Matched Filter Response.

Figure 4.13 is the down sampled matched filter response for channel one and pulse 10

before and after the LCDR algorithm. The matched filter response is calculated by taking

the discrete time convolution of the received signal and the matched filter, similar to (2.14),

and down sampling the data so there is one sample per range bin. Figure 4.13 shows the

LCDR algorithm reduces the amplitude of the matched filter response at the main and side

lobes by about 2 dB and is another perspective that shows the LCDR algorithm is removing

energy from the LCD across range bins. The 2 dB reduction in the matched filter equates

to the approximately 88 dB drop is PSD from Figure 4.12a to Figure 4.12b. Figure 4.13
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adds to the evidence that the LCDR algorithm is correctly accounting for the spread across

range bins and, if the LCD could be more localized in space-time, the LCDR algorithm

may prove to be successful.
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(a) Before the LCD algorithm. P̂(ϑ̂LCD, ω̂LCD) = 41.12dB.

(b) After the LCDR algorithm. P̂(ϑLCD, ωLCD) = −48.44 dB.

Figure 4.11: PSD calculated for range bin nine over all spatial and Doppler frequencies

before and after the LCDR algorithm. The red line marks the clutter ridge with slope

η = 1/9.
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(a) Before the LCDR algorithm. P̂(ϑ̂LCD, ω̂LCD) = 41.12dB.

(b) After the LCDR algorithm. P̂(ϑLCD, ωLCD) = −48.44 dB.

Figure 4.12: PSD across the clutter ridge for each range bin before and after the LCDR

algorithm.
58



Figure 4.13: The down sampled matched filter response for channel one and pulse 10,

which is the data that makes up the data cube, before and after the LCDR algorithm.
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V. Conclusions and Recommendations

5.1 Introduction

The section will discuss conclusions from this research. It will review the method

to solve the complex amplitude and what was gained from the MATLAB simulations and

hardware experiments. Additionally, this section will provide recommendations for future

research.

5.2 Conclusions

From the MATLAB simulations, it can be concluded that (2.73) accurately estimates

the LCD’s complex amplitude, which leads to a successful removal of the LCD. When

the estimated amplitude from (2.73) is used to remove the LCD from the data, the SINR

loss at the clutter notch is comparable to the SINR loss for homogeneous clutter. The goal

of the LCDR algorithm is to remove the LCD from the data so the clutter can be treated

as homogeneous. Additionally, the PSD at the LCD’s spatial/Doppler frequency is below

the average PSD of the clutter ridge at all range bins. Finally, the MATLAB simulations

proved directly solving for the amplitude that minimizes the output power is faster and less

complex than the previous method originally published in [11].

From the hardware experiments, it can be concluded that the LCDR algorithm can

estimate the LCD’s direction of arrival and complex amplitude in a laboratory environment.

Additionally, the energy spread from the main lobe and side lobes can be accounted for and

removed with the LCDR algorithm. However, the experiments showed there are limitations

with the algorithm. The LCD was not well defined in spatial frequency because of the

limited phased array channels available and grating lobes. The algorithm does not account

for these issues. Therefore, the LCDR algorithm did not successfully remove all energy

associated from the LCD.
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Overall, this research concludes the LCDR algorithm is a promising solution to

remove an LCD from STAP data. Further hardware testing is needed to determine if the

algorithm can be used in real world environments.

5.3 Recommendations

This research focused on the method to estimate the complex amplitude and how that

impacted the removal of the LCD. An area that could use additional research is the accuracy

of the Capon estimator in step two of the LCDR algorithm. For example, the sub-sequence

length can be analyzed. Additionally, the user must choose which data to perform the

Capon estimator on. This research only used one channel, but it may be better to average

the Capon estimate from multiple channels. Also, one could also analyze the difference

between using a two-dimensional Capon estimator to solve for both the spatial and Doppler

frequency and a one-dimensional Capon estimator to solve for one frequency in conjunction

with the clutter ridge relationship to solve for the other frequency.

Because of the issues found during the hardware experiment, the MATLAB

simulations should be expanded to model the hardware limitations and characterize the

impacts on the LCDR algorithm. For example, different clutter ridge slopes, grating

lobes from the phased array, or limited channels could be modeled. Additionally, mutual

coupling is the electromagnetic interaction between channels on an array that can impact

the radiation pattern of the array [4]. Mutual coupling is another consequence of using real

hardware which could be modeled to analyze the impacts on the LCDR algorithm.

The are many options for expanding the hardware experiments. First, the experiment

could be conducted with pulse diverse waveforms, as typical in PBR systems. Another

improvement would be to use more channels so the data has finer resolution in the

spatial frequency domain. This would also be beneficial to two-dimensional versus one-

dimensional Capon estimation. Additionally, a phased array with no grating should be

tested to see the impact on the results. Another factor that could be added to the hardware
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experiment is a moving target. The ability of the LCDR algorithm to distinguish between

a target and the LCD could be tested and analyzed.
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