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Abstract

The backbone of the United States Air Force is undoubtedly the large civilian work-

force that supplements the great work that is accomplished. Many research studies

have been conducted on officer and enlisted personnel to ensure that the career fields

are properly developed and managed to meet the ever growing demands of the mili-

tary’s varied missions, but no recent studies have focused on the civilian workforce.

Striking a balance between new and experienced employees is paramount to success

given the ever-changing economic and political landscapes where we find ourselves.

The first part of the research uses logistic regression to determine the factors that

are important for retention in the civilian workforce over the last ten years (2010-

2019). The six variables analyzed were age, gender, race, education level, prior mili-

tary status, and years of service; all six were significant. Further breakdowns showed

differences between the occupational series and between white-collar and laborer po-

sitions. Odds ratios indicate the disparity between having a certain qualification or

not.

The second part of the study uses survival analysis in the form of Kaplan-Meier

survival curves and a Cox proportional hazards model to create unique survival curves

that display the probability of remaining in employment given the number of years

of service for a particular group. Future personnel management decisions can be

enhanced using these curves as a basis for understanding the recent retention trends

of the civilian workforce.
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AN EXAMINATION OF CIVILIAN RETENTION IN THE UNITED STATES

AIR FORCE

I. Introduction

1.1 Problem Background

The United States Air Force employs a workforce of over 170,000 civilian employees

across many disciplines and locations [1] [2]. This workforce is responsible for a wide

range of activities, such as maintaining military air superiority, assisting military

efforts to combat terrorism, and even make sure paychecks are released on time. As

such, the civilian workforce may be viewed as a linchpin that solidifies the Air Force

as the powerhouse that it is. It is vital to the nation that this workforce be maintained

and monitored to ensure that there is a sufficient number of employees to produce

outstanding work quality. Military officer personnel levels are maintained by the

Defense Officer Personnel Management Act (DOPMA) [3]. Unlike military positions,

civilian employee positions do not have a congressional constraint and are only limited

by the number of billets available and the financial situation of an organization to

support the position. Civilian employees are also not constrained to Active Duty

Service Commitments (ADSC) and as such have the ability to leave or transfer to

another government agency when they please making workforce planning far into the

future more difficult.
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1.2 Research Scope

The purpose of the research is to demonstrate a method to hel in the tracking

and planning for the civilian workforce. This is achieved through the use of logistic

regression and survival analysis. The Air Force does not currently model civilian

retention this way. The scope of this research is to find warning indicators that

can alert senior leaders to individuals or groups of people that are likely to have the

disposition to leave employment with the Air Force. Once these people or groups have

been identified, proper incentives can be given, or planning undertaken, to mitigate

the turnover time to fill the empty position.

1.3 Issues, Needs, and Limitations

Headquarters Air Force Directorate of Personnel (HAF/A1) provided the ex-

tracts from the Air Force’s personnel database, the Military Personnel Data Sys-

tem (MilPDS). This database contains all of the personal information of the civilian

employees. The data used in this analysis spans the period from January 2010 to

December 2019. Despite the efforts of many people maintaining the database by con-

stantly updating and correcting the information, the data are bound to have a few

mistakes but it is assumed that these errors do not make up a sizeable portion of the

data and as such would not affect the results.

The purpose of this research is to provide a reproducible product that monitors the

civilian workforce for warning signs utilizing software that models civilian workforce

retention as a function of various covariates. To make the end-product sustainable

and reproducible, a self-imposed limitation was to only utilize SAS and Excel because

most analysts in HAF/A1 have access to these two programs. SAS is mostly used

by the personnel analysts for data mining and collecting summary statistics that are

exported to Excel for formatting into charts and graphs. However, SAS is a very

2



powerful analytical tool that can be used to automate many complex algorithms and

perform detailed analysis on very large data sets.

1.4 Thesis Outline

Chapter 2 reviews methodologies and research that has been conducted on past

retention studies both in the civilian sector and in multiple branches of the military.

Chapter 3 describes the data source, MilPDS, and the extracts provided for the

analysis. Chapter 4 discusses the logistic regression model developed and the results

obtained. Chapter 5 shows the application of the Kaplan-Meier survival analysis and

Cox proportional hazards model. Chapter 6 details the limitations of the research

and recommendations for follow-on research.

3



II. Background and Literature Review

Many studies have been conducted on the retention trends of military personnel,

but few have concentrated on government civilian personnel. However, that prior

research is invaluable for examining the methodologies used. The review presented

here examines these past works.

2.1 Modeling Techniques

A variety of techniques have been used to study both military and public civilian

personnel management. Some of the more common techniques have been regression

analysis, logistic regression, survival analysis, and simulation.

“Regression analysis is a statistical technique for investigating and modeling the

relationship between variables” [4]. The response variable y is plotted in n-dimensional

space and a linear equation is fit to the data to minimize the deviation from the plot-

ted points to the estimated hyperplane. Many high and low order equations can be

fit to the data in the hopes of estimating the true relationship of the response to the

regressors. For manpower analysis, this might entail attempting to find a relation-

ship between the total number of years employed and the attributes of the employees.

Typical attributes include age, sex, race, education level, previous work experience,

etc.

While multiple linear regression is primarily concerned with a quantitative re-

sponse, logistic regression can handle qualitative responses. This technique is pri-

marily used for binary responses but can be altered for responses with more than two

levels [5]. An example of logistic regression might seek to classify a person as risky or

not risky for a bank loan based on their past loan payments, credit history, and other

related attributes. Logistic regression is a generalized version of linear regression that

4



takes advantage of the logit function to transform the range of the original function

to an infinite range [4]. The logit function maps the inputs from the regressors to the

probability of being a certain response. Odds ratios obtained from the function allow

the analyst to measure the estimated increase of the probability of success given a

one-unit increase in the regressor [4].

Survival analysis aims to predict the time until an event occurs. The time between

the start of the trial and the occurrence of the event of interest is labeled as the

survival time. This technique is used extensively in health studies such as predicting

the occurrence of a tumor reappearing or the death of a patient with a debilitating

disease [6]. In the case of personnel management, the survival time would equate

to the time between when a person enters and leaves employment. A curve is then

constructed to represent the total number of survivors from time zero to the time

of the last survivor “dying.” Usually, a survival curve is constructed for all feasible

combinations of regressors used in the analysis. “For example, in medical follow-up

studies to determine the distribution of survival times after an operation, contact with

some individuals will be lost before their death, and others will die from causes it is

desired to exclude from consideration. Similarly, observation of the life of a vacuum

tube may be ended by breakage of the tube, or a need to use the test facilities for other

purposes. In both examples, incomplete observations may also result from a need to

get out a report within a reasonable time” [7]. This causes a censoring problem that

is overcome by using the Kaplan-Meier method to estimate the survival outcomes of

the observations [7].

“A simulation is the imitation of the operation of a real-world process or system

over time. Whether done by hand or on a computer, simulation involves the genera-

tion of an artificial history of a system and the observation of that artificial history to

draw inferences concerning the operating characteristics of a system” [8]. Many simu-

5



lation software packages exist, each with their strengths and weaknesses. Depending

on the complexity of the problem at hand, different software is required. Microsoft

Excel, Java, and C++ can be leveraged to create simple models while more complex

simulations may require specialized software products to successfully implement the

simulation. Two commonly used software packages for simulating complex systems

are Simio [9] and Arena [10]. Statistics such as interarrival times, the time between

failures, the average number waiting to be served, and the number of entities that

renege at service can all be easily captured using a dedicated simulation software

package. Simulations can be deterministic or stochastic depending on the inclusion

or exclusion of uncertainty via random variables. They can also be static or dynamic

based on whether time is considered. Simulations can also be continuous or discrete

depending on whether the model’s state changes at discrete points or continuously

through the running of the simulation [8].

Discrete-event simulations are arguably the most common type of simulation.

“Discrete-event simulation is the modeling of systems in which the state variable

only changes at a discrete set of points in time” [8]. A familiar example of this would

be a checkout stand at a grocery store. The state variable in question might be the

total number of people waiting to be serviced and the customers are the entities.

Customers arrive at the checkout stand, wait to be serviced, and finally leave the

grocery store. A simulation to monitor civilian personnel would attempt to simulate

workers entering and leaving the workforce at set points in time. System performance

metrics such as the number of workers, number of empty slots, and turnover time of

employees would be worth collecting.

A more complicated but useful simulation tool is the application of agent-based

modeling. “Agent-based modeling is a method for simulating the actions and inter-

actions of autonomous individuals (the agents) in a network, with a view of assessing

6



their effects on the system as a whole. Agents may be people or animals or other enti-

ties that have agency, meaning that they are not passive, they actively make decisions,

retain memory of past situations and decisions, and exhibit learning” [8]. Weimer,

Miller, and Hill give a more concise definition: “An ABM (agent-based model) is a

simulation framework, using primarily the discrete-event scheduling paradigm, where

the entities within the simulation have a greater degree of autonomy in movement

and decision making than generally found in simulation models” [11]. This type of

advanced modeling is computer resource intensive and requires fine tuning of the

agents’ behavior and tolerances for certain activities.

System dynamics is a type of simulation that uses feedback loops to model the

system instead of relying on cause-effect relationships. Stocks and flows models are

used in system dynamics as a way of measuring quantities in a system over time.

“Stocks and flows – the accumulation and dispersal of resources – are central to the

dynamics of complex systems” [12]. A stocks and flows model for retention would use

people as the “stock” and simulate the “flow” of people into and out of the system. It

would incorporate feedback loops such as incentives to stay and policies and decisions

that cause people to leave.

Chi-squared automatic interaction detection (CHAID) is an algorithm that pre-

dicts response behavior by dividing “a data set in exclusive and exhaustive segments

that differ with respect to the response variable. The segments are defined by a tree

structure of a number of independent variables, the predictors. To each segment of

individuals, CHAID assigns a probability of response” [13]. Another commonly used

algorithm related to CHAID that also uses a tree-like structure is classification and

regression trees (CART). CHAID is used for problems with many categorical variables

while CART is primarily used for problems with many continuous variables [13]. For

a retention study, CHAID is preferred because most of the variables are categorical.

7



The leaf with the highest probability would denote the type of person least likely to

end employment while the lowest probability leaf would denote the type of person

with the highest probability to end employment. Certain targeted people or groups

could then be incentivized through various means to not leave employment.

2.2 Previous Work Related to US Military Manpower

The examples defined here are by no means the definitive sources of knowledge

on the subject of personnel modeling, but they give insight into the techniques that

can be used to manage personnel.

Hall [14] employed survival analysis to model enlisted marine core retention. He

used parametric models to form exhaustive subsets of the population. Some breakouts

of the population were gender, race, and occupational field. Five parametric models

were used to analyze the enlisted personnel: Exponential, Weibull, Gompertz, Log-

Logistic, and Log-Normal. Residual plot and Akaike Information Criteria (AIC)

analysis showed the Gompertz model to be superior. Models for various occupational

fields, the Air Force equivalent of an AFSC, were conducted. The results showed that

each breakout’s behavior was unique and thus Hall concluded that they should be

modeled separately instead of combined.

Schofield [15] used logistic regression and survival analysis to observe the attrition

behavior of non-rated line officers from various career fields. Acquisitions, Logistics,

Non-Rated Operations, and Support classifications were looked at with each of these

being further broken down into the contained subpopulations. Six demographic vari-

ables were utilized in the analysis: 1) commissioning yeargroup, 2) gender, 3) source

of commission, 4) number of years enlisted, 5) career field grouping, and 6) distin-

guished graduate at commissioning source. Yeargroup is determined by the year the

officer was commissioned and career field grouping is based on the first digit of the

8



officer’s core AFSC. Odds ratios of retention were found using each of these variables

in the logistic regression analysis.

A parametric form for the survival analysis was needed because all of the vari-

ables used were categorical. Cox proportional hazards were used to handle the data

censoring along with stepwise regression to ensure that only the necessary variables

were utilized. In total, 99 survival functions were built to handle all possible charac-

terizations of the population. After validation, it was concluded that this was a good

method to track non-rated officer attrition because it gave very similar results to the

currently employed method.

Franzen [16] extended Schofield’s [15] work by analyzing the Air Force’s rated

community. Rated officers come from the pilot, air battle manager (ABM), and com-

bat systems operator (CSO) career fields. Again, logistic regression was leveraged to

find odds ratios for a similar set of variables. The demographic variables in Franzen’s

analysis were 1) marital status, 2) gender, 3) source of commission, 4) distinguished

graduate at commissioning source, 5) prior enlisted service, 6) binary for any depen-

dents. The results also showed promise as a method to track rated officer attrition.

According to Hill, Miller, and McIntyre, “some of the critical issues facing the

military in the aggregate include: how to structure the military given the uncertainty

of the future; how to maintain a viable military-industrial complex given the uncertain

future; and how to allocate limited defense dollars among the services” [17]. Davis [18]

states that the DoD has three views of models. “Live simulations involve real people

and real systems; virtual simulations involve real people using simulators (e.g., flight

simulators); and constructive simulations are what we usually think of as models, war

games, and simulations” [18].

Hill, Miller, and McIntyre state that the Air Force has used simulation to study a

variety of topics to include modeling an Autonomic Logistics System (ALS), support
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equipment reduction, and Army recruiting [17]. The ALS study intends to equip

fighter aircraft with the ability to self-diagnose faults in the system, which would

enable the logistics systems to be more agile and less reactive. The ultimate goal of

the study was to provide insights to the designers of the maintenance component into

where research emphasis should be placed.

The support equipment reduction study discussed by Hill, Miller, and McIntyre

[17] looked into reducing the amount of maintenance equipment and replacement

parts sent on a deployment for repairing aircraft. This would theoretically enable the

deployed forces to move quicker, but comes at the cost of reduced mission effectiveness.

Finding the right balance for this trade-off is key to fulfilling the mission requirements.

The third simulation project looks into gain insights into Army recruiting at local

stations. This topic was looked at for three research projects. The first project was

very basic and only modeled three recruiters and only one type of prospect. The final

research project was the most true-to-life representation of the system by modeling

three recruiters with varying abilities, seasonal fluctuations, and nine prospect types.

The insights gained from these studies enabled analysts, recruiters, and decision-

makers to make better decisions about how to successfully recruit more individuals.

Castro and Huffman [19] analyzed the retention intentions of 289 United States

Army enlisted and junior officers that were stationed in Germany and Italy. Soldier’s

opinions were elicited via survey on their intentions to stay in the military or leave

the service at some point in the future. This survey data, along with the soldier’s

demographic data, were used to generate multiple CHAID and logistic regression

models. CHAID was used to analyze the survey data. These results were used as

inputs to the logistic regression models that predicted the chance of a person leaving

the force. Their analyses showed that both the survey data and the demographic

data were required to obtain an accurate model [19]. An obvious problem with this
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approach is that survey data can be widely inaccurate and people willing to provide

truthful and accurate data are hard to find.

2.3 Previous Work Related to Non-US Military Manpower

Parker and Marriott [20] used a stocks and flows model to track employees of

different pay bands. Using cost as the main factor, the model balanced the pay-

grade constraints that were forced on the organization. This method of study allowed

management to alter the numbers of certain attributes within the system and allowed

them to gain insight into their workforce. This type of modeling could be used to

model Air Force employees but comes at the cost of aggregation when considering

the entirety of the civilian population.

Cho et al. [21] used survival analysis to estimate survival curves of Korean nurses

whose first job after graduating was as a full-time registered nurse in a hospital. The

351 participants were asked a series of questions over the course of three years from

2006 to 2008 about factors related to education, the hospital where they worked,

individual and family qualities, as well as job dissatisfaction. The hospitals were

measured by whether the nurses were unionized, small or large, and whether it was in

a large metropolitan area. The purpose of the study was to identify significant factors

that led to higher turnover rates among nurses. Doing so would allow the Korean

government and healthcare system to intervene and make the work environments more

hospitable to the nurses. The researchers found that only 54% of nurses were still

employed after three years at their first job. They postulate that job satisfaction as

well as the hospital’s characteristics were major contributors to the nurses’ turnover.

Two papers examine rural doctor retention in Australia and focus on identifying

the factors that lead to increased retention. Bailey et al. [22] analyzed rural Western

Australian doctor retention using survival analysis and Cox proportional hazards
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regression. Typically population health is correlated with a higher concentration of

doctors. This results in a health inequity where larger cities are healthier than rural

towns. The purpose of the study was to determine which factors were associated with

retention and to analyze if the recent intervention by the Australian government to

improve retention of rural general practitioners was successful. Western Australia has

typically relied on recruiting foreign doctors to supplement the declining workforce.

1154 doctors were analyzed over 10 years. A 7% increase in retention after five years

was found after the government intervention. This improvement is attributable to

doctors that began as general practice registrars as opposed to non-registrars. This

methodology is similar to the analysis performed in this thesis in that the purpose is

to identify the important retention factors.

Russell et al. [23] also studied important factors leading to increased retention

of Australian doctors, but concentrated on the most populated state, New South

Wales. 3,354 physicians practicing between 2003 and 2012 were studied using a

survival analysis method. They determined that geographic location, population

size, country of primary medical degree, procedural activity, and VMO (the right to

provide medical services in a public hospital) were the most important factors related

to retention. Australian-trained, non-procedural physicians that had VMO rights

were the most likely to stay in their location whereas physicians working in a small

town with less than 5,000 people were likely to leave. Coastal area doctors were likely

to stay due to most large cities being located on the coast. They also stated that

non-Australian trained doctors who did not prefer to serve in a remote location were

the most likely candidates to leave employment.

Zini et al. [24] studied the burnout levels of Israeli dentists using multiple logistic

regression. After a few studies in Northern Ireland, Netherlands, and the United

Kingdom indicated that dentists were suffering from extreme levels of burnout, it was
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proposed that a similar study be conducted on Israeli dentists to gauge the level of

dissatisfaction with their current employment. A questionnaire focused on burnout

was answered by 320 dentists. These answers were compared to the dentists’ sex, age,

specialization, and experience. Multiple logistic regression was employed against the

ten burnout questions. It was found that females were more likely to feel depressed

and physically weak and that dentists with only 10-20 years of experience were likely

to feel helpless or worthless. Finally, general dentists were likely to feel tired, helpless,

physically weak, and worthless. This information was crucial to understanding the

behavior and thoughts of the Israeli dentists and is hopefully being used to curb the

feelings of the dentists.

Capon, Chernyshenko, and Stark [25] state that most military retention studies

have focused on demographic data mining, but note that this has its limitations. “1)

many demographic characteristics, such as gender, are inherent and cannot readily

be changed; 2) recruiting policy based on demographics would further decrease the

already diminishing source of potential recruits; and 3) although data mining can

result in relatively high predictive validities, such approaches are ill-suited for building

a theory of military retention/turnover” [25]. Because of these limitations, they apply

civilian retention methodology which models motivated personal choice to the enlisted

personnel of the New Zealand Army.

Capon, Chernyshenko, and Stark [25] utilize surveys of the target group that asked

questions related to 1) job involvement, 2) organizational commitment, 3) perceived

organizational support, 4) work satisfaction, 5) work-family conflict, 6) community

involvement, 7) dispositions, 8) met expectations, and 9) intentions to remain. Unfor-

tunately, the Air Force does not collect survey information related to similar categories

for civilian personnel. The research conducted in this paper is in direct contrast to the

methodology described by these researchers and attempts to apply military retention
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methodology to the civilian workforce.

Most civilian workforces use techniques similar those in to Capon, Chernyshenko,

and Stark [25] to study retention among their employees. Surveys are conducted to

screen people for possible unhappiness or willingness to find employment elsewhere.

Across all branches of the military, most retention studies have concentrated on mod-

eling using personnel factors. The assumption is that people with similar qualities

such as time in service, number of dependants, and gender all affect a service members

likelihood of leaving the force. The research conducted here uses the military style of

retention modeling to find groups of government civilians that are likely to leave as

predicted by their personal attributes.
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III. Data Review

3.1 Introduction

The first step in any analysis is the thorough dissection of the data to uncover in-

sights and rectify any possible mistakes. Unfortunately, the amount of data provided

for this study is too unwieldy to check every file for minuscule mistakes. An assump-

tion made about the data is that it is a true-to-life representation of the employees

at the time of recording with only small mistakes that in aggregate only make up

a small percentage of the data. This chapter provides more information on MilPDS

and the data.

3.2 MilPDS

The Air Force stores all of its personnel data in MilPDS. This includes military

officers, enlisted personnel, and civilian employees. Each person has hundreds of data

fields that are populated with information such as name, age, sex, duty title (current

and history), rank, awards, educational history, etc. Thousands of technicians create

and change these entries many times every day. This makes the data very unstable

and prone to errors. These errors are corrected when noticed, but some errors still

arise. Some changes to the data require the member to initiate the change and if

this does not happen, the data is incomplete or wrong. There are many reasons why

the data could be incorrect and a comprehensive list of these reasons would be too

long to list here. The database is maintained regularly, but sometimes the data can

become corrupted. This is overcome by keeping daily and monthly backups of the

data for historical purposes.

15



Figure 18: Cumulative Hazard Rate Function (excluding censors)

included. The 95% confidence bands are indicated graphically around the survival

curve by the shaded region. Graphs that have multiple breakouts also test for homo-

geneity. This uses a logrank test where low p-values, shown in the upper right corner

of the graph, indicate that the breakouts are distinct.

Figure 19: Survival Curve for All Employees
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Figure 20 compares the survival curves between males and females. Males are

shown by the red line and females by the blue line. The p-value is <0.0001 which

indicates that the two groups of people are statistically different from one another.

Male employees are more likely across all time to “survive” than females which is the

same conclusion that was drawn from the odds ratio data from Figure 5. In the first

year of employment, the reliability of females drops to roughly 75% while males only

drops to around 90%.

Figure 20: Survival Curve by Gender

Figures 21 and 22 show the survival curves for each race. Interestingly, while

Figure 6 shows Multi-race employees as having the best odds ratio, the survival curve

tells a different story. This group of people has a very steep drop off at the beginning

of their employment. Every race group besides “Declined to Respond” shows a steep

drop in the first few years followed by a slow decline in survival probability. No

explanation can be found for the anomalous behavior exhibited by the declined group.

Education level is examined using Figure 23. The logrank test returns a p-value

of <0.0001 — affirming that the two groups of people are distinct from one another.
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Figure 21: Survival Curve by Race (Part 1)

Figure 22: Survival Curve by Race (Part 2)

Individuals with a master’s degree or higher have a better survival curve than those

without those degrees. This is a similar result when looking at the odds ratios.

Practically no employees with an advanced degree leave employment during the first

year while nearly 20% of people without an advanced degree leave during the first
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year. In both cases, the rate of leaving employment increases around the 30 year

mark. There is a correlation between higher education and better paying jobs. The

behavior of the more educated employees could be due to the positions they hold

being better paying. There is typically no reason for a person to leave employment

for a worse paying job. Conversely, the less educated might be more enticed leave

employment with the Air Force if they find a better paying job in the private sector.

Figure 23: Survival Curve by Education Level

The survival curve for prior military service is shown in Figure 24. The logrank

test returns a p-value of <0.0001. The results are similar to the education level chart

in that people with prior service are not likely to leave employment during the first

year while roughly 25% of people without prior service will leave. The rate of leaving

employment spikes around 30 years for both groups. This result is confirmed when

considering the odds ratios. Employees with prior military service have a higher

odds ratio than those without prior military service. This behavior could be due to

prior military employees being more acclimated to the workload and structure that

comes with working in a military environment and potentially have a greater sense
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of patriotism.

Figure 24: Survival Curve by Prior Military Status

Lastly, Figure 25 displays the survival curve for the four occupational series of

interest. The 0800 occupational series group preformed the best with very few leaving

during the first year of employment and the survival probability staying constant until

around 30 years where it is expected that the rate of leaving employment spikes. The

1700, 3500, and 7400 occupational series groups performed similarly as each had

about 50% of their employees leave in the first year.

A means of identifying problematic subdivisions of the population can be found

by utilizing the survival curves. Each career field or demographic of the population

is different and has varying reasons as to why they might have a retention issue.

Attempting to clarify the reasons for this behavior is beyond the scope of this thesis.

Only a means of identifying the trends and disparities is presented.
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Figure 25: Survival Curve by Occupational Series

5.3 Cox Proportional Hazard Regression

The Cox proportional hazards model is used to estimate the strength and signif-

icance of the effects. This is accomplished in SAS via the PROC PHREG function.

The code for this is in Appendix E. An initial model was created using a stepwise

procedure. The entering criteria was α = 0.20 and the exiting criteria was α = 0.05.

This parameter setting forces only the effects and interactions with a p-value less

than 0.20 to enter the regression model while kicking out those where the p-value

rises above 0.05 given other effects are in the model. The Wald Chi-Square and p-

values from the resulting model are shown in Table 6. Table 7 displays the estimate

of the effect, the standard error, and the corresponding p-value for the breakdown of

the parameter estimates. The overall model has a p-value of <.0001.

Table 6: Cox Stepwise Model Results

Effect Wald Chi-Square p-value

AGE 1627.4243 <.0001

46



GENDER 355.2342 <.0001

Race Grp 131.9684 <.0001

HighEd 275.4784 <.0001

Prior Mil 224.5986 <.0001

AGE*GENDER 316.7226 <.0001

AGE*Race Grp 122.3004 <.0001

AGE*HighEd 292.4252 <.0001

AGE*Prior Mil 521.5993 <.0001

GENDER*Race Grp 50.6132 <.0001

GENDER*Prior Mil 18.5615 <.0001

Race Grp*HighEd 76.8291 <.0001

Race Grp*Prior Mil 32.9235 <.0001

HighEd*Prior Mil 281.477 <.0001

AGE*GENDER*Race Grp 52.8791 <.0001

AGE*GENDER*Prior Mil 136.7701 <.0001

AGE*Race Grp*HighEd 86.0901 <.0001

AGE*Race Grp*Prior Mil 33.5442 <.0001

AGE*HighEd*Prior Mil 99.333 <.0001

GENDER*Race Grp*Prior Mil 112.4531 <.0001

Race Grp*HighEd*Prior Mil 36.0256 <.0001

Table 7: Cox Stepwise Model Results Breakdown

Label Estimate Std Error p-value

Age -0.03602 0.000893 <.0001

Gender (F) 0.7731 0.04102 <.0001
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Race (Am Ind/Ak Nat) 0.56347 0.37935 0.1374

Race (Asian) 0.6145 0.16813 0.0003

Race (Blk/Afr Am) 0.94101 0.09286 <.0001

Race (Declined) -1.00706 0.54111 0.0627

Race (Hisp/Lat) 0.38865 0.1303 0.0029

Race (Multiple) 0.77954 0.19905 <.0001

Race (Nat Haw/Oth Pac Isl) 1.34264 0.5697 0.0184

HighEd (0) 0.83531 0.05033 <.0001

Prior Mil (0) 0.88946 0.05935 <.0001

Gender (F)*Age -0.01508 0.0008473 <.0001

Race (Am Ind/Ak Nat)*Age -0.00939 0.00683 0.1693

Race (Asian)*Age -0.00959 0.00321 0.0028

Race (Blk/Afr Am)*Age -0.01681 0.00177 <.0001

Race (Declined)*Age 0.01007 0.00887 0.2564

Race (Hisp/Lat)*Age -0.00945 0.0025 0.0002

Race (Multiple)*Age -0.01683 0.00393 <.0001

Race (Nat Haw/Oth Pac Isl)*Age -0.02715 0.01147 0.018

HighEd (0)*Age -0.01586 0.0009275 <.0001

Prior Mil (0)*Age -0.02584 0.00113 <.0001

Gender (F)*Race (Am Ind/Ak Nat) 0.14128 0.19581 0.4706

Gender (F)*Race (Asian) -0.38401 0.09458 <.0001

Gender (F)*Race (Blk/Afr Am) -0.08108 0.05149 0.1154

Gender (F)*Race (Declined) 0.08803 0.20086 0.6612

Gender (F)*Race (Hisp/Lat) -0.29736 0.06422 <.0001

Gender (F)*Race (Multiple) -0.36416 0.09474 0.0001
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Gender (F)*Race (Nat Haw/Oth Pac Isl) -0.44328 0.22923 0.0531

Gender (F)*Prior Mil (0) -0.18366 0.04263 <.0001

Race (Am Ind/Ak Nat)*HighEd (0) -0.75526 0.36268 0.0373

Race (Asian)*HighEd (0) -0.54813 0.14854 0.0002

Race (Blk/Afr Am)*HighEd (0) -0.59889 0.08916 <.0001

Race (Declined)*HighEd (0) -1.05842 0.4394 0.016

Race (Hisp/Lat)*HighEd (0) -0.36383 0.12719 0.0042

Race (Multiple)*HighEd (0) -0.64678 0.19178 0.0007

Race (Nat Haw/Oth Pac Isl)*HighEd (0) -1.36654 0.55751 0.0142

Race (Am Ind/Ak Nat)*Prior Mil (0) -0.19865 0.26372 0.4513

Race (Asian)*Prior Mil (0) -0.48906 0.14052 0.0005

Race (Blk/Afr Am)*Prior Mil (0) -0.06051 0.06685 0.3654

Race (Declined)*Prior Mil (0) 1.83589 0.42308 <.0001

Race (Hisp/Lat)*Prior Mil (0) 0.02336 0.08894 0.7928

Race (Multiple)*Prior Mil (0) 0.06228 0.14412 0.6656

Race (Nat Haw/Oth Pac Isl)*Prior Mil (0) 0.01418 0.34598 0.9673

HighEd (0)*Prior Mil (0) 1.0065 0.05999 <.0001

Gender (F)*Race (Am Ind/Ak Nat)*Age -0.00518 0.0036 0.1498

Gender (F)*Race (Asian)*Age 0.0062 0.00162 0.0001

Gender (F)*Race (Blk/Afr Am)*Age -0.0007001 0.0009818 0.4758

Gender (F)*Race (Declined)*Age -0.00208 0.00196 0.2887

Gender (F)*Race (Hisp/Lat)*Age 0.0054 0.0012 <.0001

Gender (F)*Race (Multiple)*Age 0.00596 0.00176 0.0007

Gender (F)*Race (Nat Haw/Oth Pac Isl)*Age 0.00928 0.00443 0.0361

Gender (F)*Prior Mil (0)*Age 0.01048 0.000896 <.0001
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Race (Am Ind/Ak Nat)*HighEd (0)*Age 0.01493 0.00657 0.0231

Race (Asian)*HighEd (0)*Age 0.01004 0.00279 0.0003

Race (Blk/Afr Am)*HighEd (0)*Age 0.01251 0.00172 <.0001

Race (Declined)*HighEd (0)*Age 0.018 0.00706 0.0108

Race (Hisp/Lat)*HighEd (0)*Age 0.00539 0.00246 0.0283

Race (Multiple)*HighEd (0)*Age 0.01331 0.00384 0.0005

Race (Nat Haw/Oth Pac Isl)*HighEd (0)*Age 0.03102 0.01133 0.0062

Race (Am Ind/Ak Nat)*Prior Mil (0)*Age 0.00194 0.00431 0.6524

Race (Asian)*Prior Mil (0)*Age 0.00965 0.00251 0.0001

Race (Blk/Afr Am)*Prior Mil (0)*Age 0.00202 0.00115 0.0799

Race (Declined)*Prior Mil (0)*Age -0.02189 0.00665 0.001

Race (Hisp/Lat)*Prior Mil (0)*Age -0.00181 0.00148 0.2201

Race (Multiple)*Prior Mil (0)*Age -0.00359 0.0025 0.151

Race (Nat Haw/Oth Pac Isl)*Prior Mil (0)*Age 0.00042 0.00557 0.9399

HighEd (0)*Prior Mil (0)*Age -0.01146 0.00115 <.0001

Gender (F)*Race (Am Ind/Ak Nat)*Prior Mil (0) 0.28634 0.11661 0.0141

Gender (F)*Race (Asian)*Prior Mil (0) 0.36378 0.06675 <.0001

Gender (F)*Race (Blk/Afr Am)*Prior Mil (0) -0.23597 0.03143 <.0001

Gender (F)*Race (Declined)*Prior Mil (0) -0.21865 0.17113 0.2014

Gender (F)*Race (Hisp/Lat)*Prior Mil (0) 0.06933 0.04291 0.1062

Gender (F)*Race (Multiple)*Prior Mil (0) 0.10619 0.06523 0.1035

Gender (F)*Race (Nat Haw/Oth Pac Isl)*Prior Mil (0) -0.04403 0.15061 0.77

Race (Am Ind/Ak Nat)*HighEd (0)*Prior Mil (0) -0.06155 0.15697 0.695

Race (Asian)*HighEd (0)*Prior Mil (0) 0.18967 0.07485 0.0113

Race (Blk/Afr Am)*HighEd (0)*Prior Mil (0) 0.16464 0.03986 <.0001
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Race (Declined)*HighEd (0)*Prior Mil (0) -0.182 0.19181 0.3427

Race (Hisp/Lat)*HighEd (0)*Prior Mil (0) 0.22037 0.05699 0.0001

Race (Multiple)*HighEd (0)*Prior Mil (0) -0.03848 0.08908 0.6658

Race (Nat Haw/Oth Pac Isl)*HighEd (0)*Prior Mil (0) 0.24929 0.25088 0.3204

With this model all possible survival curves can be established. To demonstrate

the breadth of possibilities, baseline covariates were created and plugged into the

model for varying measures of the effects. Figure 26 displays all of these possibilities.

Readers should bear in mind that just because a curve exists does not mean that it

is very likely. The population of people that a curve would represent could apply to

a very small subset of the population.

Figure 26: Breadth of Possible Survival Curves

Figure 27 displays the best and worst possible scenarios according to the odds

ratios calculated by logistic regression. Covariate set 1 represents a 60-year-old, multi-

racial, male with a higher education degree and prior military service. Covariate set

2 represents a 20-year-old, Black, female with no higher education degree or prior
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military service. The two survival curves show the stark difference in the employment

times of individuals. The first person is very likely to stay in the service for a long

time while the other is very likely to leave in the first year.

Figure 27: Best and Worst Survival Curves (Using Odds Ratios)

Plots of the Martingale and Deviance residuals are shown in Figures 28 and 29,

respectively. The Martingale residual plot suggests that a few data points are poten-

tial outliers. 131 observations are shown to have a residual value less than -5. 85%

of the outliers had at most one year of service with no prior military service and no

higher education degree. No substantial reasons were found that warranted removing

the observations from the analysis. The Deviance residual plot shows some issues

with non-constant variance. The spread of the residuals shrinks as the predictions

become larger. This skewness and pattern of the residuals is not unprecedented given

the categorical nature of the model terms, so no remedial action is taken.
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Figure 28: Martingale Residual Plot

Figure 29: Deviance Residual Plot
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VI. Conclusion

6.1 Limitations

The data used in this analysis concentrates on a few select demographics. With

access to more data, a better understanding of the workforce could be obtained. Many

prior theses and research have included variables concerned with the family such as

marital status and number of dependents. Other variables that could provide useful

information are economic status and political affiliation. While this information would

likely be hard to obtain, the reasoning behind the collection of the data remains the

same — to enhance the prediction of employees retainability.

The data itself are understandably messy given the number of people employed

by the government and the number of technicians allowed to alter the database. This

forces pre-cleaning of the data to remove impossibilities. While every effort to cor-

rect mistakes was taken, some lesser known mistakes could have slipped through the

cracks. Efforts by the data provider and the recipient to perform a more rigorous and

complete cleaning should be attempted before another similar analysis is conducted.

Civilian retention has not been studied much by the Air Force, leading to poten-

tially poor management of the civilian workforce. This, coupled with the inability to

hire workers efficiently, has led to some shortcomings in the workforce. Policies and

objectives that target certain groups of people, such as only females or employees with

no prior military service, can never be used because of the perception of being biased

towards the other groups of people. Instead, improved or modified department-level

programs and incentives should be offered to those where the need is the greatest and

the retention is lowest.
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6.2 Key Takeaways

Logistic Regression results indicate age, gender, race, education level, prior mil-

itary service, and years of service are all significant in determining the likelihood of

retention. The analysis shows that there is a noticeable difference between the white-

collar and laborer positions in relation to the significance of higher education on the

likelihood of retention. The odds ratios indicate males retain better than females,

Multi-racial employees are the most likely race group to retain, Black employees are

the least likely to retain, individuals with a Master’s degree or PhD are more likely

to retain than people without those degrees, and employees with prior military ser-

vice are more likely to retain over employees without. Several occupational series

groups were analyzed. Some groups showed conflicts with the overall population’s

results leading to the conclusion that each occupational series needs to be analyzed

separately in order to accurately account for the nuances between them.

Survival analysis was used to handle the censored nature of the data. The overall

Kaplan-Meier survival curve, shown in Figure 19, indicates that roughly 16% of new-

hires leave employment with the Air Force in the first year. A more in-depth study

of this phenomenon should be conducted to determine the root causes of such an

exodus. Roughly 47% of all employees will stay 20 years and around 8% will make

it to 40 years. Similar results to logistic regression were found when comparing

the various breakouts of employees. Males were more likely to retain than females,

highly educated and prior military employees were more likely to retain over their

counterparts, and some occupational series retained better than others.

The Cox proportional hazards model was created using a stepwise procedure and

ended with 21 statistically significant main effects and interactions. The martingale

residual plot shows some outliers, but no concrete reasoning warranted their removal.

The model was used to show the breadth of possible survival curves in Figure 26.
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Figure 27 shows the best and worse performing survival curves according to the

results of the odds ratios. The Cox model shows that there is a wide range of survival

curves that exist. Future retention-related decisions can use this information as a

basis for trying to target and improve the weakest performing groups.

6.3 Future Research

A possible avenue to extend this research investigates whether the economy has

influence in the retention of employees. Typically, when the economy is booming,

people are more inclined to leave the service and find employment in the private

sector. This is because of the system the government uses to pay its employees.

People are given a grade or rank and are paid accordingly. In the private sector, pay

is roughly based on experience or work ethic. If people believe they can make more

money by leaving the government then it might be worthwhile to study the effects of

the economy on retention in the civilian workforce.

In a similar vein, the current political environment could also be analyzed for any

influence on retention. Trends in the political landscape could also push people to

seek employment with the private sector. Admittedly, this might be too cumbersome

of a project to quantify, especially if general trends can not be established. As well,

retention could be analyzed as a function of time. Has retention increased or decreased

over the years and if it has, can we link these changes to specific events or policies?

6.4 Conclusion

Logistic regression is used as a means of identifying high risk groups. Odds ratios

can be established that indicate relative to the other breakouts the likelihood of

retaining. The results showed that men with advanced academic degrees and prior

military service fared better than people without those qualities. The results of the

56



logistic regression and survival analysis had similar outcomes, but survival analysis

should be used in the case where censored data is concerned. Logistic regression is

not explicitly designed to analyze this type of data.

By using survival analysis, the behavior of certain groups of people can be found

through time, even with censored data. Groups of people that perform very poorly

in the first few years could be examined closer and surveyed for the reason of their

departure. If too many people leave from one year group, this could lead to bathtub

effects where there are not enough experienced people to fill the more senior roles

when those positions become vacant. The civilian situation is better than the officer

and enlisted ranks where people are placed into higher ranking positions within the

rank structure. Civilian positions can be filled by any willing and qualified individual

within and outside of the government so the threat of a bathtub is more manageable.

Having a healthy workforce includes having a good ratio of new to experienced per-

sonnel which is different for every occupational series and grouping, but is vital to

ensuring the mission is accomplished.

The Cox proportional hazards model is a stepping stone to a more accurate model.

As discussed previously, more variables should be added if they provide a better

estimate of the number of years of service and the data should be scrutinized to a

higher degree to weed out any impossibilities. This method is semi-parametric, so it

requires the use of explanatory variables which is a downside when the Kaplan-Meier

estimate produces similar results without the need to use explanatory variables.

Programs and incentives that would increase retention for high-priority or at-risk

groups should be considered where there is large turnover in the first few years of

employment. The inverse could also happen, where employees are staying around

longer than is necessary for a healthy workforce. It might be more economical to

incentivize a person with 25 years of service to leave employment, replace that newly
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vacant position with a new person from within the organization, and fill that newly

opened slot with an intern or a new-hire. Regardless, the health of the civilian

workforce is vital for a well run Air Force.
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Appendix A. SAS Code for Loss Files

/*Insert all file date extensions needed (in order).*/

%Let file1=200912;

%Let file2=201001;

%Let file3=201002;

...

%Let file121=201912;

Libname CIVINV "<insert filepath to inventory folder>";

Libname CIVLOSS "<insert filepath to loss folder>";

%MACRO CREATE_LOSS_FILES;

%Do i = 1 %To 120;

%Let j = %sysevalf(&i. + 1);

Data Civloss.Civloss&&file&j..;

Merge Civinv.Civinv&&file&i.. (IN=A)

Civinv.civinv&&file&j.. (IN=B);

By SSAN;

If A and ~B Then Output;

Run;

%End;

%MEND;

%CREATE_LOSS_FILES;
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Appendix B. SAS Code for Combined File

/*Setting the library for the civilian data files.*/

Libname CIVINV "<insert filepath to inventory folder>";

Libname CIVLOSS "<insert filepath to loss folder>";

%Let start_yr = 2010;

%Let end_yr = 2019;

/*This macro will create a combined file*/

/*for the entire date range supplied.*/

%MACRO LOOP_ALL_YEARS_COMB;

/*Stacking all of the inventory files then only*/

/* keeping the last record for each person.*/

Data Civinv_&start_yr._&end_yr.;

Set

%Do i = &start_yr. %To &end_yr.;

Civinv.civinv&i.:

%End;

;

By SSAN;

If last.SSAN;

Retain = 1;

Run;

/*Stacking all of the loss files then only*/

/* keeping the last record for each person.*/

Data Civloss_&start_yr._&end_yr.;

Set

%Do i = &start_yr. %To &end_yr.;

Civloss.civloss&i.:

%End;

;

By SSAN;

If last.SSAN;

Retain = 0;

Run;

/*Combining the inventory and loss files and*/

/* keeping the last record per person.*/

Data Civcomb_&start_yr._&end_yr.;

Set Civinv_&start_yr._&end_yr.
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Civloss_&start_yr._&end_yr.;

By SSAN;

If last.SSAN;

Run;

/*Altering a couple of variables.*/

Data Civcomb_&start_yr._&end_yr.;

Set Civcomb_&start_yr._&end_yr.;

/*Recoding high education level.*/

/*Master’s or higher = 1, else = 0*/

If EdLevel IN ("MA", "PHD/PROF DEG") Then HighEd = 1;

Else HighEd = 0;

/*Recoding the prior military service.*/

If AFPC_Prior_Mil = "NO MILITARY CREDIT" Then Prior_Mil = 0;

Else Prior_Mil = 1;

/*Recording the occupational series identifier by grouping.*/

OccSerGroup = substr(OCCSER, 1, 2);

/*Records with inconsistent ages, YOS, very old individuals,*/

/* and bad OCCSER codes removed.*/

If 16 <= AGE <= 90;

If YOS >= 0;

If (AGE - 15) >= YOS;

If OccSerGroup NE "0W";

Run;

%MEND;

%LOOP_ALL_YEARS_COMB;
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Appendix C. SAS Code for Logistic Regression

/*List all of the occupational series.*/

%Let OccSerGroup1 = 00;

%Let OccSerGroup2 = 01;

%Let OccSerGroup3 = 02;

%Let OccSerGroup4 = 03;

%Let OccSerGroup5 = 04;

%Let OccSerGroup6 = 05;

%Let OccSerGroup7 = 06;

%Let OccSerGroup8 = 07;

%Let OccSerGroup9 = 08;

%Let OccSerGroup10 = 09;

%Let OccSerGroup11 = 10;

%Let OccSerGroup12 = 11;

%Let OccSerGroup13 = 12;

%Let OccSerGroup14 = 13;

%Let OccSerGroup15 = 14;

%Let OccSerGroup16 = 15;

%Let OccSerGroup17 = 16;

%Let OccSerGroup18 = 17;

%Let OccSerGroup19 = 18;

%Let OccSerGroup20 = 19;

%Let OccSerGroup21 = 20;

%Let OccSerGroup22 = 21;

%Let OccSerGroup23 = 22;

%Let OccSerGroup24 = 25;

%Let OccSerGroup25 = 26;

%Let OccSerGroup26 = 28;

%Let OccSerGroup27 = 31;

%Let OccSerGroup28 = 33;

%Let OccSerGroup29 = 34;

%Let OccSerGroup30 = 35;

%Let OccSerGroup31 = 36;

%Let OccSerGroup32 = 37;

%Let OccSerGroup33 = 38;

%Let OccSerGroup34 = 39;

%Let OccSerGroup35 = 41;

%Let OccSerGroup36 = 42;

%Let OccSerGroup37 = 43;

%Let OccSerGroup38 = 44;

%Let OccSerGroup39 = 46;
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%Let OccSerGroup40 = 47;

%Let OccSerGroup41 = 48;

%Let OccSerGroup42 = 50;

%Let OccSerGroup43 = 52;

%Let OccSerGroup44 = 53;

%Let OccSerGroup45 = 54;

%Let OccSerGroup46 = 57;

%Let OccSerGroup47 = 58;

%Let OccSerGroup48 = 65;

%Let OccSerGroup49 = 66;

%Let OccSerGroup50 = 69;

%Let OccSerGroup51 = 70;

%Let OccSerGroup52 = 73;

%Let OccSerGroup53 = 74;

%Let OccSerGroup54 = 76;

%Let OccSerGroup55 = 82;

%Let OccSerGroup56 = 86;

%Let OccSerGroup57 = 88;

%MACRO PERFORM_LOG_REG;

/*Performing logistic regression on the entire AF.*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Logistic Regression\LogReg_&start_yr._&end_yr..doc";

Proc Logistic Data = Civcomb_&start_yr._&end_yr.;

Class Gender Race_Grp HighEd Prior_Mil;

Model Retain(Event = "1") =

Age Gender Race_Grp HighEd Prior_Mil YOS;

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

/*Performing logistic regression on each occupational series.*/

%Do i = 1 %To 57;

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Logistic Regression\

LogReg_&start_yr._&end_yr._&&OccSerGroup&i...doc";

Proc Logistic Data = Civcomb_&start_yr._&end_yr.

(Where=(OccSerGroup = "&&OccSerGroup&i.."));

Class Gender Race_Grp HighEd Prior_Mil;

Model Retain(Event = "1") =

Age Gender Race_Grp HighEd Prior_Mil YOS;
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Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

%End;

%MEND;

%PERFORM_LOG_REG;

/*Checking to see if the continuous vars are normally dist.*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Logistic Regression\Norm_&start_yr._&end_yr._Age.doc";

Proc Univariate

Data = Civcomb_&start_yr._&end_yr. plots;

Var Age;

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Logistic Regression\Norm_&start_yr._&end_yr._YOS.doc";

Proc Univariate

Data = Civcomb_&start_yr._&end_yr. plots;

Var YOS;

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

/*Checking the correlation values between the continuous variables.*/

/*Pearson Correlation Coefficient*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Logistic Regression\Corr_Cont_&start_yr._&end_yr..doc";

Proc Corr

Data = Civcomb_&start_yr._&end_yr.;

Var Age YOS;

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;
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/*Checking the correlation values between the categorical variables.*/

/*Phi-Coefficient for 2x2 contingency tables.*/

/*Contingency Coefficient for tables larger than 2x2.*/

/* CC is adjustment to phi for larger tables.*/

%Let cat1 = Retain;

%Let cat2 = Gender;

%Let cat3 = Race_Grp;

%Let cat4 = HighEd;

%Let cat5 = Prior_Mil;

%MACRO CREATE_P_FOR_CAT;

%Do i = 1 %To 5;

%Do j = 1 %To 5;

%If %sysevalf(&j. > &i.) %Then %Do;

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Logistic Regression\

Corr_Cat_&i._&j._&start_yr._&end_yr..doc";

Proc Freq

Data = Civcomb_&start_yr._&end_yr.;

Table &&cat&i..*&&cat&j..

/ nopercent norow nocol chisq;

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

%End;

%End;

%End;

%MEND;

%CREATE_P_FOR_CAT;

/*Checking the correlation values between*/

/*the categorical and continuous variables.*/

/*Point-Biserial Correlation Coefficient*/

/* Special case of Pearson CC*/

/* Assumes continuous vars are norm dist and homoscedastic*/

Data CivComb_w_binary;

Set Civcomb_&start_yr._&end_yr.;

Gender_Trans = (Gender="M");

If Race_Grp = "Am Ind/Ak Nat" Then Race_Trans = 0;

If Race_Grp = "Asian" Then Race_Trans = 1;

If Race_Grp = "Blk/Afr Am" Then Race_Trans = 2;

If Race_Grp = "Declined" Then Race_Trans = 3;
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If Race_Grp = "Hisp/Lat" Then Race_Trans = 4;

If Race_Grp = "Multiple" Then Race_Trans = 5;

If Race_Grp = "Nat Haw/Oth Pac Isl" Then Race_Trans = 6;

If Race_Grp = "White" Then Race_Trans = 7;

Run;

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Logistic Regression\Corr_Cat_Cont_&start_yr._&end_yr..doc";

Proc Corr

Data = CivComb_w_binary;

Var Age YOS;

With Retain Gender_Trans Race_Trans HighEd Prior_Mil;

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;
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Appendix D. SAS Code for Kaplan-Meier Survival Analysis

%MACRO CREATE_DEMO_GRAPHS;

/*Creating the histogram/smoothed pdf curve with people*/

/*that have left employment.*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Demo\PDF_&start_yr._&end_yr..doc";

Proc Univariate

Data = Civcomb_&start_yr._&end_yr.(where=(Retain=0));

Var YOS;

Histogram YOS/kernel endpoints=(0 to 60 by 1);

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

/*Creating the CDF plot with people that have left employment.*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Demo\CDF_&start_yr._&end_yr..doc";

Proc Univariate

Data = Civcomb_&start_yr._&end_yr.(where=(Retain=0));

Var YOS;

CDFPLOT YOS;

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

/*Creating the KM curve with people that have left employment.*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Demo\KM_&start_yr._&end_yr..doc";

ODS EXCLUDE ProductLimitEstimates;

Proc Lifetest

Data = Civcomb_&start_yr._&end_yr. (where=(Retain=0))

Plots = Survival(atrisk cb test);

Time YOS*Retain(1);

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;
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/*Creating the hazard rate function with people*/

/*that have left employment.*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Demo\

Hazard_&start_yr._&end_yr..doc";

ODS EXCLUDE ProductLimitEstimates;

Proc Lifetest

Data = Civcomb_&start_yr._&end_yr. (where=(Retain=0))

Plots = Hazard;

Time YOS*Retain(1);

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

/*Creating the cumulative hazard rate function with people*/

/*that have left employment.*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Demo\

CumHazard_&start_yr._&end_yr..doc";

ODS EXCLUDE ProductLimitEstimates;

ODS OUTPUT ProductLimitEstimates = ple;

Proc Lifetest

Data = Civcomb_&start_yr._&end_yr. (where=(Retain=0))

Nelson;

Time YOS*Retain(1);

Run;

Proc Sgplot

Data = ple;

Series x=YOS y=CumHaz;

Title "Cumulative Hazard Rate Function";

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

/*Creating the box plot of the data. Need to sort first.*/

Proc Sort

Data = Civcomb_&start_yr._&end_yr.;

By Retain;

Run;
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ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Demo\

BoxPlot_&start_yr._&end_yr..doc";

Proc BoxPlot

Data = Civcomb_&start_yr._&end_yr.;

Plot YOS*Retain;

insetgroup min Q1 Q2 Q3 max stddev mean/

header = "Overall Statistics";

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

%MEND;

%CREATE_DEMO_GRAPHS;

/*These are all of the stratifications looked at.*/

%Let Strata1 = Gender;

%Let Strata2 = Race_Grp;

%Let Strata3 = HighEd;

%Let Strata4 = Prior_Mil;

/*These are all of the occupational series.*/

%Let OccSerGroup1 = 00;

%Let OccSerGroup2 = 01;

%Let OccSerGroup3 = 02;

%Let OccSerGroup4 = 03;

%Let OccSerGroup5 = 04;

%Let OccSerGroup6 = 05;

%Let OccSerGroup7 = 06;

%Let OccSerGroup8 = 07;

%Let OccSerGroup9 = 08;

%Let OccSerGroup10 = 09;

%Let OccSerGroup11 = 10;

%Let OccSerGroup12 = 11;

%Let OccSerGroup13 = 12;

%Let OccSerGroup14 = 13;

%Let OccSerGroup15 = 14;

%Let OccSerGroup16 = 15;

%Let OccSerGroup17 = 16;

%Let OccSerGroup18 = 17;

%Let OccSerGroup19 = 18;
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%Let OccSerGroup20 = 19;

%Let OccSerGroup21 = 20;

%Let OccSerGroup22 = 21;

%Let OccSerGroup23 = 22;

%Let OccSerGroup24 = 25;

%Let OccSerGroup25 = 26;

%Let OccSerGroup26 = 28;

%Let OccSerGroup27 = 31;

%Let OccSerGroup28 = 33;

%Let OccSerGroup29 = 34;

%Let OccSerGroup30 = 35;

%Let OccSerGroup31 = 36;

%Let OccSerGroup32 = 37;

%Let OccSerGroup33 = 38;

%Let OccSerGroup34 = 39;

%Let OccSerGroup35 = 41;

%Let OccSerGroup36 = 42;

%Let OccSerGroup37 = 43;

%Let OccSerGroup38 = 44;

%Let OccSerGroup39 = 46;

%Let OccSerGroup40 = 47;

%Let OccSerGroup41 = 48;

%Let OccSerGroup42 = 50;

%Let OccSerGroup43 = 52;

%Let OccSerGroup44 = 53;

%Let OccSerGroup45 = 54;

%Let OccSerGroup46 = 57;

%Let OccSerGroup47 = 58;

%Let OccSerGroup48 = 65;

%Let OccSerGroup49 = 66;

%Let OccSerGroup50 = 69;

%Let OccSerGroup51 = 70;

%Let OccSerGroup52 = 73;

%Let OccSerGroup53 = 74;

%Let OccSerGroup54 = 76;

%Let OccSerGroup55 = 82;

%Let OccSerGroup56 = 86;

%Let OccSerGroup57 = 88;

%MACRO KAPLAN_MEIER;

/*Censored entries are ones that have not left employment.*/

/*(AKA people currently working, retain=1)*/

/*Creating the Kaplan-Meier estimate of the*/
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/*survival curve for all of the data.*/

/*The "exclude" line suppresses the table from being created.*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Survival Curves\

KM_All_&start_yr._&end_yr..doc";

ODS EXCLUDE ProductLimitEstimates;

Proc Lifetest

Data = Civcomb_&start_yr._&end_yr.

Outs = All

Plots = Survival(atrisk cb test);

Time YOS*Retain(1);

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

/*Creating the Kaplan-Meier estimate of the survival curve*/

/*for certain demographic variables.*/

%Do i = 1 %To 4;

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Survival Curves\

KM_&&Strata&i.._&start_yr._&end_yr..doc";

ODS EXCLUDE ProductLimitEstimates;

Proc Lifetest

Data = Civcomb_&start_yr._&end_yr.

Outs = All_&&Strata&i..

Plots = Survival(atrisk cb test);

Strata &&Strata&i..;

Time YOS*Retain(1);

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

%End;

/*Creating the Kaplan-Meier estimate of the survival curve*/

/*for all of the occupational series.*/

%Do i = 1 %To 57;

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Survival Curves\

KM_&&OccSerGroup&i.._&start_yr._&end_yr..doc";

71



ODS EXCLUDE ProductLimitEstimates;

Proc Lifetest

Data = Civcomb_&start_yr._&end_yr.

(Where=(OccSerGroup="&&OccSerGroup&i.."))

Outs = All_&&OccSerGroup&i..

Plots = Survival(atrisk cb test);

Time YOS*Retain(1);

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

%End;

/*This will make graphs for race in panels.*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Survival Curves\

KM_Race_Grp_v2_&start_yr._&end_yr..doc";

ODS EXCLUDE ProductLimitEstimates;

Proc Lifetest

Data = Civcomb_&start_yr._&end_yr.

Outs = All_Race_Grp_v2

Plots = Survival(atrisk cb test strata=panel);

Strata Race_Grp;

Time YOS*Retain(1);

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

/*This will make graphs for the four OccSer’s of interest.*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Survival Curves\

KM_OccSerGroupings_&start_yr._&end_yr..doc";

ODS EXCLUDE ProductLimitEstimates;

Proc Lifetest

Data = Civcomb_&start_yr._&end_yr.

(Where=(OccSerGroup IN ("08", "17", "35", "74")))

Outs = All_OccSerGroupings

Plots = Survival(atrisk cb test);

Strata OccSerGroup;

Time YOS*Retain(1);

Run;

ODS RTF CLOSE;
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ODS GRAPHICS OFF;

%MEND;

%KAPLAN_MEIER;
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Appendix E. SAS Code for Cox Proportional Hazards
Model

/*Cox Regression model*/

/*Determining which covariates are important via stepwise.*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Survival Curves\Cox_StepwiseReg.doc";

Proc Phreg

Data = Civcomb_&start_yr._&end_yr.

Plots = survival;

Class Gender Race_Grp HighEd Prior_Mil;

Model YOS*Retain(1) = Age|Gender|Race_Grp|HighEd|Prior_Mil

/Selection = Stepwise SLENTRY = 0.2 SLSTAY = 0.05 Details;

Output OUT = Outp XBETA = Xbeta RESMART = Mart RESDEV = Dev;

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

/*Checking Martingale Residual plot*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Survival Curves\Cox_Martingale.doc";

TITLE "Martingale Residuals vs Prediction";

Proc Sgplot

Data = Outp;

YAXIS GRID;

REFLINE 0 / AXIS = y;

SCATTER Y = Mart X = Xbeta /

markerattrs=(color=blue symbol=circle);

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

/*Checking Deviance Residual plot*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Survival Curves\Cox_Deviance.doc";

TITLE "Deviance Residuals vs Prediction";

Proc Sgplot

Data = Outp;

YAXIS GRID;
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REFLINE 0 / AXIS = y;

SCATTER Y = Dev X = Xbeta /

markerattrs=(color=blue symbol=circle);

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;

/*Looking at the large magnitude martingale residuals.*/

Data Large_Mart;

Set Outp (Where=(Mart <= -5));

Run;

Proc Freq

Data = Civcomb_&start_yr._&end_yr.;

Tables Age / norow nocol nocum;

Run;

Proc Freq

Data = Large_Mart;

Tables Age / norow nocol nocum;

Run;

Proc Freq

Data = Civcomb_&start_yr._&end_yr.;

Tables Gender / norow nocol nocum;

Run;

Proc Freq

Data = Large_Mart;

Tables Gender / norow nocol nocum;

Run;

Proc Freq

Data = Civcomb_&start_yr._&end_yr.;

Tables Race_Grp / norow nocol nocum;

Run;

Proc Freq

Data = Large_Mart;

Tables Race_Grp / norow nocol nocum;

Run;

Proc Freq

Data = Civcomb_&start_yr._&end_yr.;

Tables HighEd / norow nocol nocum;

Run;
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Proc Freq

Data = Large_Mart;

Tables HighEd / norow nocol nocum;

Run;

Proc Freq

Data = Civcomb_&start_yr._&end_yr.;

Tables Prior_Mil / norow nocol nocum;

Run;

Proc Freq

Data = Large_Mart;

Tables Prior_Mil / norow nocol nocum;

Run;

Proc Freq

Data = Civcomb_&start_yr._&end_yr.;

Tables YOS / norow nocol nocum;

Run;

Proc Freq

Data = Large_Mart;

Tables YOS / norow nocol nocum;

Run;

/*Creating a comprehensive list of possible covariates.*/

Data Covariates1;

Length Race_Grp $19;

Infile datalines dsd missover;

Input Age Gender $ Race_Grp $ HighEd Prior_Mil;

Datalines;

20, F, Am Ind/Ak Nat, 0, 0

20, F, Am Ind/Ak Nat, 0, 1

20, F, Am Ind/Ak Nat, 1, 0

20, F, Am Ind/Ak Nat, 1, 1

20, F, Asian, 0, 0

20, F, Asian, 0, 1

20, F, Asian, 1, 0

20, F, Asian, 1, 1

20, F, Blk/Afr Am, 0, 0

20, F, Blk/Afr Am, 0, 1

20, F, Blk/Afr Am, 1, 0

20, F, Blk/Afr Am, 1, 1

20, F, Declined, 0, 0

20, F, Declined, 0, 1
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20, F, Declined, 1, 0

20, F, Declined, 1, 1

20, F, Hisp/Lat, 0, 0

20, F, Hisp/Lat, 0, 1

20, F, Hisp/Lat, 1, 0

20, F, Hisp/Lat, 1, 1

20, F, Multiple, 0, 0

20, F, Multiple, 0, 1

20, F, Multiple, 1, 0

20, F, Multiple, 1, 1

20, F, Nat Haw/Oth Pac Isl, 0, 0

20, F, Nat Haw/Oth Pac Isl, 0, 1

20, F, Nat Haw/Oth Pac Isl, 1, 0

20, F, Nat Haw/Oth Pac Isl, 1, 1

20, F, White, 0, 0

20, F, White, 0, 1

20, F, White, 1, 0

20, F, White, 1, 1

20, M, Am Ind/Ak Nat, 0, 0

20, M, Am Ind/Ak Nat, 0, 1

20, M, Am Ind/Ak Nat, 1, 0

20, M, Am Ind/Ak Nat, 1, 1

20, M, Asian, 0, 0

20, M, Asian, 0, 1

20, M, Asian, 1, 0

20, M, Asian, 1, 1

20, M, Blk/Afr Am, 0, 0

20, M, Blk/Afr Am, 0, 1

20, M, Blk/Afr Am, 1, 0

20, M, Blk/Afr Am, 1, 1

20, M, Declined, 0, 0

20, M, Declined, 0, 1

20, M, Declined, 1, 0

20, M, Declined, 1, 1

20, M, Hisp/Lat, 0, 0

20, M, Hisp/Lat, 0, 1

20, M, Hisp/Lat, 1, 0

20, M, Hisp/Lat, 1, 1

20, M, Multiple, 0, 0

20, M, Multiple, 0, 1

20, M, Multiple, 1, 0

20, M, Multiple, 1, 1

20, M, Nat Haw/Oth Pac Isl, 0, 0

77



20, M, Nat Haw/Oth Pac Isl, 0, 1

20, M, Nat Haw/Oth Pac Isl, 1, 0

20, M, Nat Haw/Oth Pac Isl, 1, 1

20, M, White, 0, 0

20, M, White, 0, 1

20, M, White, 1, 0

20, M, White, 1, 1

30, F, Am Ind/Ak Nat, 0, 0

30, F, Am Ind/Ak Nat, 0, 1

30, F, Am Ind/Ak Nat, 1, 0

30, F, Am Ind/Ak Nat, 1, 1

30, F, Asian, 0, 0

30, F, Asian, 0, 1

30, F, Asian, 1, 0

30, F, Asian, 1, 1

30, F, Blk/Afr Am, 0, 0

30, F, Blk/Afr Am, 0, 1

30, F, Blk/Afr Am, 1, 0

30, F, Blk/Afr Am, 1, 1

30, F, Declined, 0, 0

30, F, Declined, 0, 1

30, F, Declined, 1, 0

30, F, Declined, 1, 1

30, F, Hisp/Lat, 0, 0

30, F, Hisp/Lat, 0, 1

30, F, Hisp/Lat, 1, 0

30, F, Hisp/Lat, 1, 1

30, F, Multiple, 0, 0

30, F, Multiple, 0, 1

30, F, Multiple, 1, 0

30, F, Multiple, 1, 1

30, F, Nat Haw/Oth Pac Isl, 0, 0

30, F, Nat Haw/Oth Pac Isl, 0, 1

30, F, Nat Haw/Oth Pac Isl, 1, 0

30, F, Nat Haw/Oth Pac Isl, 1, 1

30, F, White, 0, 0

30, F, White, 0, 1

30, F, White, 1, 0

30, F, White, 1, 1

30, M, Am Ind/Ak Nat, 0, 0

30, M, Am Ind/Ak Nat, 0, 1

30, M, Am Ind/Ak Nat, 1, 0

30, M, Am Ind/Ak Nat, 1, 1

78



30, M, Asian, 0, 0

30, M, Asian, 0, 1

30, M, Asian, 1, 0

30, M, Asian, 1, 1

30, M, Blk/Afr Am, 0, 0

30, M, Blk/Afr Am, 0, 1

30, M, Blk/Afr Am, 1, 0

30, M, Blk/Afr Am, 1, 1

30, M, Declined, 0, 0

30, M, Declined, 0, 1

30, M, Declined, 1, 0

30, M, Declined, 1, 1

30, M, Hisp/Lat, 0, 0

30, M, Hisp/Lat, 0, 1

30, M, Hisp/Lat, 1, 0

30, M, Hisp/Lat, 1, 1

30, M, Multiple, 0, 0

30, M, Multiple, 0, 1

30, M, Multiple, 1, 0

30, M, Multiple, 1, 1

30, M, Nat Haw/Oth Pac Isl, 0, 0

30, M, Nat Haw/Oth Pac Isl, 0, 1

30, M, Nat Haw/Oth Pac Isl, 1, 0

30, M, Nat Haw/Oth Pac Isl, 1, 1

30, M, White, 0, 0

30, M, White, 0, 1

30, M, White, 1, 0

30, M, White, 1, 1

40, F, Am Ind/Ak Nat, 0, 0

40, F, Am Ind/Ak Nat, 0, 1

40, F, Am Ind/Ak Nat, 1, 0

40, F, Am Ind/Ak Nat, 1, 1

40, F, Asian, 0, 0

40, F, Asian, 0, 1

40, F, Asian, 1, 0

40, F, Asian, 1, 1

40, F, Blk/Afr Am, 0, 0

40, F, Blk/Afr Am, 0, 1

40, F, Blk/Afr Am, 1, 0

40, F, Blk/Afr Am, 1, 1

40, F, Declined, 0, 0

40, F, Declined, 0, 1

40, F, Declined, 1, 0

79



40, F, Declined, 1, 1

40, F, Hisp/Lat, 0, 0

40, F, Hisp/Lat, 0, 1

40, F, Hisp/Lat, 1, 0

40, F, Hisp/Lat, 1, 1

40, F, Multiple, 0, 0

40, F, Multiple, 0, 1

40, F, Multiple, 1, 0

40, F, Multiple, 1, 1

40, F, Nat Haw/Oth Pac Isl, 0, 0

40, F, Nat Haw/Oth Pac Isl, 0, 1

40, F, Nat Haw/Oth Pac Isl, 1, 0

40, F, Nat Haw/Oth Pac Isl, 1, 1

40, F, White, 0, 0

40, F, White, 0, 1

40, F, White, 1, 0

40, F, White, 1, 1

40, M, Am Ind/Ak Nat, 0, 0

40, M, Am Ind/Ak Nat, 0, 1

40, M, Am Ind/Ak Nat, 1, 0

40, M, Am Ind/Ak Nat, 1, 1

40, M, Asian, 0, 0

40, M, Asian, 0, 1

40, M, Asian, 1, 0

40, M, Asian, 1, 1

40, M, Blk/Afr Am, 0, 0

40, M, Blk/Afr Am, 0, 1

40, M, Blk/Afr Am, 1, 0

40, M, Blk/Afr Am, 1, 1

40, M, Declined, 0, 0

40, M, Declined, 0, 1

40, M, Declined, 1, 0

40, M, Declined, 1, 1

40, M, Hisp/Lat, 0, 0

40, M, Hisp/Lat, 0, 1

40, M, Hisp/Lat, 1, 0

40, M, Hisp/Lat, 1, 1

40, M, Multiple, 0, 0

40, M, Multiple, 0, 1

40, M, Multiple, 1, 0

40, M, Multiple, 1, 1

40, M, Nat Haw/Oth Pac Isl, 0, 0

40, M, Nat Haw/Oth Pac Isl, 0, 1
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40, M, Nat Haw/Oth Pac Isl, 1, 0

40, M, Nat Haw/Oth Pac Isl, 1, 1

40, M, White, 0, 0

40, M, White, 0, 1

40, M, White, 1, 0

40, M, White, 1, 1

50, F, Am Ind/Ak Nat, 0, 0

50, F, Am Ind/Ak Nat, 0, 1

50, F, Am Ind/Ak Nat, 1, 0

50, F, Am Ind/Ak Nat, 1, 1

50, F, Asian, 0, 0

50, F, Asian, 0, 1

50, F, Asian, 1, 0

50, F, Asian, 1, 1

50, F, Blk/Afr Am, 0, 0

50, F, Blk/Afr Am, 0, 1

50, F, Blk/Afr Am, 1, 0

50, F, Blk/Afr Am, 1, 1

50, F, Declined, 0, 0

50, F, Declined, 0, 1

50, F, Declined, 1, 0

50, F, Declined, 1, 1

50, F, Hisp/Lat, 0, 0

50, F, Hisp/Lat, 0, 1

50, F, Hisp/Lat, 1, 0

50, F, Hisp/Lat, 1, 1

50, F, Multiple, 0, 0

50, F, Multiple, 0, 1

50, F, Multiple, 1, 0

50, F, Multiple, 1, 1

50, F, Nat Haw/Oth Pac Isl, 0, 0

50, F, Nat Haw/Oth Pac Isl, 0, 1

50, F, Nat Haw/Oth Pac Isl, 1, 0

50, F, Nat Haw/Oth Pac Isl, 1, 1

50, F, White, 0, 0

50, F, White, 0, 1

50, F, White, 1, 0

50, F, White, 1, 1

50, M, Am Ind/Ak Nat, 0, 0

50, M, Am Ind/Ak Nat, 0, 1

50, M, Am Ind/Ak Nat, 1, 0

50, M, Am Ind/Ak Nat, 1, 1

50, M, Asian, 0, 0
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50, M, Asian, 0, 1

50, M, Asian, 1, 0

50, M, Asian, 1, 1

50, M, Blk/Afr Am, 0, 0

50, M, Blk/Afr Am, 0, 1

50, M, Blk/Afr Am, 1, 0

50, M, Blk/Afr Am, 1, 1

50, M, Declined, 0, 0

50, M, Declined, 0, 1

50, M, Declined, 1, 0

50, M, Declined, 1, 1

50, M, Hisp/Lat, 0, 0

50, M, Hisp/Lat, 0, 1

50, M, Hisp/Lat, 1, 0

50, M, Hisp/Lat, 1, 1

50, M, Multiple, 0, 0

50, M, Multiple, 0, 1

50, M, Multiple, 1, 0

50, M, Multiple, 1, 1

50, M, Nat Haw/Oth Pac Isl, 0, 0

50, M, Nat Haw/Oth Pac Isl, 0, 1

50, M, Nat Haw/Oth Pac Isl, 1, 0

50, M, Nat Haw/Oth Pac Isl, 1, 1

50, M, White, 0, 0

50, M, White, 0, 1

50, M, White, 1, 0

50, M, White, 1, 1

60, F, Am Ind/Ak Nat, 0, 0

60, F, Am Ind/Ak Nat, 0, 1

60, F, Am Ind/Ak Nat, 1, 0

60, F, Am Ind/Ak Nat, 1, 1

60, F, Asian, 0, 0

60, F, Asian, 0, 1

60, F, Asian, 1, 0

60, F, Asian, 1, 1

60, F, Blk/Afr Am, 0, 0

60, F, Blk/Afr Am, 0, 1

60, F, Blk/Afr Am, 1, 0

60, F, Blk/Afr Am, 1, 1

60, F, Declined, 0, 0

60, F, Declined, 0, 1

60, F, Declined, 1, 0

60, F, Declined, 1, 1
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60, F, Hisp/Lat, 0, 0

60, F, Hisp/Lat, 0, 1

60, F, Hisp/Lat, 1, 0

60, F, Hisp/Lat, 1, 1

60, F, Multiple, 0, 0

60, F, Multiple, 0, 1

60, F, Multiple, 1, 0

60, F, Multiple, 1, 1

60, F, Nat Haw/Oth Pac Isl, 0, 0

60, F, Nat Haw/Oth Pac Isl, 0, 1

60, F, Nat Haw/Oth Pac Isl, 1, 0

60, F, Nat Haw/Oth Pac Isl, 1, 1

60, F, White, 0, 0

60, F, White, 0, 1

60, F, White, 1, 0

60, F, White, 1, 1

60, M, Am Ind/Ak Nat, 0, 0

60, M, Am Ind/Ak Nat, 0, 1

60, M, Am Ind/Ak Nat, 1, 0

60, M, Am Ind/Ak Nat, 1, 1

60, M, Asian, 0, 0

60, M, Asian, 0, 1

60, M, Asian, 1, 0

60, M, Asian, 1, 1

60, M, Blk/Afr Am, 0, 0

60, M, Blk/Afr Am, 0, 1

60, M, Blk/Afr Am, 1, 0

60, M, Blk/Afr Am, 1, 1

60, M, Declined, 0, 0

60, M, Declined, 0, 1

60, M, Declined, 1, 0

60, M, Declined, 1, 1

60, M, Hisp/Lat, 0, 0

60, M, Hisp/Lat, 0, 1

60, M, Hisp/Lat, 1, 0

60, M, Hisp/Lat, 1, 1

60, M, Multiple, 0, 0

60, M, Multiple, 0, 1

60, M, Multiple, 1, 0

60, M, Multiple, 1, 1

60, M, Nat Haw/Oth Pac Isl, 0, 0

60, M, Nat Haw/Oth Pac Isl, 0, 1

60, M, Nat Haw/Oth Pac Isl, 1, 0
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60, M, Nat Haw/Oth Pac Isl, 1, 1

60, M, White, 0, 0

60, M, White, 0, 1

60, M, White, 1, 0

60, M, White, 1, 1

;

Run;

/*Showing the breadth of possible survival curves.*/

TITLE;

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Survival Curves\Cox_Covariates1.doc";

Proc Phreg

Data = Civcomb_&start_yr._&end_yr.

Plots(Overlay) = survival;

Class Gender Race_Grp HighEd Prior_Mil;

Model YOS*Retain(1) = AGE

GENDER

Race_Grp

HighEd

Prior_Mil

AGE*GENDER

AGE*Race_Grp

AGE*HighEd

AGE*Prior_Mil

GENDER*Race_Grp

GENDER*Prior_Mil

Race_Grp*HighEd

Race_Grp*Prior_Mil

HighEd*Prior_Mil

AGE*GENDER*Race_Grp

AGE*GENDER*Prior_Mil

AGE*Race_Grp*HighEd

AGE*Race_Grp*Prior_Mil

AGE*HighEd*Prior_Mil

GENDER*Race_Grp*Prior_Mil

Race_Grp*HighEd*Prior_Mil;

Baseline Covariates = Work.Covariates1

Out = CovOut1 SURVIVAL = _all_;

Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;
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/*Creating a list of best/worst covariates based on odds ratios.*/

Data Covariates2;

Length Race_Grp $19;

Infile datalines dsd missover;

Input Age Gender $ Race_Grp $ HighEd Prior_Mil;

Datalines;

60, M, Multiple, 1, 1

20, F, Blk/Afr Am, 0, 0

;

Run;

/*Showing the best and worst survival curves based on odds ratios.*/

ODS GRAPHICS ON;

ODS RTF FILE="C:\Users\wwilson1\Documents\Wilson Thesis\

Survival Analysis\Survival Curves\Cox_Covariates2.doc";

Proc Phreg

Data = Civcomb_&start_yr._&end_yr.

Plots(Overlay) = survival;

Class Gender Race_Grp HighEd Prior_Mil;

Model YOS*Retain(1) = AGE

GENDER

Race_Grp

HighEd

Prior_Mil

AGE*GENDER

AGE*Race_Grp

AGE*HighEd

AGE*Prior_Mil

GENDER*Race_Grp

GENDER*Prior_Mil

Race_Grp*HighEd

Race_Grp*Prior_Mil

HighEd*Prior_Mil

AGE*GENDER*Race_Grp

AGE*GENDER*Prior_Mil

AGE*Race_Grp*HighEd

AGE*Race_Grp*Prior_Mil

AGE*HighEd*Prior_Mil

GENDER*Race_Grp*Prior_Mil

Race_Grp*HighEd*Prior_Mil;

Baseline Covariates = Work.Covariates2

Out = CovOut2 SURVIVAL = _all_;
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Run;

ODS RTF CLOSE;

ODS GRAPHICS OFF;
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