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AFIT/GIR/EN V/O 1M-15 

Abstract 

Air Force dependence on information technology (IT) creates vulnerabilities that 

it cannot ignore. With global availability of commercial IT and the Internet, the Air 

Force does not necessarily have the high technological advantage over potential 

adversaries that it once had. Furthermore, it is possible to directly and covertly 

manipulate information within information systems, or artifacts, without notice. This 

directly affects decision makers since the availability and integrity of information is 

critical. Air Force physical and network security measures taken to protect its 

information do not guarantee detection of direct information manipulation. This leaves it 

to information artifact users to detect such deception. 

This thesis explores whether information artifact users can be trained in artifact- 

based deception detection. Research in this area is lacking. This study attempted to 

apply the contextual-based principles of Information Manipulation Theory (IMT), a 

theory from interpersonal deception, to human-artifact deception. An experiment 

comparing differences in subject performance between two Command and Control 

computer simulations was conducted. A training program developed from IMT 

principles was applied between simulations. Results of the experiment were 

inconclusive. Lessons learned for future research suggest training programs in human- 

artifact deception detection need to be both information system- and domain-specific. 



THE EFFECT OF CONTEXTUAL-BASED TRAINING ON ARTIFACT-BASED 

DECEPTION DETECTION 

I. Background and Statement of the Problem 

Introduction 

Military doctrine recognizes that the information explosion caused by current 

information technology (IT) has substantially changed the way the military conducts its 

operations: "Information, information processing, and communications networks are at 

the core of every military activity" (JV-2020, 2000:8). Air Force Doctrine Document 2-5 

expresses the difficulty in identifying any Air Force system that does not rely on 

sophisticated electronics and information. The Air Force's dependence on IT is 

profound, and it will only increase (AFDD 2-5, 1998). With technology advancing at its 

current phenomenal pace, this dependence causes new vulnerabilities not only for the Air 

Force, but the joint forces as well (JV-2020, 2000). Furthermore, 

...[P]otential adversaries will have access to the global commercial 
industrial base and much of the same technology as the US 
military. We will not necessarily sustain a wide technological 
advantage over our adversaries in all areas. Increased availability 
of commercial satellites, digital communications, and the public 
internet all give adversaries new capabilities at a relatively low 
cost (JV-2020, 2000:4). 

It is also wisely pointed out that, 



As technology advances, society's ability to transfer information 
and an adversary's opportunity to affect that information increases 
and, in some cases, may eclipse the security designed into the 
information systems. Just as the United States plans to employ 10 
against its adversaries, so too can it expect adversaries to 
reciprocate (AFDD 2-5, 1998:5-6). 

Background 

The focus on information and IT might suggest that the search for and efforts to 

exploit information are fairly new. However, "the competition for information is as old 

as human conflict" (Fogleman, 1995:1-11). The competition for information has not 

changed, but rather the "means and route of attack" for obtaining it (AFDD 2-5, 1998:ii). 

Joint Vision 2020 regards Information Superiority as a key enabler of full spectrum 

dominance and victory. The Air Force has named Information Superiority as one of its 

core competencies "upon which all the other core competencies rely" (AFDD 2-5, 

1998:2). Information Superiority is defined as, "The capability to collect, process, and 

disseminate an uninterrupted flow of information while exploiting or denying an 

adversary's ability to do the same" (JV-2020, 2000:8). 

Information is critical in all military aspects. Commanders cannot plan 

operations, deploy forces, or execute missions without it: "The commander with better 

information holds a powerful advantage over his adversary" (Fogleman, 1995:1-11). It 

follows that the information needed to make such decisions must be the right information. 

This, along with vulnerabilities associated with dependence on IT, renders Information 

Assurance (IA) a necessity (AFDD 2-5, 1998). IA is defined as "...those measures to 



protect and defend information and information systems by ensuring their availability, 

integrity, authenticity, confidentiality, and nonrepudiation (ability to confirm source of 

transmission and data)" (Ibid: 17). As such, information systems must be protected from 

unauthorized access and information corruption. 

"Cornerstones of Information Warfare" gives a simple but bottom-line description 

of information use: "Militaries have always tried to gain or affect the information 

required for an adversary to effectively employ forces" (Fogleman, 1995:1-11). This is 

still true today. As "Cornerstones" also points out, historically, enemy information was 

attacked indirectly by using deception to influence the adversary's decisions. The goal of 

such deception would be to cause the adversary to observe the deception, perceive it as 

reality, and then use it to make decisions, hopefully in the deceiver's favor (Fogleman, 

1995). 

The advent of information systems and computer networks has changed how 

information can be used. Technology today allows an adversary to directly manipulate 

critical information (Fogleman, 1995). This means that information can be directly 

attacked. Information attack is defined as, "those activities taken to manipulate or 

destroy an adversary's information or information systems without necessarily changing 

visibly the physical entity within which it resides" (AFDD 2-5, 1998:15). It further 

purports, "Manipulation of databases or parameters of reporting systems can cause 

incorrect information to influence leaders' decision making or destroy the adversary's 

confidence in its information systems" (Ibid). It follows that this is also the case with Air 

Force information systems. Such vulnerability is detrimental to IA. Reaching and 



maintaining IA requires security from the physical, to network, and to individual user 

levels. 

The Air Force approaches network security much like it does perimeter security 

for Air Force bases; allow authorized traffic and deny all else. Firewalls function as gate 

guards by allowing authorized traffic through ports. A firewall is a system or device 

designed to keep outsiders from accessing a network (Anonymous, 1998). Intrusion 

detection systems (IDSs) function as both gate guards and alarm systems. Just as gate 

guards must be trained on who is allowed on an installation, so must IDSs and firewalls 

be programmed for what to accept and what to block. The main problem with these 

systems is that there are more vulnerabilities and exploits than any one IDS can detect or 

firewall can block. 

High sensitivity settings of IDSs and firewalls are one such vulnerability. For 

instance, an IDS programmed to detect numerous common system exploits, such as 

particular complete or partial attack signatures, will generate numerous alarms, or "false 

accepts and false rejects" (Denning, 1999:362). This can prove to be a vulnerability for 

two reasons. First, an EDS generating too many false alarms may cause administrators to 

ignore alarms, and potentially miss an actual incident. Second, high sensitivity settings 

on an IDS will cause it to slow down. If firewalls, along with IDSs, are sensitive, they 

will slow down network traffic, potentially causing bottlenecks throughout a network. 

Bottlenecks can cause traffic to surpass firewall capacities, cause them to crash, and 

create doors into the network for unwanted and unauthorized users. With regard to IDSs 

and firewalls, it is necessary to point out that from a macro view, the hardware 

components of network security are mostly concerned with entry into the network, and 



the transmission of data. Data integrity checks may or may not be performed, but only at 

the bit level. The components do not examine data for meaning and content - hence, 

information. 

Network security is geared towards protecting computer networks and 

information from unauthorized access; it does not guarantee protection from information 

corruption. Protection from information corruption must be provided by other means. 

Joint Publication 3-13 discusses Information Operations (10) attack detection. Elements 

such as "Information Warfare Centers", "Information Systems Developers", and 

"Information Systems Providers and Systems Administrators" primarily address network 

security (JP 3-13, 1998:111-10). One element, "Information and Information Systems 

Users", however, relates to avoiding information corruption; more to the point, it 

addresses manipulated information due to deception: 

Users should be aware of potential threats to and vulnerabilities 
inherent in information systems. This includes recognizing 
abnormalities or unexplained changes in content or disturbed 
information and employing procedures for reporting incidents and 
safeguarding evidence" (JP 3-13, 1998:111-10). 

Research Applicability to the United States Air Force 

It should be evident from the background provided thus far that information 

manipulation within information systems is worthy of critical concern for the United 

Stated States Air Force. The Air Force relies heavily upon information technology, from 

day to day to strategic operations. Decision makers use information to make decisions in 

all facets of the Air Force. Corrupt or manipulated information can be directly or 



indirectly detrimental to Air Force operations. The Air Force endeavors to protect its 

critical information from deception at the physical and computer network levels. There is 

now a call to look at a key component to the protection of critical information: the users 

of the information systems upon which the Air Force relies. 

Problem Statement 

Although JP 3-13 calls for deception detection, it is uncertain if users can do so 

successfully. JP 3-13 asks for users to be able to detect deception as an adversary via 

information systems employs it. There is little research in support of this area. Biros 

studied the influence of McCornack and Parks' (1986) truth-bias on perceptions of trust 

in "artifact produced information"; overall, results showed that participants of the study 

were trusting and easily deceived (Biros, 1998). An artifact is defined as, "An object, as 

a simple tool, produced by human workmanship" (Webster's II, 1984:42). In this study, 

artifacts, particularly information artifacts, are "computer- and communications-based 

information systems" (Zmud, 1990:97). 

Most research on deception detection centers on interpersonal communication; 

specifically, if a receiver can accurately detect a sender's deceptive message. For 

instance, Buller and Burgoon (1996) discuss interpersonal deception theory (IDT) and 

introduce a model involving "interpersonal communication, nonverbal behavior, message 

processing, credibility, and deception" (Buller and Burgoon, 1996:204). Other 

researchers, such as Vrij and Semin (1996), Forrest and Feldman (2000), and Ekman 



(1985), focus on nonverbal behaviors, such as involuntary gestures, as clues to deception 

detection in their research. Information Manipulation Theory (IMT) looks at deceptive 

messages "in terms of how the information that interactants possess is manipulated within 

the messages that they produce." (McCornack, 1992:1). Studies by Bavelas, Black, 

Chovil, and Mullett (1990) show interest in message content. Levine and McCornack 

(1991) assert that moderate levels of suspicion increase a person's accuracy in detecting 

deception. 

If the Air Force is to achieve and maintain Information Superiority and 

Assurance, then the gray area of human-artifact deception must be explored. The studies 

referenced above may provide avenues to do so. However, to reach an understanding of 

the issue at hand, it is necessary to define a scope to begin studying. 

Research Questions 

Given the elements that 1) deception can occur via direct manipulation of 

information within an information system, and 2) little research on human to artifact 

deception detection exists, the following research questions are presented: 

1. Can information artifact users detect deception within artifact-produced 
information? 

2. Can information artifact users be trained to improve their detect 
deception abilities regarding artifact-produced information? 

The following chapters explore if information artifact users can detect deception 

within artifact-produced information. Specifically, it will study if users can be trained to 



do so. Chapter 2 will review existing literature in attempt to transform mechanisms used 

in interpersonal deception detection into mechanisms for user detection of deception in 

artifact-produced information. Chapter 3 will describe the experiment and training 

program used to study the research questions at hand. Chapter 4 will present the results 

of the research. Chapter 5 will discuss conclusions drawn from the study, as well as the 

limitations. Implications for the Air Force are also discussed. Since research in human- 

artifact deception detection is sorely lacking, a primary goal of this study is to lay the 

foundation for future research. 



II. Literature Review 

The Nature of Deception 

Miller and Stiff (1993) believe that due to the limitation of human memory, 

communication exchanges tend to be synoptic; individuals usually provide outlines or 

highlights of situations rather than give second by second accounts. Excluding minutia 

from conversation normally is not perceived as lying or deception, and neither are 

informational errors nor "honest slipups" (Miller and Stiff, 1993:18). Furthermore, 

"virtually all communicative exchanges are marked by the omission of information" 

(Ibid). Even so, Miller and Stiff believe that absolute veracity within interpersonal 

communication is not realistic and contend that deceptive communication will occur at 

some point within personal relationships. The question then becomes when, assuming 

that omissions of information will occur, are communicative exchanges considered 

deceptive? "Selective and oversimplification are usually not considered deceptive unless 

the message recipient has reason to suspect the message source of duplicity" (Ibid: 18). 

According to Webster's II New Riverside Dictionary, deceive is, "to mislead or 

delude" (p. 183). Ekman (1985) writes that lying or deception occurs when, "one person 

intends to mislead another, doing so deliberately, without prior notification of this 

purpose, and without having been explicitly asked to do so by the target" (Ekman, 

1985:28). A simpler definition of deception is, "a message knowingly transmitted by a 

sender to foster a false belief or conclusion by the receiver" (Burgoon, Buller, Guerro, 



Afifi, and Feldman, 1996:51). These definitions of deception suggest some common 

threads among them: a sender with intent to mislead, an unsuspecting receiver, and false 

or misleading information. "Thus, to be considered potentially deceptive, communicative 

exchanges must involve perceptions by one or more of the involved parties of intent to 

deceive" (Miller and Stiff, 1993:19, emphasis in original). 

Researchers also offer different types of deception. Ekman (1985) states that 

concealment and falsification are the two primary ways to lie or deceive. He found that 

given a choice, liars will choose concealment rather than falsification because nothing 

has to be made up, there is less chance of inconsistencies, and it is easier to cover 

afterward if discovered. Other researchers consider equivocation, simply stated as 

intentionally evasive language, as another classification of deception (Burgoon, Buller, 

Ebesu, and Rockwell, 1994:305). Bavelas et al (1990), however, do not consider lying as 

equivocation. Their position is that equivocation is neither a false message nor a clear 

truth; both true and false messages may be clear or equivocal. They contend that there 

are different degrees of falseness. 

Interpersonal Deception 

In general, humans are poor lie detectors, and "are only slightly more accurate 

than the flip of a coin when making judgments of truth and deception" (Miller and Stiff, 

1993:69). As such, interpersonal deception research is abundant. Interpersonal 

communication is at the core of this research, particularly face-to-face communication. 

Many researchers look at nonverbal aspects of communication for clues to deception 

10 



(Ekman, 1985, Feeley and deTurck, 1995, Buller and Burgoon, 1996, Vrij and Semin, 

1996). Nonverbal aspects of communication include facial expressions; 

involuntary/unconscious body movements, etc. (Ekman, 1985). Buller and Burgoon 

labeled such "inadvertent behavior" as "non-strategic" (Buller and Burgoon, 1996:207). 

Ekman, in explaining why lies fail, theorized that the stronger and greater the number of 

emotions, the more difficult it is to conceal them, which will likely lead to behavioral 

"leakage" (Ekman, 1985:21). 

Studies in interpersonal deception detection typically employ experiments which 

have observers watch videotapes of communicators making statements and judge the 

veracity of the statements; the experimenters will either gather results in terms of 

accuracy, or they will analyze what clues the observers used to make their judgments 

(e.g., deTurck, 1991, Vrij, 1993, Vrij and Semin, 1996). There is a potential flaw with 

this approach; most deception research focuses on face-to-face interaction, but the 

methods used are non-interactive in nature (Buller and Burgoon, 1996). 

Other approaches to interpersonal deception detection address the contextual 

aspects of communication, primarily the verbal messages themselves. Bavelas et al, with 

regard to detecting equivocation and/or deception, state that the best approach "...is to 

pay extremely close attention to both the situation and what is said" (Bavelas et al, 

1990:176). They purport that communication always involves sender, content, receiver, 

and context. Ambiguity along any or all of the four elements within a message indicates 

equivocation. Two dominant theories that serve as frameworks for deception detection 

are Interpersonal Deception Theory, or IDT, (Buller and Burgoon, 1996) and Information 

Manipulation Theory, or IMT (McCornack, 1992). IDT looks at both the interpersonal 

11 
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and contextual aspects of communication, while IMT focuses on message design. Both 

theories are discussed below. 

Interpersonal Deception Theory 

Buller and Burgoon developed IDT as "a merger of interpersonal communication 

and deception principles designed to better account for deception in interactive contexts" 

(Buller and Burgoon, 1996:203). IDT possesses several key attributes and assumptions 

associated with both interpersonal communication and deception. 

Interpersonal Communication Attributes and Assumptions. IDT assumes 

interpersonal communication is a dynamic activity between a sender and a receiver; 

neither is a passive participant. IDT also assumes that interpersonal communication is 

goal-oriented, such that there are strategic and non-strategic behaviors involved. 

Behaviors are strategic in that senders and receivers both must simultaneously encode 

and decode messages during dynamic interactions. Non-strategic behaviors, typically 

unconscious or unintentional, which often accompany strategic behaviors, are manifested 

in emotions, nervous movements, etc. Another key attribute of communication is that 

messages are judged on credibility. Credibility is defined as "a constellation of 

judgments that message recipients make about the believability of a communicator" 

(Buller and Burgoon, 1996:207). In IDT, credibility encompasses character, competence, 

composure, sociability, and dynamism. 

IDT recognizes that interpersonal communication is a complex process and places 

heavy cognitive demands on communication participants. This is because participants 

12 



must act as both sender and receiver as they exchange messages, meanwhile attempting 

to ensure messages are credible. This makes it necessary for participants to become 

"selective information processors" in order to successfully encode and decode messages 

(Buller and Burgoon, 1996:208). IDT assumes that those with greater social skills are 

better equipped to handle communication demands. 

Along with cognitive demands are expectations and norms held by 

communication participants. In general, people form a truth-bias (discussed later in this 

chapter), such that they expect that what others tell them during interpersonal exchanges 

is true. This, in turn, attaches trust to interpersonal communication: "Trust is the 

foundation on which enduring relationships are built, and trust grows with the belief that 

another is communicating in an honest, straightforward manner" (Buller and Burgoon, 

1996: 209). Because expectations exist, this implies that such expectations might not be 

met. Then, "Interactants recognize violations of expectations, violations prompt an 

attentional shift to the communicator and the violative act, and violations activate an 

interpretive and evaluative appraisal process" (Ibid). It is in this state that deception 

becomes manifest. 

Deception Attributes and Assumptions. IDT assumes that deliberate 

information management is a key facet of interpersonal communication (Buller and 

Burgoon, 1996). Generally, people select what information they will hide, obscure, 

avoid, or fabricate. They do so by encoding their messages such that the dimensions of 

veridicality (veracity), completeness, directness/relevance, clarity, and personalization 

are altered in some way (Burgoon et al, 1996). Veridicality refers to the truthfulness of 

information, which can be broken down into actual and apparent, or objective vs. 

13 



perceived. Completeness refers to the proper amount of information being present in a 

conversation. Informational and conversational completeness are also objective vs. 

perceived elements; only the sender knows if the necessary information is present 

whereas the receiver perceives the information present is sufficient. Directness/relevance 

refers to messages being semantically (content) relevant or syntactically (grammatically) 

relevant. Clarity, in general, refers to the level of equivocation present in a message. 

Personalization means "utterances are presumed to belong to those who utter them. 

Violating this basic assumption can mislead receivers" (Burgoon et al, 1994: 53-55). 

A deceptive message in IDT generally is comprised of the central deceptive 

message, ancillary messages, and inadvertent behaviors. Ancillary messages enhance the 

appearance of truthfulness of central messages or "protecting the source" if deception is 

detected (Buller and Burgoon, 1996: 209). Inadvertent behaviors, as previously 

mentioned, are typically nonverbal in nature. Of the three deceptive message elements, 

inadvertent behaviors are "functionally" opposite from the other elements, such that they 

are most likely to detract from the apparent credibility of deceptive messages (Ibid). 

Finally, IDT posits that deception will place cognitive and emotional demands, 

above and beyond those associated with normal communication, on both deceivers and 

detectors. Deceivers may experience detection apprehension (fear of being caught), 

while trying to give the outward appearance of a calm and truthful demeanor as well as 

maintain their deception by continuing to encode messages as appearing truthful. 

Deceivers must also gauge detectors' detection abilities and adjust their deceptive 

strategies accordingly. The cognitive and emotional demands on detectors are "due to 

their motivation to detect deception, heightened surveillance, cognitive difficulty, and 

14 



unpleasantness associated with uncovering duplicity" (Buller and Burgoon, 1996: 210). 

As outlined above, DDT addresses both the nonverbal and contextual aspects of 

interpersonal communication with regard to deception. Information Manipulation Theory 

(McCornack, 1992) ignores nonverbal communication and focuses instead on message 

design. 

Information Manipulation Theory 

McCornack (1992) introduced a theory that suggests that, during communication 

with others, individuals form deceptive messages by manipulating the information within 

them along certain dimensions. Unlike IDT, nonverbal cues do not factor into 

Information Manipulation Theory (IMT). The central foundation of IMT is built upon 

Grice's (1975) Cooperative Principle (CP) and conversational maxims. The CP 

maintains that, during conversations, individuals generally adhere to unwritten 

conversational rules: "Make your conversational contribution such as is required, at the 

stage at which it occurs, by the accepted purpose or direction of the talk exchange in 

which you are engaged" (Grice, 1975:45). The CP results in four maxims on which 

individuals base their conversations: quality, quantity, relation, and manner. IMT is 

rooted in the CP maxims. Specifically, "messages that are commonly thought of as 

deceptive derive from covert violations of the conversational maxims" (McCornack, 

1992:5). The description of each maxim is outlined below. 

Quality. Quality pertains to the veracity of information within a message. 

Unless given reason to believe otherwise, interactants generally assume what they are 

15 



told by the other is true. Deception can occur when an individual intentionally and 

covertly inserts false or misleading information, appearing to be true, into his or her 

messages. The deception is successful if the receiver of the message believes it at face 

value. 

Quantity. Quantity relates to the amount of information contained in messages. 

Individuals generally expect that their communication partners are providing an adequate 

amount of information in a given exchange. A sender of a deceptive message may either 

provide too much information or omit important information in an attempt to direct a 

receiver's perceptions in a particular direction. Intentionally providing too much 

information may serve to distract the receiver of the message or confuse the issue at hand. 

Alternatively, a sender may not wish the receiver to know the true status of a situation, 

and thus may omit pertinent information. 

Relation. Relation pertains to the relevance of information within messages. 

Individuals generally assume that the information provided to them is relevant to the 

context of the situation. Similar to providing too much information, a deceiver can insert 

irrelevant information into a message to distract the receiver from the actual topic at 

hand. Such information can even be true, but of no value since it is irrelevant. 

Manner. The maxims of quality, quantity, and relation pertain to what 

information is said or provided; manner pertains to how it is said or provided. Generally, 

individuals should, "present information in a brief and orderly fashion" and avoid 

obscurity and ambiguity (McCornack, 1992:5). Information presented in a sarcastic or 

ironical fashion can shape an individual's perceptions in particular ways. A deceiver also 

purposely may gloss over an important detail to make a receiver perceive it as 

16 
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