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Abstract

The Quantum Approximation Optimization Algorithm (QAOA) is one of the most promising applications for noisy intermediate-scale quantum machines due to the low number of qubits required as well as the relatively low gate count. Much work has been done on QAOA regarding algorithm implementation and development; less has been done checking how these algorithms actually perform on a real quantum computer. Using the IBM Q Network, several instances of combinatorial optimization problems (the max cut problem and dominating set problem) were implemented into QAOA and analyzed. It was found that only the smallest toy max cut algorithms performed adequately: those that had at most $10^2$ controlled swap gates. The dominating set problem did not work at all as it used many more controlled swap gates than the allowable number. Additionally, a sufficient condition for polynomial implementation in QAOA is shown that generalizes for all combinatorial optimization problems. Finally, further experiments using random circuits also demonstrated that the qubits have a natural tendency to decohere towards the ground state of the system during the lifetime of the algorithm. While unfortunate, these experiments demonstrate the need for better hardware in order for any sort of practical algorithm to be of use.
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1 Introduction

1.1 History of Quantum Computing

1.1.1 Initial ideas: The 1980s

As with almost all new technology, the dawn of quantum computing started not with a bang, but rather a slight spark. By 1979 classical computers had yet to revolutionize industry, government, and everyday life the way they have in modern times. For example, the new Texas Instruments TI-99/4 microcomputer boasted an incredible 70kb of total memory while consuming 20W [1]. The lack of memory stands in striking contrast to modern computers, where even laptops can have upwards of hundreds of gigabytes of memory. However, the story of quantum computing actually begins with concerns for energy consumption, rather than the overall computing power. In what can be regarded as the first paper on quantum computing, Benioff proposed a quantum mechanical model of Turing machines in order to answer the problem: is it possible to construct a model of the computation process as an evolving closed conservative system? [2] Benioff was concerned with quantum computation not for its own sake, but rather for the applications it might provide to classical computation theory. He showed that for any Turing machine and \( N \) steps of the machine, there exists an initial stat \( \psi(0) \) and Hamiltonian \( H \) such that the state

\[
\psi(t) = \exp(-i t H) \psi(0)
\]  

(1)

describes the Turing machine. That is, there exist times \( t_1, t_2, \ldots, t_N \) such that \( \psi(t_i) \) corresponds to the state of the Turing machine after the \( i \)th step. Additionally, The Hamiltonian and initial state can be made in such a way that the quantum system is stationary for an arbitrary amount of time around each \( t_i \).

In Benioff’s paper, many familiar ideas were introduced which would carry on to later liter-
nature in quantum computing. For example, Benioff was the first to restrict the quantum systems to finite dimensional spaces, therefore bypassing all difficulties associated with infinite dimensional spaces. Additionally, he matched symbols on a Turing tape with the spins of a quantum lattice. Although he generalized his discussion to a tape with \(2s + 1\) symbols and a quantum system where each point has \(2s\) possible spins (one symbol corresponds to the blank space). Benioff recognized that with this configuration, any string of length \(N\) could be represented with \(N\) quantum spins. Of course, it is now common to design quantum computers with \(s = 1\), which corresponds to the binary alphabet.

The next milestone in quantum computing occurred in 1981. During a keynote address to the First Conference on the Physics of Computation at MIT, Feynman discussed how a physicist could possibly hope to model a physical system with a classical computer [3]. To start, the size of a computer used to describe a physical system could not increase exponentially with a linear increase in the size of the system. However, this is direct contradiction to a many particle system with quantum properties. The simplest example is also the most applicable to quantum computation: imagine a system with \(N\) particles whose spins interact in some manner. This system takes at least \(2^N\) bits to describe as there are \(2^N\) different configurations to take account of. Of course, if we add another particle into the mix, then the number of bits needed doubles, which implies that any classical computer used to simulate this system would increase exponentially in size with the number of particles.

In order to get around this apparent impossibility, Feynman introduced the basic idea behind a quantum computer. In order to simulate quantum systems, a physicist would run a quantum computer and tabulate the outputs. These statistics would then inform the researcher about the underlying nature of the quantum system. From his original talk, it is obvious that Feynman considered quantum computers to be more analogous to exotic experimental setups rather than a method for solving difficult classical problems. That is, a quantum computer would perform the
difficult simulations that a classical computer could not hope to replicate, and that these machines would be a small part of the overall experimental process.

The jump from experimental tools to the modern idea of quantum computation did not happen until 1985. At that point, Deutsch published a paper on a theoretical universal quantum computer [4] which would be able to not only model quantum systems efficiently, but also be able to do anything that a classical computer could do (at least in terms of ability, not efficiency). Years later, it would be shown that any quantum algorithm could be reduced in polynomial time to a universal quantum computation. Much like quantum algorithms correspond to universal quantum computations, classical computers correspond to standard Turing machines. A normal Turing machine involves a discrete alphabet and set of rules to write/rewrite this alphabet onto a tape. The quantum Turing machine has three tapes (instead of one): input, intermediate calculations, and final output. Additionally, where a Turing machine can write any element of a finite alphabet onto the tape, a quantum Turing machine can write any element of a Hilbert space onto the intermediate/final tape. For the classical Turing machine, the tape can be any element in a set of strings whereas a quantum Turing tape can be any element in a Hilbert space (usually a different Hilbert space than the 'alphabet' space, although this is not required). Finally, a classical Turing machine’s transition function is described by a set of rules; while a quantum Turing machine’s transition function is described by unitary matrices.

Deutsch also introduced much of the terminology and practices that are still in use today. He defined the 'computational basis states' to be the set of eigenvectors that span the Hilbert space of the intermediate/final tape. Additionally, he specifically changed the spectrum of the two state particles from \{-1/2, 1/2\} (corresponding to spin down and up) to \{0, 1\} (which corresponded to binary numbers). However, not everything in a universal quantum computer is recognizable to the modern quantum programmer. A Turing machine is said to halt when two states of the tape are identical after a non-trivial operation. This is impossible to implement in the universal
quantum computer as it directly contradicts the no-cloning theorem which had been proved back in 1982 [5]. As such, Deutsch set the following test to tell if a quantum algorithm had halted or not: set an extra qubit to $|0\rangle$, change this qubit to $|1\rangle$ whenever the algorithm has finished but otherwise do not interact with it, and periodically check this qubit to see if it is in the state $|1\rangle$.

Note that this terminology varies from Deutsch’s original paper, as the term ’qubit’ had not yet been coined. Additionally, this extra stipulation to see if a quantum program has halted is not of practical use yet as all quantum algorithms in modern times are built with a predetermined set of gates. The analogous situation in classical computation would be: only running programs that perform single operations on a system and do not have for loops, while loops, and other such difficult commands which might cause a program to run forever.

1.1.2 Practical steps: The 1990s

The first major algorithm to demonstrate the potential of quantum computing was the Deutsch-Jozsa algorithm [6]. Published in 1992, this algorithm gave an answer to the question: Given a function $f : \{0, 1, 2, \ldots, 2N - 1\} \rightarrow \{0, 1\}$ with the stipulation that $f(0) = f(1) = f(2) = \cdots = f(2N - 1)$ or $|\{i : f(i) = 0\}| = N$ (2)
can we efficiently determine if $f$ is a constant function. For example, suppose $N = 2$ and $f(0) = f(1) = 0$ while $f(2) = 1$. Then $f$ is clearly not a constant function and we are done. Of course, one could classically compute $N+1$ values of $f$ and thereby exactly answer this question for any $N$. Deutsch and Jozsa provided a quantum algorithm which would require exactly 1 query in order to answer this problem. That is, they could take a function $f$, run their algorithm once, and know exactly whether $f$ was a constant function or not. The drawback to their algorithm was that afterwards the user would have no idea if the function was identically zero or identically one. However, this was insignificant as the algorithm sped up the process from $N + 1$ operations in
the worst case to 1 operation, a vast improvement over classical computing. While the Deutsch-Jozsa algorithm provided the first example of a speedup for quantum computing versus classical computing, their overall approach did not drastically change anything in the nascent quantum computing field. This was primarily because they worked on a ‘toy problem’, or problem that had no real world significance. While interesting, the overall effect of their work would reverberate in classrooms rather than companies.

The algorithm that would blow quantum computing out of the back rooms of researchers and into prominence has to do with factoring integers. That is, given a very large integer, can a computer efficiently determine its prime factors? Current research would suggest no, although there is no definitive proof that factoring can be done in polynomial time or is an NP-complete problem. For example, in 2009 researchers factored an RSA-768 (768-bit number) into its two component primes, taking over two years on dozens of classical computers [7]. In fact, it is suspected that integer factoring belongs to NPI (NP-intermediate) although this has not been shown. Nevertheless, the RSA cryptography system directly relies on the difficulty of factoring these large numbers to provide security to everything from banking transactions to mobile texts.

Shor’s algorithm is an algorithm to factor large integers in polynomial time and resources [8], something that has the potential to revolutionize almost all aspects of modern encryption. Of course, this may be slightly hyperbolic as the algorithm is not yet usable for actual factoring. For example, in order to factor an 2048-bit number (RSA-2048), it is estimated that around 4000 qubits would be needed as well as 100 million gates [9]. While just an estimate, this demonstrates the vast distance current quantum computers are from actually cracking modern RSA keys. While not applicable yet, Shor’s algorithm does demonstrate that quantum computers are more efficient than classical computers (as long as factoring integers turns out to be impossible in polynomial time) while also providing an impetus for governments and industry to begin exploring quantum computers.
Another useful algorithm for practical considerations is Grover’s algorithm. Published in 1997 [10], this algorithm does not provide an exponential speedup like Shor’s algorithm. Rather, it provides a quadratic speed up when searching lists for a specific member. The problem can be stated thus: consider a list of $N$ elements, only one of which satisfies some condition. How long does it take to find this element? For example, consider the set

$$S = \{1, 3, 9, 5, 22, 29, 31, -3, 5, 14\}$$

(3)

and find $s \in S$ such that 7 divides $s$. A classical computer would take $N = 10$ computations to find 14, as it is at the end of the list. More generally, for a list of length $N$, a classical computer will find the correct element on average after $N/2$ evaluations while $N - 1$ evaluations for the worst case scenario. Grover’s algorithm takes the same list and finds the correct answer using only $\sqrt{N}$ evaluations of the function, a quadratic speedup over classical computers. To put this in perspective, if we had a list with a million elements, it would take on average 500 thousand evaluations to find the answer. Grover’s algorithm would take the same list and find the correct answer in a thousand evaluations, 500 times better than a classical computer. This algorithm along with Shor’s algorithm provided needed motivation for the new field of quantum computing.

The end of the 1990’s brought a flurry of new experimental machines to the public eye. The most impressive such machine might have been the 2 qubit Nuclear Magnetic Resonance (NMR) machine created by researchers at the UC Berkley, Stanford, and MIT. They used this machine to run Grover’s algorithm [11] and found agreement between predicted outputs and actual results.

1.1.3 Taking the leap: Post 20th century

The dawn of the new millennium brought a new focus to quantum computing and a realization that the whole field of study had to be standardized/fixed. At the time, different research groups
and universities had different diagrams and ways of expressing quantum circuits/algorithms. A major step towards this goal was the publishing of the first major textbook, Quantum Computation and Quantum Information by Michael Nielsen and Isacc Chuang [18]. A comprehensive look at everything a beginner might need to get into quantum computing, it has become the gold standard for universities teaching the subject. Of course, advancements in teaching were not the only structures added to the field. In 2000, David DiVincenzo introduced his five criteria for a successful quantum computer [12]. These five criteria are:

- A quantum computer must be scalable with well-defined qubits
- The ability to initialize the state of the qubits to a simple fiducial state (this is usually the state $|00 \cdots 0\rangle$ although it does not have to be)
- Long, relevant decoherence times
- A ”universal” set of quantum gates (see section 2.3.1)
- A qubit-specific measurement capability

Additionally, two extra criteria were added for quantum communication purposes

- The ability to interconvert stationary and flying qubits
- The ability to faithfully transmit flying qubits between specified locations

These criteria provided a road map that anyone could follow if they wished to design and build a computer. While simple in theory to explain, no system has yet been created that performs well in all five computing criteria.

At this point in history, quantum computing began to experience a large jump not only in the number of experimental devices brought online, but also in the number of algorithms created and investigated. This led a little over a decade later to the IBM Q Network which provides access through the cloud to physical quantum computers.
1.2 The IBM Q Network

IBM is in a unique position in the quantum computing landscape as they provide their hardware and services to the general public free of charge. Started in 2017 and accessible from the cloud, the IBM Q Network allows users from all over the world to program IBM’s quantum computers. People access the physical quantum computers as well as IBM’s personal simulators through python commands. The commands that allow one to access the machines are known as ‘qiskit’, and include all the base gates as well as several special gates for quantum computation. Updated extremely often, qiskit is in version 11 as of the end of 2019.

The IBM quantum computers come in three flavors: public machines, private machines, and the simulator. The public computers include

![Diagram](https://via.placeholder.com/150)

**Figure 1:** London: a 5 qubit quantum computer accessible to the public. It came online 13 September, 2019. The different colors correspond to node/edge the fidelity the day this was taken while the edges denote that qubits that can be entangled.
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**Figure 2:** Yorktown: a 5 qubit quantum computer accessible to the public. It came online 24 January, 2017. The different colors correspond to node/edge the fidelity the day this was taken while the edges denote that qubits that can be entangled.
Figure 3: Melbourne: a 15 qubit quantum computer accessible to the public. It came online 6 November, 2018. It used to have 16 qubits, but one has been permanently taken offline.

While these are the only public machines available, they give a good indication of the type of hardware that IBM makes ready for the public. The private machines are limited to

Figure 4: Tokyo: a 20 qubit quantum computer accessible for contracted access. It came online 10 May, 2018. Unfortunately, it has been offline since the beginning of October 2019.

Figure 5: Poughkeepsie: a 20 qubit quantum computer accessible for contracted access. It came online 29 August, 2018. All experiments performed in this paper were run on this quantum computer.
Figure 6: Rochester: a 53 qubit quantum computer accessible for contracted access. It came online 1 October, 2019. It is the largest quantum computer that IBM provides access to.

Of course, all of these quantum computers are paired nicely with the IBM simulator. This allows researchers to check their computations against expected results, which allows for better research and algorithms overall.

These machines allow for many different levels of control, some of which are so esoteric as to be understood by possibly a handful of researchers at any given time. However, the two main controls used in this paper are the number of shots performed as well as the optimization level for algorithm implementation. The former simply describes how many times a quantum computation will be run before sending results back to the user. Obviously, the more shots taken the better the statistics but at the cost of more time. The optimization level describes how qiskit matches logical qubits to physical qubits in the system. It comes in four levels: 0—3. Levels 0 and 1 correspond to a low computational overhead while 2 and 3 correspond to a high computational overhead. Stated simply, 0 and 1 are what can be realistically found of implementation while 2 and 3 are useful for best case scenario testing.
2 Quantum Approximation Optimization Algorithm (QAOA)

The Quantum Approximation Optimization Algorithm (QAOA) is thought to be one of the best candidates for noisy intermediate-scale quantum (NISQ) computation due to the low number of qubits and gates generally needed. This algorithm takes a combinatorial optimization problem and attempts to approximate a solution to whatever level of accuracy is possible/desired. Generally, these problems will be NP-complete, else it would make more sense to implement it onto a classical computer. In this section, the algorithm itself is discussed, as well as the types of gates available for use and how they are implemented from the base gates available in the IBM Q Network.

2.1 Combinatorial Optimization Problems

Formally, combinatorial optimization problems are maximization or minimization problems with $s$ input strings in some set $S$ and $m$ clauses (with $s \geq m$) [13]. Each clause takes as input a string and returns a value. The total cost function of a string is the sum over the $m$ clauses. Symbolically, if the input string is denoted by $z$ and clauses by $C_k$, then the total cost function is

$$C(z) = \sum_{k=1}^{m} C_k(z)$$

The goal is then to find $\overline{z} \in S$ such that $C(\overline{z}) \geq C(z)$ for all $z \in S$ (in the case of minimization, $C(\overline{z}) \leq C(z)$ for all $z \in S$). Note that $\overline{z}$ need not be unique.

In order to simplify the problem somewhat, restrictions will be put on the clauses and input strings. The clauses are restricted to the integers 0 and 1 while input strings will be restricted to the binary representations of the integers 0 through $2^n - 1$. That is, $z$ can be written as
\[ z = z_0 z_1 \ldots z_{n-1} \] for \( z_i \in \{0, 1\} \). Additionally, only maximization problems shall be investigated as minimization problems can be studied in the following manner: if \( C_k(z) \) is a clause in a minimization problem, then the corresponding maximization clause is \( C'_k(z) = 1 - C_k(z) \). Then \( \overline{z} \) for \( C(z) \) is identical to \( \overline{z} \) for \( C'(z) \) as

\[
C'(\overline{z}) = \sum_{k=0}^{m-1} C'_k(\overline{z}) = \sum_{k=0}^{m-1} (1 - C_k(\overline{z})) = m - \sum_{k=0}^{m-1} C_k(\overline{z}) = m - C(\overline{z})
\]

and \( C(z) \) is minimized at \( \overline{z} \).

2.1.1 NP-complete problems

The goal of QAOA is to use a quantum computer to find \( \overline{z} \) or \( z \) such that \( C(z) \) approximates \( C(\overline{z}) \). As with any measure, what defines ‘approximates’ varies from problem to problem. Of course, some problems are better suited to approximation than others. For example, if you run a mapping algorithm that finds a route in 105km and the best route is 100km, then you will probably be ambivalent to a 5% discrepancy. However, you might consider a 5% discrepancy to be unacceptable for another application (yearly budget perhaps). As with everything in life, context matters. Using QAOA to approximate certain problems can be useful but should be tempered by reasonable expectations for what the results might show.

In general, these types of problems can be grouped into ‘easy’ or ‘hard’ problems for classical computers. For example, define \( C_k(z) \) as 1 if \( z = k \) and 0 otherwise. Then \( \overline{z} \) is any element of \( S \) and the cost function is maximized at any input. This is an ‘easy’ problem. Unfortunately (or fortunately depending on your point of view), it is generally useless to implement easy problems using QAOA as there are already efficient algorithms that can solve the problem using classical computers. However, it is possible that an polynomial time problem has a much more efficient algorithm that can be implemented in QAOA. Some possible examples of easy problems that one might think could be put into QAOA are
- Calculating the greatest common divisor between two integers (Euclid's algorithm [14])
- Fast Fourier Transform (runs in [15])
- Primality checking (AKS in [16])

Unfortunately, QAOA is probably not useful for these problems (the next list of examples will illustrate why). On the other hand, there are lots of 'hard' problems which can be implemented into QAOA. Some of these are

- The max cut problem (MCP), see section 3
- The dominating set problem (DSP), see section 4
- The vertex cover problem
- The \( K \)-coloring problem

These problems all have something in common: they are well-known NP complete problems from graph theory. This is because QAOA assigns each qubit to a node in the graph, and then performs a computation based on the interactions between different nodes. As such, if someone wanted to use QAOA for a polynomial time problem, the best case example would be some problem in graph theory that can be solved in polynomial time and use QAOA to find the answer in a better polynomial time. One such example could be the minimum cut problem. The opposite of the MCP (which is NP complete), the minimum cut problem can be solved in \( O(n^2) \) time on a classical computer. Using QAOA, it is possible that this is reducible down to \( O(n) \) time. In fact, since the max cut and minimum cut problems would most likely be implemented in a similar fashion, it is not unreasonable that this might be the case. However, further research is needed in order to answer this question.
2.2 Symbolic Representation

Initially, it is instructive to discuss QAOA from a purely symbolic perspective. In general, QAOA is an algorithm that takes as inputs a set of \( m \) clauses, a set of \( p \) angles denoted by \( \{\gamma_0, \gamma_1, ..., \gamma_{p-1}\} \), and a set of \( p \) angles denoted by \( \{\beta_0, \beta_1, ..., \beta_{p-1}\} \). However, as increasing \( p \) simply increases the number of iterations of the initial algorithm, we will only consider \( p = 1 \) in this paper. For the sake of notation, denote \( \gamma_0 = \gamma \) and \( \beta_0 = \beta \). Define the matrix

\[
U_C(\gamma) = \prod_{k=1}^{m} \exp(-i\gamma C_k)
\]

where \( C_k \) is a \( n \times n \) diagonal matrix with entries defined by

\[
C_k(i, j) = \begin{cases} 
1 & \text{if } i = j \text{ and } C_k(i - 1) = 1 \\
0 & \text{otherwise}
\end{cases}
\]

Note that we have \( i - 1 \) in the above definition as \( z \) is indexed from 0 to \( 2^n - 1 \). For example, for \( n = 2 \) and the clause

\[
C_1(z) = \begin{cases} 
1 & \text{if } z \in \{1, 2\} \\
0 & \text{if } z \in \{0, 3\}
\end{cases}
\]

the matrix is

\[
C_1 = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

If we include the additional clause
\[ C_2(z) = \begin{cases} 
1 & \text{if } z \in \{1\} \\
0 & \text{if } z \in \{0, 2, 3\} 
\end{cases} \quad (10) \]

to the example above, we can construct \( U_C(\gamma) \):

\[
U_C(\gamma) = \prod_{k=1}^{2} \exp(-i \gamma C_k) = \exp(-i \gamma \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix}) \exp(-i \gamma \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix}) = \exp(-i \gamma \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix}) + \exp(-i \gamma \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix})
\]

\[
= \exp(-i \gamma \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix})
\]

\[
(11) \quad (12) \quad (13)
\]

If we return to the original cost function \( C(z) = C_1(z) + C_2(z) \), we see that \( C(0) = 0, \ C(1) = 2, C(2) = 1, \) and \( C(3) = 0 \). This provides and alternate definition of \( U_C(\gamma) \):

\[
U_C(\gamma) = \exp(-i \gamma C)
\]

\[
(14)
\]

where \( C \) is a diagonal matrix with entries
\[
C(i,j) = \begin{cases} 
  C(i-1) & \text{if } i = j \\
  0 & \text{otherwise}
\end{cases}
\] (15)

In addition, since \( C(z) \) has integer values we need only consider \( \gamma \) between 0 and 2\( \pi \). This is evident as for any \( \gamma_1 \not\in [0, 2\pi] \) there exists \( \gamma_0 \in [0, 2\pi] \) such that \( \gamma_1 = \gamma_0 + 2\pi k \) (for some \( k \in \mathbb{Z} \)). Then we have

\[
U_C(\gamma_1) = \exp(-i\gamma_1 C) = \exp[-i(\gamma_0 + 2\pi k)C] = \exp(-i\gamma_0 C) \exp(-i2\pi kC) \] (16)

However, since \( C \) is a diagonal matrix with integer values, this simplifies to

\[
= \exp(-i\gamma_0 C) \begin{pmatrix}
  e^{-i2\pi kC(0)} & 0 & \ldots & 0 \\
  0 & e^{-i2\pi kC(1)} & \ldots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \ldots & e^{-i2\pi kC(2^{n-1})}
\end{pmatrix}
\] (17)

\[
= \exp(-i\gamma_0 C) \begin{pmatrix}
  1 & 0 & \ldots & 0 \\
  0 & 1 & \ldots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \ldots & 1
\end{pmatrix} = \exp(-i\gamma_0 C) I = \exp(-i\gamma_0 C) = U_C(\gamma_0). \] (18)

Now, define

\[
B = \sum_{k=1}^{n} \left( \bigotimes_{i=1}^{k-1} I \otimes \sigma_x \otimes \bigotimes_{i=k+1}^{n} I \right) = \sigma_x \otimes I^{\otimes(n-1)} + I \otimes \sigma_x \otimes I^{\otimes(n-2)} + \cdots + I^{\otimes(n-1)} \otimes \sigma_x \] (19)
(where \( \sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \)) and the matrix \( U_B(\beta) \) as

\[
U_B(\beta) = \exp(-i\beta B). \tag{20}
\]

In their original paper [13], Farhi and Goldstone let \( \beta \) run from 0 to \( \pi \), which implies an input domain of \((\gamma, \beta) \in [0, 2\pi] \times [0, \pi]\). However, this can be reduced to either \((\gamma, \beta) \in [0, 2\pi] \times [0, \frac{\pi}{2}]\) or \((\gamma, \beta) \in [0, \pi] \times [0, \pi]\) without loss of information.

To see this, consider the arbitrary angles \( 0 \leq \gamma_0 < 2\pi \) and \( 0 \leq \beta_0 < \pi \) and define the new angles

\[
\gamma_1 = -\gamma_0 + 2\pi \quad \tag{21}
\]

\[
\beta_1 = -\beta_0 + \pi \quad \tag{22}
\]

Note that we have simply reflected \( \gamma_0 \) across the point \( \pi \) and \( \beta_0 \) across the point \( \frac{\pi}{2} \). Thus, if we can show that running QAOA with \( \gamma_1 \) and \( \beta_1 \) produces the same output as \( \gamma_0 \) and \( \beta_0 \) (by same output, we mean the same probabilities for measurement), then we could reduce either domain by a factor of a half and still have the full range of outputs. To this end

\[
U_C(\gamma_1)U_B(\beta_1) = e^{-i\gamma_1 C}e^{-i\beta_1 B} = e^{-i(-\gamma_0 + 2\pi)C}e^{-i(-\beta_0 + \pi)B}. \tag{23}
\]

Since \( C \) is diagonal, we have

\[
e^{-i(-\gamma_0 + 2\pi)C} = \begin{pmatrix} e^{-i(-\gamma_0 + 2\pi)C(0)} & 0 & \ldots & 0 \\ 0 & e^{i(-\gamma_0 + 2\pi)C(1)} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & e^{-i(-\gamma_0 + 2\pi)C(2^n - 1)} \end{pmatrix} \tag{24}
\]
\[
\begin{pmatrix}
    e^{i\gamma_0 C(0)} & 0 & \cdots & 0 \\
    0 & e^{i\gamma_0 C(1)} & 0 & \cdots \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & e^{i\gamma_0 C(2n-1)} e^{-2\pi iC(2n-1)}
\end{pmatrix}
\]

(25)

But \( C(z) \in \mathbb{Z} \), which implies \( e^{-2\pi iC(z)} = 1 \). Thus, the matrix above simplifies to

\[
\begin{pmatrix}
    e^{i\gamma_0 C(0)} & 0 & \cdots & 0 \\
    0 & e^{i\gamma_0 C(1)} & 0 & \cdots \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & e^{i\gamma_0 C(2n-1)}
\end{pmatrix}
= e^{i\gamma_0 C}.
\]

(26)

For the case involving \( U_B(\beta_1) \) we must first prove all the eigenvalues of \( B \) are odd or even integers. Before proceeding, we define \( B \) in a recursive manner which shall be conducive to our future work. Define

\[
B_1 = \sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]

(27)

\[
B_{n+1} = \begin{pmatrix} B_n & I_n \\ I_n & B_n \end{pmatrix}
\]

(28)

where \( I_n \) is the identity matrix of size \( 2^n \times 2^n \). We proceed by induction to show this recursive definition is equivalent to the definition for \( B \) defined above (for \( n \) qubits). For \( n = 1 \), we have

\[
B_1 = \sum_{k=1}^{1} \left( \bigotimes_{i=1}^{k} I \otimes \sigma_x \otimes \bigotimes_{i=2}^{1} I \right) = \sigma_x
\]

(29)

and the definition holds. Now, suppose it is true for \( n - 1 \) qubits. Then
\[ B_n = \sum_{k=1}^{n} \left( \bigotimes_{i=1}^{k-1} I \otimes \sigma_x \otimes \bigotimes_{i=k+1}^{n} I \right) \]  

(30)

\[ = \sigma_x \otimes I_1 \otimes I_1 \otimes \cdots \otimes I_1 + I_1 \otimes \sigma_x \otimes I_1 \otimes I_1 \otimes \cdots \otimes I_1 + \cdots + I_1 \otimes I_1 \otimes \cdots \otimes I_1 \otimes \sigma_x \]  

(31)

\[ = \sigma_x \otimes I_1 \otimes I_1 \otimes \cdots \otimes I_1 + I_1 \otimes (\sigma_x \otimes I_1 \otimes I_1 \otimes \cdots \otimes I_1 + \cdots + I_1 \otimes \cdots \otimes I_1 \otimes \sigma_x) \]  

(32)

\[ = \sigma_x \otimes I_{n-1} + I_1 \otimes B_{n-1} = \begin{pmatrix} 0 & I_{n-1} \\ I_{n-1} & 0 \end{pmatrix} + \begin{pmatrix} B_{n-1} & 0 \\ 0 & B_{n-1} \end{pmatrix} = \begin{pmatrix} B_{n-1} & I_{n-1} \\ I_{n-1} & B_{n-1} \end{pmatrix}. \]  

(33)

We conclude our definition holds for all \( n \). Next, to show the eigenvalues are all odd or even integers, we again turn to induction. For \( B_1 \), it is obvious that the eigenvalues are \( \pm 1 \). Now, suppose the eigenvalues for \( B_{n-1} \) are all odd or even integers. We can calculate the eigenvalues of \( B_n \) by solving

\[ 0 = |B_n - \lambda I_n| = \begin{vmatrix} B_{n-1} & I_{n-1} \\ I_{n-1} & B_{n-1} \end{vmatrix} - \lambda I_n \]  

(34)

However, using the fact that for symmetric block matrices
\[
\begin{vmatrix} A & B \\ B & A \end{vmatrix} = \det(A - B) \det(A + B), \quad (35)
\]

we get

\[
= \det(B_{n-1} - \lambda I_{n-1} - I_{n-1}) \det(B_{n-1} - \lambda I_{n-1} + I_{n-1}) \quad (36)
\]

\[
= \det(B_{n-1} - (\lambda + 1) I_{n-1}) \det(B_{n-1} - (\lambda - 1) I_{n-1}). \quad (37)
\]

But both of these determinants are simply the characteristic polynomial for \(B_{n-1}\) with roots shifted \(\pm 1\). Thus, the eigenvalues of \(B_n\) are the eigenvalues of \(B_{n-1}\) with 1 added or subtracted. Since we assumed the eigenvalues of \(B_{n-1}\) were all odd or even integers, the eigenvalues of \(B_n\) must be all odd or even integers. This proves our proposition.

Having solved for the eigenvalues of \(B_n\) we are finally ready to work with \(U_B(\beta_1)\). We have

\[
U_B(\beta_1) = e^{-i\beta_1 B} = e^{-i(\beta_0 + \pi) B}. \quad (38)
\]

Since \(B\) is diagonalizable (it is the tensor product of diagonalizable matrices), we know \(B = U_B D U^{-1}\) where \(B_D\) is a matrix with the eigenvalues of \(B\) along the diagonal and zeros elsewhere and \(U\) is some unitary matrix. This implies

\[
= U e^{-i(\beta_0 + \pi) B_D} U^{-1} = U e^{i\beta_0 B_D} e^{-i\pi B_D} U^{-1}. \quad (39)
\]

However, since the eigenvalues of \(B\) are all odd or even integers, we know that \(e^{-i\pi B_D}\) is simply the identity matrix times \((-1)^n\) (depending on whether the eigenvalues are odd or even respectively). Since this matrix commutes with everything, we are left with
\[
= (-1)^n U e^{i \beta_0 B} U^{-1} = (-1)^n e^{i \beta_0 B} .
\] (40)

We may finally conclude that

\[
U_B(\beta_1) U_C(\gamma_1) = (-1)^n e^{i \beta_0 B} e^{i \gamma_0 C} .
\] (41)

In our final measurement of the system, the \((-1)^n\) clearly has no effect as it is squared to 1. All that is left is \(e^{i \beta_0 B} e^{i \gamma_0 C}\), which are clearly matrices \(U_B(\beta_0)\) and \(U_C(\gamma_0)\) with rotation in the opposite directions. That is, the final measurement will be equal whether we use the angles \((\gamma_0, \beta_0)\) or \((\gamma_1, \beta_1)\).

It is reasonable to ask whether \((\gamma, \beta) \in [0, 2\pi] \times [0, \frac{\pi}{2}]\) or \((\gamma, \beta) \in [0, \pi] \times [0, \pi]\) is a better domain in the long run. Later on, it will be shown that the former provides a better output space for measurements than the latter. However, before continuing the rest of the algorithm must be presented. The input state of the algorithm is \(H \otimes^n |0\rangle \otimes^n\) where \(H\) is a standard Hadamard gate

\[
H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}
\] (42)

Thus, running QAOA with a set of angles \((\gamma, \beta)\) entails implementing the following matrices on a quantum computer:

\[
|\psi\rangle = U_B(\beta) U_C(\gamma) H^{\otimes n} |0\rangle^{\otimes n}
\] (43)

and measuring each qubits output. If \(p > 1\) was used, then this would be

\[
|\psi\rangle = U_B(\beta_{p-1}) U_C(\gamma_{p-1}) \cdots U_B(\beta_1) U_C(\gamma_1) U_B(\beta_0) U_C(\gamma_0) H^{\otimes n} |0\rangle^{\otimes n}
\] (44)
which demonstrates how increasing $p$ simply cycles through the algorithm.

Now, $(\gamma, \beta) \in [0, 2\pi] \times [0, \frac{\pi}{2}]$ provides a better result as

$$P(|z\rangle)\bigg|_{\gamma=0} = P(|z\rangle)\bigg|_{\gamma=2\pi} = P(|z\rangle)\bigg|_{\beta=0} = P(|z\rangle)\bigg|_{\beta=\frac{\pi}{2}} = \frac{1}{2^n} \quad (45)$$

That is, around the edge of the input domain, all states are equally likely to be measured. In order to show this, we will proceed through all four cases. First, consider the case where $\gamma = 0$. Then

$$U_C(0) = \exp(-i0C) = \exp(0) = I \quad (46)$$

and we may ignore the $U_C$ gates. Thus, the final state of the quantum computer (before measurement) is

$$U_B(\beta)H^\otimes n|0\rangle^\otimes n \quad (47)$$

However, we may also replace $U_B(\beta)$ by noting that

$$U_B(\beta) = \begin{pmatrix} \cos(\beta) & -i\sin(\beta) \\ -i\sin(\beta) & \cos(\beta) \end{pmatrix}^\otimes n \quad (48)$$

In order to show this relationship, we will use the recursive definition from equation (28) and induction. Obviously, for $n = 1$, we have

$$U^1_B(\beta) = \exp(-iB_1) = \exp\begin{bmatrix} -i\beta & 0 \\ 0 & 1 \end{bmatrix} \quad (49)$$

which we can easily calculate to see
\[
\begin{pmatrix}
\cos(\beta) & -i \sin(\beta) \\
-i \sin(\beta) & \cos(\beta)
\end{pmatrix}
= \begin{pmatrix}
\cos(\beta) & -i \sin(\beta) \\
-i \sin(\beta) & \cos(\beta)
\end{pmatrix}^{\otimes 1}.
\tag{50}
\]

Now, assume the proposition is true for \( n - 1 \) and consider \( U_B^n(\beta) \) with the recursive definition established previously:

\[
U_B^n(\beta) = \exp(-i \beta B_n) = \exp \left[ -i \beta \begin{pmatrix}
B_{n-1} & I_{n-1} \\
I_{n-1} & B_{n-1}
\end{pmatrix} \right]
\tag{51}
\]

\[
= \exp \left[ -i \beta \begin{pmatrix}
0 & I_{n-1} \\
I_{n-1} & 0
\end{pmatrix} - i \beta \begin{pmatrix}
B_{n-1} & 0 \\
0 & B_{n-1}
\end{pmatrix} \right]
\tag{52}
\]

\[
= \exp \left[ -i \beta \left( \sigma_x \otimes I_{n-1} + I_1 \otimes B_{n-1} \right) \right].
\tag{53}
\]

Next, note that the matrices in the exponential follow the format for the Kronecker sum [17]. Thus, we can simplify (53) to

\[
= \exp (-i \beta \sigma_x) \otimes \exp (-i \beta B_{n-1}) = \begin{pmatrix}
\cos(\beta) & -i \sin(\beta) \\
-i \sin(\beta) & \cos(\beta)
\end{pmatrix} \otimes \exp(-i \beta B_{n-1}).
\tag{54}
\]

However, by our inductive hypothesis we know that

\[
\exp(-i \beta B_{n-1}) = U_B^{n-1}(\beta) = \begin{pmatrix}
\cos(\beta) & -i \sin(\beta) \\
-i \sin(\beta) & \cos(\beta)
\end{pmatrix}^{\otimes (n-1)}.
\tag{55}
\]

Thus, (54) simplifies to
which proves the proposition. Therefore, the final state of the system (47) becomes

\[
\left( \begin{bmatrix} \cos(\beta) & -i \sin(\beta) \\ -i \sin(\beta) & \cos(\beta) \end{bmatrix} \right)^\otimes (n-1) \otimes \left( \begin{bmatrix} \cos(\beta) & -i \sin(\beta) \\ -i \sin(\beta) & \cos(\beta) \end{bmatrix} \right)^\otimes n = \left( \begin{bmatrix} \cos(\beta) & -i \sin(\beta) \\ -i \sin(\beta) & \cos(\beta) \end{bmatrix} \right)^\otimes n
\]

(56)

Since this state is factorable, we may consider the probability that any qubit is measured in state 0. That is, the probability that qubit \( k \) is in state 0 is

\[
P(|q_k \rangle = |0\rangle) = \left| \left\langle 0 \left| \begin{bmatrix} \cos(\beta) & -i \sin(\beta) \\ -i \sin(\beta) & \cos(\beta) \end{bmatrix} H |0\rangle \right\rangle \right|^2
\]

(58)

\[
= \frac{1}{2} \left| \begin{bmatrix} 1 & 0 \\ -i \sin(\beta) & \cos(\beta) \end{bmatrix} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right|^2 = \frac{1}{2},
\]

(59)

Of course, this implies that the probability of measuring qubit \( k \) in state 1 is also \( \frac{1}{2} \). Since the index \( k \) was arbitrary, the probability of measuring any output is

\[
P(|z\rangle)\big|_{\gamma=0} = \left( \frac{1}{2} \right)^n = \frac{1}{2^n}.
\]

(60)

Next, consider the case where \( \gamma = 2\pi \). Since the eigenvalues of \( C \) are integers, this implies
\[ U_C(2\pi) = \exp(-i2\pi C) = \begin{pmatrix}
e^{-i2\pi C(0)} & 0 & \ldots & 0 \\
0 & e^{-i2\pi C(1)} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & e^{-i2\pi C(2^n-1)}
\end{pmatrix} = I. \quad (61) \]

As this is the same as the \( \gamma = 0 \) case, we conclude

\[ P(|z\rangle) \bigg|_{\gamma = 2\pi} = P(|z\rangle) \bigg|_{\gamma = 0} = \frac{1}{2^n} \quad (62) \]

For the third case, let \( \beta = 0 \). Then clearly

\[ U_B(0) = \exp(-i0B) = \exp(0) = I \quad (63) \]

and we have

\[ P(|z\rangle) \bigg|_{\beta = 0} = |\langle z|U_C(\gamma)H^{\otimes n}|0\rangle^{\otimes n}|^2. \quad (64) \]

We may replace the initial state in (64) with

\[ H^{\otimes n}|0\rangle^{\otimes n} = \frac{1}{\sqrt{2^n}} \sum_{k=0}^{2^n-1} |k\rangle \quad (65) \]

to get

\[ = \left| \langle z|U_C(\gamma)\frac{1}{\sqrt{2^n}} \sum_{k=0}^{2^n-1} |k\rangle \right|^2 = \frac{1}{2^n} \left| \sum_{k=0}^{2^n-1} \langle z|U_C(\gamma)|k\rangle \right|^2. \quad (66) \]

Now, consider just the inner-product of the above equation: \( \langle z|U_C(\gamma)|k\rangle \). \( |z\rangle \) is a row vector of all 0s except for one 1 in the \((z+1)\)th spot, \( U_C(\gamma) \) is a diagonal matrix with entry \( \exp(-i\gamma C(s)) \) in the \((s+1)\)th spot, and \( |k\rangle \) is a column vector of all 0s except for one 1 in the \(k\)th entry. Put
together, this is

\[ \langle z|U_C(\gamma)|k \rangle = \begin{pmatrix} 0 & \ldots & 1_{z+1} & \ldots & 0 \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \ldots & 0 & \ldots & e^{-i\gamma C(2^{n-1})} \\ 1_k \\ \vdots \end{pmatrix} \begin{pmatrix} e^{-i\gamma C(0)} & 0 & \ldots & 0 \\ 0 & e^{-i\gamma C(1)} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & e^{-i\gamma C(2^{n-1})} \\ 0 \end{pmatrix} \begin{pmatrix} 0 \\ \vdots \\ 1_k \end{pmatrix} \] (67)

\[ = \begin{pmatrix} 0 & \ldots & 1_{z+1} & \ldots & 0 \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \ldots & e^{-i\gamma C(k-1)} & \vdots & 0 \end{pmatrix} = \delta_{k(z+1)}e^{-i\gamma C(k-1)}. \] (68)

Substituting this into (66), we get

\[ = \frac{1}{2^n} \left| \sum_{k=0}^{2^{n-1}} \delta_{k(z+1)}e^{-i\gamma C(k-1)} \right|^2 = \frac{1}{2^n} \left| e^{-i\gamma C(z)} \right|^2 = \frac{1}{2^n}. \] (69)

We conclude

\[ P(|z\rangle) \big|_{\beta=0} = \frac{1}{2^n}. \] (70)

For the final situation, let \( \beta = \frac{\pi}{2} \). Then using equation (48), we know

\[ \exp \left( -\frac{i\pi}{2} B \right) = \begin{pmatrix} \cos \left( \frac{\pi}{2} \right) & -i \sin \left( \frac{\pi}{2} \right) \\ -i \sin \left( \frac{\pi}{2} \right) & \cos \left( \frac{\pi}{2} \right) \end{pmatrix} \otimes^n = \begin{pmatrix} 0 & -i \\ -i & 0 \end{pmatrix} \otimes^n = (-i)^n \sigma_x \otimes^n. \] (71)
Pluggin this into (44), we get

\[ \exp \left( -i \frac{\pi}{2} B \right) \exp(-i \gamma C) H^{\otimes n} |0\rangle^{\otimes n} = (-i)^n \sigma_x^{\otimes n} \exp(-i \gamma C) H^{\otimes n} |0\rangle^{\otimes n}. \quad (72) \]

Then the probability of measuring any state is

\[ P(|z\rangle) \bigg|_{\beta = \frac{\pi}{2}} = |\langle z| (-i)^n \sigma_x^{\otimes n} \exp(-i \gamma C) H^{\otimes n} |0\rangle^{\otimes n}|^2 \quad (73) \]

\[ = |(-i)^n|^2 |\langle z| \sigma_x^{\otimes n} \exp(-i \gamma C) H^{\otimes n} |0\rangle^{\otimes n}|^2 = |\langle z| \sigma_x^{\otimes n} \exp(-i \gamma C) H^{\otimes n} |0\rangle^{\otimes n}|^2. \quad (74) \]

However, we know that \( \sigma_x^{\otimes n} \) is an anti-diagonal matrix with all 1s along the anti-diagonal:

\[ \sigma_x^{\otimes n} = \begin{pmatrix}
0 & \ldots & 0 & 1 \\
0 & \ldots & 1 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
1 & \ldots & 0 & 0
\end{pmatrix}. \quad (75) \]

Then (74) in matrix form is

\[ = \frac{1}{2^n} \left| \begin{pmatrix}
0 & \ldots & 1_{z+1} & \ldots & 0
\end{pmatrix} \begin{pmatrix}
0 & \ldots & 0 & 1 \\
0 & \ldots & 1 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
1 & \ldots & 0 & 0
\end{pmatrix} \begin{pmatrix}
e^{-i \gamma C(0)} & 0 & \ldots & 0 \\
0 & e^{-i \gamma C(1)} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & e^{-i \gamma C(2^n-1)}
\end{pmatrix} \begin{pmatrix}1 \\
1 \\
1 \\
\end{pmatrix} \right|^2. \quad (76) \]
This is easily computed to be

\[ P(|z\rangle)\big|_{\beta=\frac{\pi}{2}} = \frac{1}{2^n} |\exp(-i\gamma C(2^n - 1 - z))|^2 = \frac{1}{2^n}. \]  

(77)

We conclude that for all four cases

\[ P(|z\rangle)\big|_{\gamma=0} = P(|z\rangle)\big|_{\gamma=2\pi} = P(|z\rangle)\big|_{\beta=0} = P(|z\rangle)\big|_{\beta=\frac{\pi}{2}} = \frac{1}{2^n}. \]  

(78)

This is not the case for \((\gamma, \beta) \in [0, \pi] \times [0, \pi]\). We conclude \((\gamma, \beta) \in [0, 2\pi] \times [0, \pi/2]\) is the preferable input domain.

### 2.3 Algorithm Implementation

Theoretically, there is no limit on the size and scope of implementable unitary gates on quantum computers. One could design a control mechanism (a magnetic pulse for example) which acts upon \(n\) qubits that, when measured, creates a spike at the desired answer. However, reality is not so simple. Physical limitations in hardware create the need for a simpler set of gates that are easily identified and controlled. These are dependent on the quantum computer being used, but they must include some sort of entangling gate (acting upon at least two qubits) and some set of single qubit gates. This set of gates is known as the set of ”base gates”.

#### 2.3.1 Base gates and common gates

The IBM quantum computers run off the following set of five unitary gates:

\[
U_3(\theta, \phi, \lambda) = \begin{pmatrix}
\cos(\theta/2) & -e^{i\lambda} \sin(\theta/2) \\
\sin(\theta/2) & e^{i\phi} e^{i\lambda+\phi} \cos(\theta/2)
\end{pmatrix}
\]  

(79)
\[ U_2(\phi, \lambda) = U_3(\pi/2, \phi, \lambda) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -e^{i\lambda} \\ e^{i\phi} & e^{i\lambda+i\phi} \end{pmatrix} \] (80)

\[ U_1(\lambda) = U_3(0, 0, \lambda) = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\lambda} \end{pmatrix} \] (81)

\[ I = U_3(0, 0, 0) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \] (82)

\[ CS = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix} \] (83)

Of note, the identity gate (82) is not a physical gate, but rather refers to a brief halt in the physical implementation of the algorithm. It is generally used for benchmarking and testing purposes, and is rarely (if ever) used in an actual algorithm. Also, while it would appear that \( U_1 \) and \( U_2 \) are simply special cases of the \( U_3 \) gate, they both in fact have separate implementations in the physical machines. As such, they are given their own section in the base gates.

From these base gates, we can make all of the operations used in quantum computing. Some of the simpler examples include

\[ \text{Hadamard: } H = U_3(\pi/2, 0, \pi) = U_2(0, \pi) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \] (84)

\[ \text{Swap gate: } X = U_3(\pi, 0, \pi) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \] (85)
which have circuit diagrams of

```

![Figure 7: Single qubit Hadamard gate. It uses depend on the context]

![Figure 8: Single qubit swap gate. It flips bits from 1 to 0 and 0 to 1.]
```

More complicated gates that will be used throughout this paper include the multi-control AND swap, multi-control OR swap gate, and controlled phase gate. The first two gates are multi-qubit gates while the last one is a 2-qubit gate. The first two gates are built out of multiple sets of smaller gates: toffoli gates and OR gates. A toffoli gate is comprised of 3-qubits: two control qubits and one target qubit. If both control qubits are 1, then the target qubit is flipped. It has a circuit diagram and matrix representation of

```

![Figure 9: The toffoli gate. If both control qubits (black dots) are 1, then the target (crossed dot) is flipped.]

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{pmatrix}
\]
```

Note that in the state $|z_2 z_1 z_0\rangle$, the $z_0$ (control) corresponds to the top qubit, $z_1$ (control) corresponds to the middle qubit, and $z_3$ (target) is the bottom qubit. The OR gate is also composed of two control qubits and one target qubit. If either control qubit is 1, then the target qubit is flipped. It looks like
Figure 10: The OR gate. If either control qubits (diagonal lined dots) are 1, then the target (crossed dot) is flipped.

Now, the toffoli gate has an implementation in qiskit (see Appendix [1]) which allows the user to specify the control qubits and target qubit using a single command. This implementation takes 15 base gates, 6 \( CX \)’s and 9 single qubit gates. However, no such option exists for the OR gate. It can be implemented as

![Diagram of OR gate implementation](image)

Figure 11: The OR gate is equivalent to a Toffoli gate and two \( CX \) gates which hit the target qubit

These gates can be extended to an arbitrary number of inputs in a polynomial number of resources. Perhaps the most naive way of doing this is simply chaining multiple of both types of gates using ancillary qubits set to \( |0\rangle \). For example, to make 4-controlled AND gates and OR gates, simply perform the following sequence
Figure 12: The large AND gate of $n$ inputs consists of $2n - 3$ Toffoli gates as well as $n - 2$ ancillary qubits.

Figure 13: The large OR gate of $n$ inputs consists of $2n - 3$ OR gates as well as $n - 2$ ancillary qubits.

In general, to implement an $n$-controlled AND or OR gate it takes $2n - 3$ Toffoli/OR gates as well as $n - 2$ ancillary qubits. Of course, this is a simple way of doing this and other ways exist depending on the number of ancillary qubits available as well as computing resources one is willing to use.

The controlled phase gate is a two qubit gate (a control qubit and target qubit) which adds a desired phase to the target qubit if the control qubit is $|1\rangle$. It looks like
Figure 14: A controlled phase gate which adds a phase of $\lambda$ to the bottom qubit if the top qubit is $|1\rangle$.

In Fig. 14, a phase of $\lambda$ is added to the bottom qubit if the top qubit is in the excited state. This gate is implemented in Qiskit using 6 gates, 2 $C/X$'s and 4 single qubit gates. Additionally, this gate can be expanded to include multiple control qubits. A simple way of doing this is by using an ancillary qubit set to $|0\rangle$ as well as two large AND gates. For example, to create a 3 controlled phase gate is is enough to implement

Figure 15: A multi-qubit controlled phase gate with 3 control qubits. This implementation uses 1 ancillary qubit (in addition to any that the large AND gates might use) and two 3 controlled AND gates.

Of course, this gate can be simplified slightly as many of the toffoli gates in the multi-controlled AND gates cancel. If we use the naive implementation shown in Fig. 12, then the following gates are all equivalent
Figure 16: Using the naive implementation from Fig. 12, many toffoli gates cancel to give a simplified circuit. For a 3 controlled phase change, 4 toffoli gates cancel out which saves 24 $CX$ gates by itself. In general, this setup takes 1 controlled $R$ gate, $2(n - 1)$ toffoli gates, and $n - 1$ ancillary qubits.

Using this implementation, many of the toffoli gates cancel which give rise to a simplified multi-controlled phase gate. In qiskit, an arbitrary phase gate with $n$ controls will take $30n - 24$ gates and $n - 1$ ancillary qubits. These gates split into $12n - 10$ $CX$ gates and $18n - 14$ single qubit gates. As before, this implies that these circuits can be implemented in a linear number of gates, but the constant of 12 in the $CX$ term is cause for concern. This idea is explored more carefully in sections 4 and 5.

The final gate that is applicable to this work is the inverted control gate. In essence, the inverted control gate takes any of the multi-qubit gates previously discussed and inverts the control such that $|0\rangle$ is the desired input instead of $|1\rangle$. This is easily done by surround the input qubit with swap gates, which has the desired effect.

Figure 17: To invert the controls for any multi-qubit gate, simply surround the control with two swap gates (see equation (85) for details).

To denote the swapped AND control, a blank circle is used (see Fig. 17). The swapped OR
2.3.2 Sufficient condition for polynomial implementation of Clause

Theoretically, it is possible to implement any set of clauses into a QAOA algorithm. In actuality, practicality is reserved to those that can be implemented in polynomial time. For example, consider the set of clauses

\[ C_i(z) = \begin{cases} 
1 & \text{if } z = i \\ 
0 & \text{if } z \neq i 
\end{cases} \]  

(86)

Since this set of clauses has \(2^n\) elements, it would take at least \(2^n\) gates to implement in QAOA. That is, it is not practical for real world applications to consider these clauses. On the flip side, there does seem to be some connection between a large number of independent clauses and exact algorithms to find the optimal \(z\), but that is not investigated in this paper. As is, we will need to define three properties of clauses. Then, if we have a sufficiently small number of clauses (ie, a polynomial number in \(n\)) whose properties are bounded, then the cost function can be implemented in polynomial time in QAOA. Note that the following is a proof of sufficiency, not necessity.

The three properties are:

\[ P_0(C_i) = |\{ z : C_i(z) = 1 \}| \]  

(87)

This property simply asks how many \(z\) activate the clause. If it is a small number, then we can implement it directly. The next property is the inverse

\[ P_1(C_i) = |\{ z : C_i(z) = 0 \}| \]  

(88)
Again, if there are only a "few" $z$ such that $C_i(z) = 0$, then we can implement them easily in the circuit. The next two properties deal with a more abstract notion. Consider a scenario where someone gives you a clause $C_i(z) = 1$ (or $C_i(z) = 0$) for some string $z$. How are you to check their claim? Obviously, you can input the string into the clause and see if it outputs 1 (or 0). However, you may be able to get away with inputting a subset of the string to confirm it is 1 (or 0). For example, if

$$C_i(z) = \begin{cases} 1 & \text{if } z_0 = 1 \\ 0 & \text{if } z_0 = 0 \end{cases}$$  \quad (89)$$

then you could confirm the $C_i(z) = 1$ by simply checking the $z_0$ digit. We define this abstract idea more formally below as the certificate number of a clause. Of course, it can sometimes be difficult to check this number. For example, when

$$C_i(z) = \begin{cases} 1 & \text{if } \sum_{i=0}^{2^n-1} z_i < \frac{3n}{4} \\ 0 & \text{otherwise} \end{cases}$$  \quad (90)$$

then the certificate number is $\left\lceil \frac{n}{4} \right\rceil$ as you can check this many digits of $z$, see that they are 0, and you would confirm that the clause outputs 1. With these examples out of the way, here is the formal definition for the last properties:

- Define $A(C_i)$ as the set of $z$ such that $C_i(z) = 1$
- Define $B(C_i)$ as the set of $z$ such that $C_i(z) = 0$
- Define $PA(C_i, z)$ as the certificate number of $C_i(z) = 1$ for $z \in A(C_i)$
- Define $PB(C_i, z)$ as the certificate number of $C_i(z) = 0$ for $z \in B(C_i)$
\[ P_2(C_i) = \min \left( \max \{ PA(C_i, z) : z \in A(C_i) \}, \max \{ PB(C_i, z) : z \in B(C_i) \} \right) \]  \hspace{1cm} (91)

Using these three properties, we can finally lay out the sufficiency conditions for a cost function to be implemented in QAOA. They are

- For \( C(z) = \sum_{i=1}^{m-1} C_i(z) \), \( m = O(P(m^a)) \) for some \( a > 0 \). That is, the number of clauses grows polynomially.

- \( \max \{ \min \{ P_0(C_i), P_1(C_i), P_2(C_i) \} : 0 \leq i \leq m - 1 \} \) is bounded above by some constant \( M > 0 \) as \( n \) gets large. That is, as \( n \) gets large, every clause will have a bound on at least one of the above properties.

The first condition is self-evident: if the number of clauses does not grow at most polynomially, then clearly the algorithm can not be implemented in polynomial time. For the rest of this proof, we shall only consider a single clause; that which creates the upper bound on condition two. That is \( i \) such that

\[ \min \{ P_0(C_i), P_1(C_i), P_2(C_i) \} = \max \{ \min \{ P_0(C_i), P_1(C_i), P_2(C_i) \} : 0 \leq i \leq m - 1 \} \]  \hspace{1cm} (92)

For the sake of brevity, we shall call this clause \( C_i(z) = T(z) \) (we forgo calling it \( C(z) \) as this already has another meaning throughout this paper). Thus, we must show that

\[ \min \{ P_0(T), P_1(T), P_2(T) \} < M \]  \hspace{1cm} (93)

for some \( M > 0 \) is sufficient to implement \( T(z) \) in QAOA in a polynomial number of gates. To this end, suppose that the above condition holds. We shall consider the three cases separately. First, suppose that
\( P_0(T) = \min\{P_0(C_i), P_1(C_i), P_2(C_i)\} < M \) \hspace{1cm} (94)

Then there are at most \( M \) strings \( z \) such that \( T(z) = 1 \). Thus, we can rewrite

\[ T(z) = \sum_{i=0}^{M-1} T_i(z) \] \hspace{1cm} (95)

where

\[ T_i(z) = \begin{cases} 1 & \text{if } z \text{ is the } i\text{th element of } \{z : T(z) = 1\} \\ 0 & \text{otherwise} \end{cases} \] \hspace{1cm} (96)

Since there are at most \( M \) subclauses of \( T(z) \), the problem is simplified to showing that there exists a way to implement a specific \( z \) in a polynomial number of gates. Note that we must implement \( z \) in a polynomial number of gates regardless of how long (how many digits) it is. To this end, let \( z \) be a binary string

\[ z = z_0 z_1 \ldots z_{n-1} \] \hspace{1cm} (97)

with \( n \) digits where \( z_i \in \{0, 1\} \). To start, define

\[ U = \{i : z_i = 1\} \text{ and } D = \{i : z_i = 0\} \] \hspace{1cm} (98)

in \( z \). The first step to implementing the clause is to perform a \( n \)-controlled phase gate using the \( n \) main qubits as inputs. If the setup from Fig. 12 is utilized, then \( 2(n-1) \) toffoli gates and \( n-1 \) ancilla qubits are used to perform the controlled \( R \) phase change of \( -\gamma \). Since toffoli gates and controlled \( R \) gates can be implemented in polynomial time, this whole gate can be implemented in polynomial time. See [18] and [19] for more information and proofs of the above statistics.
The next step is to hit every qubit in the circuit with $\sigma^q_x$ where $q = 0$ if $z_q = 1$ while $q = 1$ if $z_q = 0$. It is instructive to present an example: suppose $z = 010$. Then the circuit would look like

![Diagram](image)

Figure 18: The full circuit to add a phase change for $z = 010$

If we denote the initial state as $|\psi_0\rangle$, the state after the Hadamards as $|\psi_1\rangle$, the state after the $n$-controlled phase change as $|\psi_2\rangle$, and the final state as $|\psi_3\rangle$, then we get

$$|\psi_1\rangle = H^{\otimes 3} |\psi_0\rangle = \frac{1}{2\sqrt{2}} (|000\rangle + |001\rangle + |010\rangle + \cdots + |111\rangle) \quad (99)$$

$$|\psi_2\rangle = T_n |\psi_1\rangle = \frac{1}{2\sqrt{2}} (|000\rangle + |001\rangle + |010\rangle + \cdots + e^{-i\gamma} |111\rangle) \quad (100)$$

$$|\psi_3\rangle = (\sigma_x \otimes I \otimes \sigma_x) |\psi_2\rangle = \frac{1}{2\sqrt{2}} (|000\rangle + |001\rangle + e^{-i\gamma} |010\rangle + \cdots + |111\rangle) \quad (101)$$

As we had hoped, there is a phase change on state $|010\rangle$ and this state alone. Now, let us count the number of gates we have used. For an $n$ digit string, we have at most
• Toffoli gates: $2(n - 1)$
• Hadamard gates: $n$
• Swap gates: $n$
• Controlled $R$ gates: 1
• Ancillary qubits $n$

Thus, we can implement a single binary string $z = z_0 z_1 \ldots z_{n-1}$ in $O(n)$ gates and $n$ ancillary qubits. Since these are both polynomial, we are done. If we are implementing QAOA using an IBM Q system, then toffoli gates are implemented with 15 base gates and controlled $R$ gates are implemented with 4 base gates (see Appendix 1). Thus, the total number of gates is $36n - 26$ gates. Although this is linear in $n$ it is still not ideal as the coefficient in front of the leading term is 36.

The next case is similar to the first case except that here

$$P_1(T) = \min\{P_0(C_i), P_1(C_i), P_2(C_i)\} < M$$  \hspace{1cm} (102)

However, we can proceed in the same manner as before. That is, if there are at most $M$ strings $z$ such that $T(z) = 0$. Then as before, we can split $T(z)$ into $M$ subclauses, each of which output 0 if $z$ is input, and 1 otherwise. In fact, the algorithm for implementing this subclause is exactly the same as the previous case, the only difference being we rotate by $\gamma$ instead of $-\gamma$. For example, if we implement this algorithm with $z = 010$ being the only string which outputs zero, then the final state would be

$$|\psi\rangle = \frac{1}{2\sqrt{2}} (|000\rangle + |001\rangle + e^{i\gamma}|010\rangle + \cdots + |111\rangle)$$  \hspace{1cm} (103)
However, we pull out an overall global phase of $\gamma$ to get

$$|\psi_{\text{Final}}\rangle = \frac{e^{i\gamma}}{2\sqrt{2}} (e^{-i\gamma}|000\rangle + e^{-i\gamma}|001\rangle + |010\rangle + \cdots + e^{-i\gamma}|111\rangle)$$

(104)

Since this global phase factor is irrelevant once the system is measured, we conclude we have succeeded in implementing a subclause which is 0 when $z = 010$ and 1 otherwise.

The final case is also the most difficult to prove. Suppose that

$$P_2(T) = \min \{P_0(C_i), P_1(C_i), P_2(C_i)\} < M$$

(105)

where $P_2(T)$ is defined as by equation (91). Now, suppose that

$$P_2(T) = \max \{PA(T, z) : z \in A(T)\} \leq M$$

(106)

That is, for all strings $z$ such that $T(z) = 1$, we have at most $M$ digits of $z$ to check to confirm that $T(z) = 1$. As we are showing that it is possible to implement this clause in QAOA, we are able to assume perfect knowledge of which substrings (at length most $M$) correspond to outputs of 1. In actuality, this could be difficult to recover, but is not barrier to the overall algorithm. Let us count the ways we can select $M$ substrings from $z = z_0z_1\ldots z_{n-1}$. Clearly, there are $n$ choose $M$, or \( \binom{n}{M} \) ways to pick from \{ $z_0, z_1, \ldots, z_{n-1}$ \} to create a substring. The algorithm then splits $T(z)$ up into \( \binom{n}{M} \) subclauses and implements each of them using the method from the case $P_0$ above. This can be implemented in a polynomial number of gates as

$$\binom{n}{M} = \frac{n!}{M!(n-m)!} = \frac{n(n-1)(n-2)\cdots(n-M+1)}{M!} = O(n^M)$$

(107)

For a non-trivial example of this behavior, see the DSP (section 4).

We finish this proof with the case when
\[ P_2(T) = \max\{PB(T, z) : z \in B(T)\} \leq M \] (108)

This implies we have to check at most \( M \) digits of \( z \in B(T) \) to confirm that \( T(z) = 0 \). The logic flows in the same manner as before: there are \( \binom{n}{M} \) subclauses that must be implemented, where the subclause in this case is the same as in \( P_1(T) \). Again, the resources required go as \( O(n^M) \).

### 3 Max Cut Problem (MCP)

The MCP is a well known NP-complete question regarding graph labeling [20]. Take any graph and color each node either red or white. Then, an edge is worth a point if it connects two nodes with different colors.

![Figure 19: Coloring nodes 2 and 4 red results in a score of three](image1)

![Figure 20: Coloring nodes 0 and 4 red results in a score of six](image2)

For example, in Figure 19 coloring nodes 2 and 4 results in a score of three as edges \((0, 2), (1, 4), \) and \((3, 4)\) connect different colored nodes. However, in Figure 20 nodes 0 and 4 are colored, which leads to a score of six since every edge connects two different colored nodes.
3.1 Cost Function Definition

The MCP create very simple clauses in the cost function. There are exactly as many clauses as there are edges, and the clause corresponding to the edge between node \( i \) and node \( j \) is defined as

\[
C_{(i,j)}(z) = \begin{cases} 
1 & \text{if } z_i \neq z_j \\
0 & \text{if } z_i = z_j 
\end{cases}
\]  

(109)

It is useful to examine these definitions through an example. Consider the following graph of four nodes:

![Figure 21: The standard 4-node example graph used throughout this paper](image)

The nodes have been labeled 0 through 3 in accordance with computer science notation. Writing out all possible \( z \)'s, the following table is constructed:
Table 1: The full set of clauses for the standard example implemented for the MCP.

<table>
<thead>
<tr>
<th>( z )</th>
<th>( z_0z_1z_2z_3 )</th>
<th>(0, 1)</th>
<th>(0, 2)</th>
<th>(1, 2)</th>
<th>(2, 3)</th>
<th>( C(z) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0001</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0010</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>0011</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>0100</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>0101</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>0110</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>0111</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>1001</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>1010</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>1011</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>1100</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>1101</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>1110</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>1111</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

From Table 1, it is obvious that the strings \( z = 0010, 0101, 0110, 1001, 1010, 1101 \) maximize the cost function. One of these strings corresponds to

![Diagram](image)

Figure 22: \( z = 1010 \) corresponding to coloring node 0 and node 2. This gives a score \( C(1010) = 3 \).
3.2 Algorithm Implementation and Analysis

As was previously discussed in equation (44), running QAOA (at $p = 1$) on $n$ qubits corresponds to implementing the following unitary matrices

$$U_B(\beta)U_C(\gamma)H^\otimes n|0^\otimes n.$$

where $\gamma$ and $\beta$ are parameters of the algorithm. In this section, we will show each step on the standard example. This will include both a circuit diagram as well as the ket analysis.

**Step 1:** Clearly, the first step for actual implementation is to hit each $z$-qubit with a Hadamard gate (84):

$$|\psi_0\rangle = |0_00_10_20_3\rangle$$

Note that the subscripts denote which position the qubit is in the circuit above. If no subscript is provided, it is assumed that 0 starts on the left and goes up as the digits progress. That is,
\[ |0100\rangle = |0_01_0\rangle. \text{ Then} \]
\[
|\psi_1\rangle = H^{\otimes 4} |\psi_0\rangle = \frac{1}{4} (|0000\rangle + |0001\rangle + |0010\rangle + \cdots + |1110\rangle + |1111\rangle)
\] (112)

**Step 2:** The second step is run the following circuit on all pairs of qubits corresponding to edges:

![Circuit Diagram](image)

Figure 24: Each edge of the original graph corresponds to a gate of this nature. The top line corresponds to qubit \( i \) and the bottom line corresponds to qubit \( j \), where \( i \) and \( j \) are nodes connected by an edge in the graph

where \( R_z = U_1(-\gamma) \) (see equation (6)). If we call the upper qubit 0 and the bottom qubit 1, then the matrix form of this gate is

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \\
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

(113)

\[
= \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & e^{-i\gamma} & 0 & 0 \\
0 & 0 & e^{-i\gamma} & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}
\] (114)

where the subscripts on the matrices simply refers to which qubit they act upon. See [21] for more details. Of course, one might as well ask whether the following gate might produce a different result.
That is, does flipping the controls of the gate alter the final state. The answer is no as the matrices that correspond to this "flipped" gate are

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
1 & 0 \\
0 & e^{-i\gamma}
\end{pmatrix}
\otimes
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}
\]

(115)

\[
= \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & e^{-i\gamma} & 0 & 0 \\
0 & 0 & e^{-i\gamma} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

(116)

These are the exact same as the original gate we described in Fig. 24. If we consider the standard example, then the circuit looks like
To demonstrate the effect of this gate, it is simplest to consider the matrix analysis on a two-qubit superposition. That is

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & e^{-i\gamma} & 0 & 0 \\
0 & 0 & e^{-i\gamma} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix} = \frac{1}{2} \begin{pmatrix} 1 \\ e^{-i\gamma} \\ e^{-i\gamma} \\ 1 \end{pmatrix} = \frac{1}{2} \left( |00\rangle + e^{-i\gamma}|01\rangle + e^{-i\gamma}|10\rangle + |11\rangle \right)
\]

From this, it is obvious that this gate adds a phase change of $-\gamma$ if the state of the two qubits are different. If we consider the standard example, then the ket becomes

\[
|\psi_2\rangle = \frac{1}{4} \left( |0000\rangle + e^{-i\gamma}|0001\rangle + e^{-3i\gamma}|0010\rangle + \cdots + e^{-i\gamma}|1110\rangle + |1111\rangle \right)
\]

**Step 3:** The third step is to implement the $-\beta$ rotation gates described in equation (48). These are single qubit $U_3$ gates described by the matrix
\[ U_B(\beta) = U_3 \left( 2\beta, \frac{3\pi}{2}, \frac{\pi}{2} \right) = \begin{pmatrix} \cos(\beta) & -i \sin(\beta) \\ -i \sin(\beta) & \cos(\beta) \end{pmatrix} \] (119)

Hitting each qubit with these gates gives

![Diagram](image)

Figure 27: The third step of implementing the standard example. Each qubit is hit with a \(-\beta\) rotation gate. This gate is described by equation (48)

If we wanted to run QAOA for \(p >\), then we would return to step 2 – 3 for \(p - 1\) times, each time with a different \(\gamma\) and \(\beta\) angle. Of course, this is useful for actual problem implementation, but at this point does not provide further insight into how the algorithm performs. It is less useful to describe how the overall ket changes in the standard example. This is because the purpose of the \(\beta\) rotation is to reduce the order created be the previous steps. In fact, this sort of reduction is not even necessary. There are ongoing studies into whether other types of rotation gates might produce further results. See [22] and [23] for further details.

**Step 4:** The final step is to measure all the qubits and record the outputs. Repeat the whole algorithm enough times to get an accurate description of the underlying probability distribution function (PDF) which will be some function of \(n\). With this step, we can describe the entire circuit for the standard example. It is
Figure 28: The final step of implementing the standard example. Measure each qubit and record the output. Repeat the whole algorithm enough times to get an accurate description of the PDF of the results.

For a simple example such as this, we can explicitly compute the PDF at any $\gamma$ and $\beta$ we like. For example, at $\beta = \gamma = \frac{2\pi}{5}$ we get

Figure 29: The PDF generated when setting $\beta = \gamma = \frac{2\pi}{5}$ for $p = 1$. Note that the symmetry arises since swapping node colors does not effect whether or not an edge is connected to two different colored nodes.

One interesting aspect of this graph is that it is symmetric about the center. This is an artifact of the MCP and not QAOA in general. It arises as swapping colors (and hence 0s and 1s in $z$ does not change whether an edge is connected to two different colored nodes.
There are multiple ways to utilize QAOA, but perhaps the most basic approach simple runs the algorithm for a grid of $\gamma$ and $\beta$ angles. Recalling that equation (44) defines

$$|\psi\rangle = U_B(\beta)U_C(\gamma)H^{\otimes n}|0\rangle^{\otimes n}$$

we can consider the expectation value of the cost function evaluated at $(\gamma, \beta)$ to be

$$F(\gamma, \beta) = \langle \psi | C | \psi \rangle$$

(121)

For $p = 1$, this is a function in two variables. For the standard example, the plot over $\gamma$ and $\beta$ is

Figure 30: The expectation value of the cost function evaluated at $\gamma$ and $\beta$ for $p = 1$ while implementing the standard example.

Fig. 30 can be created using a quantum computer and classical computer in conjunction with each other. The algorithm is

- **Step 1**: Subdivide $(\gamma, \beta) \rightarrow [0, 2\pi] \times [0, \pi/2]$ into as fine a grid as desired.

- **Step 2**: At each point, run the quantum computer, getting a string $z$ as output.
• **Step 3:** Evaluate $C(z)$ to get a cost function output.

• **Step 4:** Repeat steps 2 – 3 until the expectation value of $C$ at $(\gamma, \beta)$ is established.

• **Step 5:** Repeat steps 2 – 4 with all points in the grid.

Once this plot is created, one can compute the gradient and find a local maximization point. Here, the expectation value of $C(z)$ is higher than the surrounding angles. Run QAOA for this point (or use the statistics already created for the plot) and compute $C(z)$ for the measured outputs. As this is a local maximum, it is expected that $C(z)$ generated from these angles is greater than

$$\sum_{i=0}^{2^n-1} \frac{C(i)}{2^n}$$

(122)

(the average cost function output over all input strings). While this has been shown to be true for $p = 1$, it is in fact an open problem whether this holds for $p > 1$ although numerical examples would seem to suggest this.

### 3.3 Algorithm Analysis

It is easy to bound the number of gates required to run max cut on an arbitrary graph. Consider a graph with $n$ vertices which has at most $\binom{n}{2} = \frac{n(n-1)}{2}$ edges. Each step of the implementation corresponds to a certain number of gates. These correspond in turn to a certain number of base gates in qiskit. These gates are

- The first step is to hit each qubit with a hadamard gate, which corresponds to $n$ single qubit gates.

- The second step is to implement the gate shown in Fig. 25. These correspond to 2 $CX$ gates and 1 single qubit gate. However, these numbers correspond to the number of edges. As such, there are at most $n(n-1) = n^2 - n$ $CX$’s and $n^2 - n$ single qubit gates.
• The final step before measurement is the $\beta$ rotation gates. This corresponds to $n$ single qubit gates.

Adding these respective gates together gives the final numbers

• There are at most $n^2 - n$ $CX$’s used in the algorithm.

• There are at most $n^2 + n$ single qubit gates used in the algorithm.

• The quantum computer needs $n$ qubits.

Overall, the algorithm takes at most $O(n^2)$ gates to implement. However, as most graphs will not have $\frac{n(n-1)}{2}$ edges (only complete graphs have this) a more illuminating bound is given by $O(e)$ $CX$’s and single qubit gates. It is better to look at the number of edges in a given graph and from there get bounds than look at the number of vertices to derive bounds.

### 3.4 Running Max Cut

The main result presented here is an in-depth dive into how max cut actually runs on QAOA. However, in order to accurately measure how well the quantum computer runs, we need to define a metric which can discriminate between "good" and "bad" runs. Suppose an algorithm is run on an actual quantum computer until a reasonable PDF is established. Call this PDF $T$ (for 'test'). In the background, there is another PDF that corresponds to what the quantum computer would output in ideal world, one free of noise with perfect gates. Call this PDF $E$ (for 'exact'). We define the similarity between these two distributions as one minus the total variational distance. That is

$$D(E, T) = 1 - \frac{1}{2} \sum |E_i - T_i|$$

(123)
The sum in this case is taken over all elements of the respective PDFs. Basically, this metric is just taking the absolute value between the actual histogram produced by the quantum computer and the expected histogram. It is always in $[0, 1]$, with numbers closer to 1 signifying better runs. Consider the example PDF given in Fig. 31.

![Figure 31: The exact probabilities versus the simulated probabilities. As expected, they agree heavily with each other.](image)

In Fig. 31, the MCP on the standard example (Fig. 21) was ran in QAOA at $\gamma = \beta = 2\pi/5$. For these probability distributions, we get that a similarity of 0.986. However, context is needed in order to describe whether or not this is actually a good score (hint: it is).

Let us now put some perspective on $D(E, T)$. Consider two random PDFs, $E$ and $T$ of $n$ entries. A random PDF of is generated by the following algorithm

- Set $E'_n = \{e_1, e_2, ..., e_n\}$ where $e_i$ is picked uniformly from $[0, 1]$
- Define $\chi = \sum_{i=1}^{n} e_i$
- Set $E_n = \frac{E'_n}{\chi} = \left\{ \frac{e_1}{\chi}, \frac{e_2}{\chi}, ..., \frac{e_n}{\chi} \right\}$
(and let $T_n$ be defined in a similar manner). Now, define $S$ as the distribution of $D(E, T)$ for random PDFs $E$ and $T$. For example, for $2^3 = 8$ entries (corresponding to 3 qubits) the distribution looks like

![Distribution of $D(E, T)$ values for random PDFs with 8 entries](image)

Figure 32: The distribution of $D(E, T)$ for random PDFs with $2^3 = 8$ entries. The line denotes the 95th percentile mark and defines an acceptable run: if $D(E, T) > 0.817$ then it is in the top 5% of runs and is therefore a good run. If it is less than this, then it is a bad run.

The orange line corresponds to the 95th percentile mark, or the point where the area under the curve (integrating from left to right) hits .95. This mark is chosen to signify a good run. That is, if $D(E, T) > 0.817$ (in the case of 8 entries), then $E$ and $T$ are close to being the same PDF. If $D(E, T) < 0.817$, then $E$ and $T$ are not close to being the same PDF. Of course, it could be argued that the fault tolerance is too high, and that many correlated distributions could be thrown out in this manner. Unfortunately, something that describes if PDFs are correlated or not will always require some sort of choice, and the 95th percentile was chosen for this delimiting point. A table with these values as well as the values for the 90th percentile are presented below:
Table 2: Cutoff points at the 90th and 95th percentile for $2 - 10$ qubits.

<table>
<thead>
<tr>
<th>Qubits</th>
<th>90th percentile</th>
<th>95th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.850</td>
<td>0.884</td>
</tr>
<tr>
<td>3</td>
<td>0.790</td>
<td>0.817</td>
</tr>
<tr>
<td>4</td>
<td>0.752</td>
<td>0.773</td>
</tr>
<tr>
<td>5</td>
<td>0.726</td>
<td>0.742</td>
</tr>
<tr>
<td>6</td>
<td>0.708</td>
<td>0.720</td>
</tr>
<tr>
<td>7</td>
<td>0.696</td>
<td>0.704</td>
</tr>
<tr>
<td>8</td>
<td>0.687</td>
<td>0.693</td>
</tr>
<tr>
<td>9</td>
<td>0.680</td>
<td>0.685</td>
</tr>
<tr>
<td>10</td>
<td>0.676</td>
<td>0.679</td>
</tr>
</tbody>
</table>

Obviously, the values for the 90th percentile are lower than the values for the 95th percentile. However, they both converge towards $2/3$, and for arrays with a large number of qubits it would be beneficial to provide an estimate on how these cutoff points behave. We say this as these values were computed numerically and would not scale to large number of qubits. With this table, we can finally say that the PDFs in Fig. 31 are correlated to each other as $0.986 > 0.773$ ($0.773$ is the cutoff point for 4 qubits).

This experiment consisted of running the max cut algorithm defined above on IBM’s quantum computers for a variety of graphs. First, a graph was chosen for which to implement QAOA. Next, the input space was defined to be

$$ (\gamma, \beta) = 2\pi\{0, .1, .2, \cdots .9, 1\} \times \pi/2\{0, .1, .2, \cdots .9, 1\} $$

(124)

for a total of 121 combinations of input angles. Next, for each pair of angles $(\gamma, \beta)$, the algorithm was ran $2^8 = 8192$ times on the IBM Poughkeepsie machine at optimization level 3. Once the results had been collected, the same algorithm was ran 8192 times on the IBM simulator. $D_{(\gamma, \beta)}(A, E)$ is calculated for the particular set of angles $(\gamma, \beta)$. Then $D(E, T)$ is defined as
\[ D(E, T) = \frac{1}{121} \sum_{(\gamma, \beta)} D(\gamma, \beta)(E, T) \]  

This final score determines how well QAOA performed for that graph. If this score puts the correlation between the actual data and the simulated data in the 95th percentile, then QAOA is considered to have succeeded on that graph.

In total, 26 different graphs were considered in this experiment. All graphs of 5 edges or less were checked as well as four graphs with 6 edges. These graphs are detailed in Appendix 2. The experimental data is produced in Fig. 33.

![Score vs. Edge count (QAOA implementing max cut)](image)

Figure 33: $D(E, T)$ for all graphs of 5 edges or less and four graphs with 6 edges. The colors of the dots correspond to the same colored lines. That is, if a dot is above the line of the same color, then QAOA succeeded for that graph. Otherwise, we declare that the graph failed to be implemented well on the quantum computer.

There are several things of interest in this graph. First, each dot corresponds to the line of the same color. If the dot is above that line, then the run succeeded and the correlation between the actual data and the simulated data is high. Otherwise there low to no correlation between the actual data and simulated data and the quantum computer failed to implement QAOA well. Additionally, there seems to be no obvious correlation between the number of vertices and the overall
score. That is, the edge count is a much better predictor than vertex number. This is somewhat surprising, as vertex number corresponds directly to qubits while edge count only corresponds to algorithm implementation. Overall, it would seem that max cut is only implementable if there are 5 or less edges, although 6 might also work in the best case scenario. Either way, QAOA is only useful for toy problems of graphs with less than 6 edges.

This section is concluded with a proof that $D(E, T)$ converges almost surely to $\frac{2}{3}$ for random PDFs (like what might be expected from noisy qubits). First, consider the related function

$$\delta(E, T) = 1 - D(E, T) = \frac{1}{2} \sum_{i=1}^{n} |E_i - T_i|$$

(126)

Now, define something very similar to the random PDFs except that the entries need not sum to 1. That is

$$P_n = \left\{ \frac{2a_1}{n}, \frac{2a_2}{n}, \ldots, \frac{2a_n}{n} \right\} \text{ and } Q_n = \left\{ \frac{2b_1}{n}, \frac{2b_2}{n}, \ldots, \frac{2b_n}{n} \right\}$$

(127)

where $a_i$ and $b_i$ are picked uniformly from $[0, 1]$. The expected value of $\delta(P_n, Q_n)$ is

$$E[\delta(P_n, Q_n)] = \frac{n}{2} \int_0^1 \int_0^1 \frac{2}{n} |x - y| dxdy = \frac{1}{3}$$

(128)

By the strong law of large numbers we are assured that the average of $\delta(P_n, Q_n)$ approaches $\frac{1}{3}$ as $n$ increases. Of course, $P_n$ and $Q_n$ are not the same as the random PDFs we defined above. However, they behave increasingly the same as $n$ increases. This is because the expected value of summing $P_n$ is

$$E \left[ \sum_{i=1}^{n} P_n(i) \right] = n \int_0^1 \frac{2}{n} xdx = 1$$

(129)

Thus, as $n$ increases to infinity we are also assured that
\[ E[\delta(E, T)] = E[\delta(P_n, Q_n)] = \frac{1}{3} \]  
\( (130) \)

and hence the average of \( \delta(E, T) \) converges to \( \frac{1}{3} \) as well. Thus, if \( E \) and \( T \) are two random PDFs of sufficiently large number of entries, we are assured to be within some close \( \epsilon \) of \( \frac{1}{3} \).

4 Dominating Set Problem (DSP)

Imagine a set of targets that require surveillance. Between certain targets are lines of site which allow the surveillance apparatus to view more than one target at a time. For example, we might use drones to watch over a mountainous region for movement with lines of site up a valley. The surveillance targets can be thought of as nodes of a graph and the lines of site can be thought of as edges connected the nodes. Then the optimization problem is what is the least number of drones required to survey the entire network.

4.1 Cost Function Definition

The DSP can be implemented by utilizing the following clauses for an \( n \) node network. Note that \( T_k \) and \( D_k \) are used for the clauses instead of \( C_k \) in order to differentiate between the types of measures used. For input \( z = z_0 z_1 \ldots z_{n-1} \), the first clause measures the number of targets surveyed:

\[
T_k(z) = \begin{cases} 
1 & \text{if the } k\text{th nodes is connected to some } i\text{th node where } z_i = 1 \\
0 & \text{if otherwise} 
\end{cases} \quad (131)
\]

For the purposes of this definition, every node is connected to itself. The cost function is larger the more nodes are surveyed in the network. The second set of clauses measure the number of
drones used:

\[
D_k(z) = \begin{cases} 
1 & \text{if } z_k = 0 \\
0 & \text{if } z_k = 1 
\end{cases}
\]  

(132)

4.1.1 Relation between DSP and clause definitions

It is natural to wonder whether this set of clauses actually corresponds to the DSP. Recall that the DSP is defined as finding the least number of drones used to survey all targets (nodes). In fact, the list of clauses defined above does not correspond exactly to the dominating set problem, it requires a further algorithm to output a solution to the DSP. Luckily, this algorithm runs in polynomial time on the number of nodes on the graph and therefore does not impact QAOA overall. Suppose \( z = z_0z_1...z_{n-1} \) is found in some manner (classical computer via brute force, QAOA, or some other algorithm). First, place a drone on the \( i \)th node if \( z_i = 1 \) and do not place a drone otherwise. Next, use a classical computer to check every node and see if it is under surveillance (recall that a drone on the \( i \)th node implies that node is under surveillance). A trivial upper bound on this step is \( n^2 \) operations as each of \( n \) nodes can have at most \( n \) edges (we count self-surveillance in this step). Finally, if some \( i \)th nodes is not under surveillance, place a drone on that node.

Now we will show that if \( z \) is given, then the above algorithm corresponds to a solution to the DSP. First, note that if placing drones according to \( z \) does not survey some nodes, then these nodes can only be connected to other nodes which themselves are surveyed but do not have a drone on them.
Figure 34: \( \bar{z} = 00001 \) corresponding to a drone on node 4 while nodes 0 is not under surveillance but nodes 1, 2, 3 are

For example, in Figure 34, node 0 is not surveyed, and every node it is attached to is surveyed. Consider a general case where \( \bar{z} \) has been found and drones have been placed on the graph accordingly. For ease of notation, let node 0 be a node that is not surveyed and let \( A \) be the set of nodes connected to node 0 which are surveyed by other nodes. Finally, let there be \( m \) nodes in \( A \) (note that \( m \) can be zero, which corresponds to node 0 being isolated). Without loss of generality, let these \( m \) nodes correspond to nodes 1 through \( m \). Then

\[
C(\bar{z}) = D_0(\bar{z}) + T_0(\bar{z}) + \sum_{i=1}^{m} (D_i(\bar{z}) + T_i(\bar{z})) + \sum_{i=m+1}^{n-1} (D_i(\bar{z}) + T_i(\bar{z}))
\]

(133)

\[
= 1 + 0 + \sum_{i=1}^{m} (1 + 1) + \sum_{i=m+1}^{n-1} (D_i(\bar{z}) + T_i(\bar{z})) = 2m + 1 + \sum_{i=m+1}^{n-1} (D_i(\bar{z}) + T_i(\bar{z}))
\]

(134)

Now, define \( z' \) to be \( 1z_1z_2...z_{n-1} \) where \( z_1, z_2, ...z_{n-1} \) are defined by the binary digits in \( \bar{z} \). Note that \( z_1 = z_2 = ... = z_m = 0 \) for both \( \bar{z} \) and \( z' \). For Figure 34 with \( \bar{z} = 00001 \), the corresponding \( z' \) is 10001. Replacing \( \bar{z} \) in 133 with \( z' \), we get
\[ C(z') = D_0(z') + T_0(z') + \sum_{i=1}^{m} \left( D_i(z') + T_i(z') \right) + \sum_{i=m+1}^{n-1} \left( D_i(z') + T_i(z') \right) \tag{135} \]

\[ = 0 + \sum_{i=1}^{m} (1 + 1) + \sum_{i=m+1}^{n-1} \left( D_i(z') + T_i(z') \right) = 2m + 1 + \sum_{i=m+1}^{n-1} \left( D_i(z') + T_i(z') \right) \cdot \tag{136} \]

However, for nodes 1 through \( n-1 \), \( \bar{z} \) and \( z' \) correspond to the same nodes with drones on them and the same set of nodes covered by drones (that is, excluding node 0). Thus, \( D_i(z') = D_i(\bar{z}) \) and \( T_i(z') = T_i(\bar{z}) \). Then (136) becomes

\[ = 2m + 1 + \sum_{i=m+1}^{n-1} \left( D_i(\bar{z}) + T_i(\bar{z}) \right) = C(\bar{z}). \tag{137} \]

Thus, \( C(\bar{z}) = C(z') \) and \( \bar{z} \) is not unique.

To complete this section of the proof, suppose that drones are placed according to \( \bar{z} \) and that a node that is not surveyed is connected to a different node that is not surveyed. If we define \( z' \) to be the equal to \( \bar{z} \) except for a drone on either of these nodes, then clearly \( C(z') = C(\bar{z}) + 1 \) as we can cover two nodes with one drone. But this implies \( C(z') > C(\bar{z}) \), a contradiction. We conclude that if drones placed according to \( \bar{z} \) does not survey some nodes, then modifying \( \bar{z} \) by placing drones on those nodes does not decrease \( C(\bar{z}) \).

Finally, suppose we have a graph with a solution to the DSP of \( z' \) (that is, place drones according to \( z' \)) such that \( C(z') \neq C(\bar{z}) \). From the previous section, without loss of generality we may take \( \bar{z} \) to be the string which maximizes the cost function and surveys all nodes in the graph. Now, if \( C(z') < C(\bar{z}) \), then \( z' \) has more 1s in its binary expansion than \( \bar{z} \). This is because both \( z' \) and \( \bar{z} \) survey all nodes, which implies \( \bar{z} \) users fewer drones than \( z' \). However, this is a
contradiction as we defined $z'$ to be a solution to the DSP, which means it uses the minimum number of drones to survey the entire graph. Thus, $C(z') \neq C(\bar{z})$. The other possibility, that $C(z') > C(\bar{z})$, is equally impossible as we defined $\bar{z}$ to be a string which maximizes the cost function. Having exhausted all cases, we conclude $C(z') = C(\bar{z})$. Thus, finding a string which maximizes $C(z)$ is equivalent to finding a solution to the DSP.

4.2 Standard Example

It is useful to examine these definitions through an example. Consider the following graph of four nodes:

![Figure 35: The standard 4-node example graph used throughout this paper](image)

The nodes have been labeled 0 through 3 in accordance with computer science notation. Writing out all possible $z$’s, the following table is constructed:
Table 3: The full set of clauses for the standard example implemented for the DSP

<table>
<thead>
<tr>
<th>$z$</th>
<th>$z_0z_1z_2z_3$</th>
<th>$T_0$</th>
<th>$T_1$</th>
<th>$T_2$</th>
<th>$T_3$</th>
<th>$D_0$</th>
<th>$D_1$</th>
<th>$D_2$</th>
<th>$D_3$</th>
<th>$C(z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>0001</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>0010</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>0011</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>0100</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>0101</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>0110</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>0111</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>1001</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>1010</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>1011</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>1100</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>1101</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>14</td>
<td>1110</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>1111</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3 enumerates every possible $D_k(z)$, $T_k(z)$ and $C(z)$ for $z \in \{0, 1, \ldots, 2^4 - 1\}$. With 4 nodes, this corresponds to $2^4 = 16$ states. However, as the number of nodes increases, the number of possible states increases exponentially, which implies writing out the full table is only useful for small graphs. From Table 3, it is clear that $z = 2$ (or $z = 0010$ in binary), which corresponds to a drone on node 2. Of course, this was obvious at a glance at Figure 35, where node 2 is connected to all other nodes in the graph.
Figure 36: $C(\overline{z}) = C(0010) = 7$ corresponding to a drone on node 2

4.3 Algorithm Implementation

Unlike the MCP, the implementation of the DSP requires an extra ancillary qubit. For the sake of clarity, non-ancillary qubits shall henceforth be known as $z$-qubits.

**Step 1:** the first step for actual implementation is to hit each $z$-qubit with a Hadamard gate (84):

$$
\begin{array}{c}
|0\rangle \\
|0\rangle \\
|0\rangle \\
|0\rangle \\
|0\rangle \\
\end{array} \xrightarrow{H} \begin{array}{c}
|\frac{1}{\sqrt{2}}\rangle \\
|\frac{1}{\sqrt{2}}\rangle \\
|\frac{1}{\sqrt{2}}\rangle \\
|\frac{1}{\sqrt{2}}\rangle \\
|\frac{1}{\sqrt{2}}\rangle \\
\end{array}
$$

Figure 37: The first step of implementing the standard example. The extra ancillary qubit is used later in the algorithm to introduce the $-\gamma$ rotations. As before, the qubit on top is qubit 0, the one below it is qubit 1, and the pattern continues to qubit 4 on the bottom.

In the standard example, this is equivalent to
\[ |\psi_1\rangle = H^\otimes 4 \otimes I |\psi_0\rangle = \frac{1}{4} (|0000\rangle + |0001\rangle + |0010\rangle + \cdots + |1110\rangle + |1111\rangle) \otimes |0_4\rangle \quad (138) \]

**Step 2:** The next step in the implementation of QAOA is the \( D_k \) clauses (132). Reiterating, these clauses are defined as

\[
D_k(z) = \begin{cases} 
1 & \text{if } z_k = 0 \\
0 & \text{if } z_k = 1 
\end{cases} 
\quad (139)
\]

and are implemented as

![Figure 38: The second step implements the \( D_k \) clauses. These are inverted-controlled gates that depend on \( \gamma \). This is simply the \( U_1(\gamma) \) gate (81).](image)

**Step 3:** The third step is to implement the \( T_k \) clauses (131). These clauses are defined as

\[
T_k(z) = \begin{cases} 
1 & \text{if the } k\text{th nodes is connected to some } i\text{th node where } z_i = 1 \\
0 & \text{if otherwise} 
\end{cases} \quad (140)
\]

Although complicated to define, they are in fact quite easy to implement. For some node \( k \), let \( T \) be the set of nodes such that \( i \in T \) implies node \( i \) covers node \( k \). Note that \( k \in T \). Now, run an
OR gate (see Fig. 13) with inputs at qubits in $T$ and outputs a phase change of $-\gamma$. For example, in the standard example we have

$$|\psi_3\rangle = \frac{1}{4} \left( e^{-4i\gamma}|0000\rangle + e^{-5i\gamma}|0001\rangle + e^{-7i\gamma}|0010\rangle + \cdots + e^{-4i\gamma}|1111\rangle \right) \quad (141)$$

**Step 4:** The fourth step is to implement the $-\beta$ rotations in the algorithm the same way as step 3 did for the max cut algorithm. That is, implement

$$U_B(\beta) = U_3 \left( 2\beta, \frac{3\pi}{2}, \frac{\pi}{2} \right) = \begin{pmatrix} \cos(\beta) & -i\sin(\beta) \\ -i\sin(\beta) & \cos(\beta) \end{pmatrix} \quad (142)$$

for all $z$-qubits. For the standard example, this looks like
Figure 40: The second to last step in implementing the DSP problem rotates each $z$-qubit an angle $-\beta$ around the $z$-axis.

As discussed previously, if we wanted to run QAOA for $p > 1$, then we would repeat steps 2 – 4 for different $\gamma$ and $\beta$ angles.

**Step 5:** The final step of the algorithm is measuring the $z$-qubits. This gives a final circuit (for $p = 1$) of

Implementing this circuit for $\gamma = \beta = \frac{\pi}{5}$ give the following histogram
Contrasting the max cut algorithm (see Fig. 29), this histogram is not symmetric about the states $|0111\rangle, |1000\rangle$. This is because the DSP does not exhibit the same symmetry as the MCP. That is, switching which nodes you choose with those you do not choose will not result in another solution (as it does for the MCP).

### 4.4 Algorithm Analysis

It is possible to bound the number of gates used to implement the DSP on an arbitrary graph using QAOA. We will then break these gates further into the base gates used by qiskit. Consider a graph with $n$ vertices. Let us list out the gates used in each step:

- The algorithm starts with $n$ Hadamard gates.

- The $D_k$ clauses are inverted controlled phase gates. This uses $2n$ swap gates as well as $n$ controlled phase gates. Each of these takes 4 single qubit gates and 2 $CX$ gates (see Appendix 1 for more details) for a total of $6n$ single qubit gates and $2n$ $CX$ gates. Additionally, it takes 1 ancillary qubit which will not change throughout the algorithm.
• The $T_k$ clauses are more difficult to analyze as they are different from graph to graph. However, it is obvious that a node connected to $i$ nodes will take more gates to implement than a node connected to $i-1$ nodes (this can also be shown by induction). This implies that at most each clause will be an $n$ controlled OR gate. This simplifies down to a maximum of $16n^2 - 14n$ $CX$'s and $18n^2 - 14n$ single qubit gates. Also, the algorithm takes $n$ ancillary qubits to run.

• The final step is implementing the $\beta$ rotation gates. These are single qubit gates, which add $n$ gates to the total.

Adding all the gate counts together, we find that the gate counts can be bounded by

• There are at most $18n^2 - 6n$ single qubit gates.

• There are at most $16n^2 - 12n$ $CX$ gates.

• The algorithm uses at most $n$ ancillary qubits. With the $z$-qubits, this equates to a total of $2n$ qubits.

The most interesting aspect of this analysis is that the DSP goes as $16n^2$ in the number of $CX$ gates while the MCP goes as $n^2 CX$ gates. That is, the max cut algorithm is easier to implement into QAOA as it uses at least 16 times less than the DSP.

### 4.5 Running the DSP

The purpose of the next experiment is to demonstrate that quantum computers do not succeed for large numbers of $CX$ gates. Unlike the max cut experiment outlined in the previous section, only one graph was implemented in QAOA for the DSP.
Figure 43: The path graph of 3 vertices was the only graph implemented for the DSP. This experiment is simply to show that the DSP does not work for large numbers of $CX$ gates.

This graph is implemented with the circuit

![Circuit Diagram](image)

Figure 44: The implementation of the graph in Fig. 43 in QAOA. Using the circuits already described in this paper, this leads to 70 $CX$ gates and 105 single qubit gates.

Using this circuit diagram as well as the naive implementations already described in this paper, it is easy to show that this will take 70 $CX$ gates, 105 single qubit gates, and 6 qubits in total.

While the number of graphs implemented might be lesser, the method of implementation is exactly the same. The input space was defined to be

$$(\gamma, \beta) = 2\pi\{0, .1, .2, \cdots .9, 1\} \times \pi/2\{0, .1, .2, \cdots .9, 1\} \quad (143)$$

Next, for each pair of angles $(\gamma, \beta)$, the algorithm was ran $2^8 = 8192$ times on the IBM Poughkeepsie machine at optimization level 3. Once the results had been collected, the same algorithm
was ran 8192 times on the IBM simulator. $D_{(\gamma, \beta)}(E, T)$ is calculated for the particular set of angles $(\gamma, \beta)$. Then $D(E, T)$ is defined as

$$D(E, T) = \frac{1}{121} \sum_{(\gamma, \beta)} D_{(\gamma, \beta)}(E, T)$$ \hspace{1cm} (144)

After all 8192 runs concluded, $D(E, T) = 0.742$. Compared to the cutoff of 0.817, we can confidently declare the quantum computer failed for the DSP on this graph. It is interesting to add this result to Fig. 33, modifying the $x$-axis from edge count to $CX$ count (since the number of $CX$ gates is equal to $2e$ for max cut, each input is simply doubled). This gives a graph

Figure 45: This graph is the result of stretching the $x$-axis in Fig. 33 by a factor of 2. Then $D(E, T)$ is a function of the number of $CX$ gates. However, there is a clear gap between the max cut runs (group on the left) and the DSP run (single green dot on the right. This shows the vast gulf between running a simple max cut algorithm successfully and running a simple DSP algorithm successfully.

The first thing to note about this graph is that the algorithms begin to fail around the $10 - 12$ $CX$ mark. That is, the quantum computers begin to fail at about 20% of what is needed to run this very simple DSP example. The second thing to note how much better suited the MCP is to QAOA the the DSP is. While both are combinatorial optimization problems, the MCP is the
clear favorite when it comes to QAOA. That is, future work must be put into recognizing and
developing problems that would fit similarly well with QAOA, while avoiding those that require
a larger number of implementation gates.

5 Difficulties Running the Quantum Computer

Unfortunately, it is impossible to run anything other than the smallest quantum computations
at this time. Without further improvements in hardware, this will continue to be the case for
the foreseeable future. However, it is possible to catalogue and study how these algorithms fail.
The reasons are numerous: poor initial states, bad gate implementation, cross-talk, and state-
decoherence. Of course, the term decoherence is also used to describe the general case where an
algorithm does not work as intended. However, we use it here to describe the drift of the qubit
around the bloch sphere while the algorithm is performed.

In fact, the qubit does not drift uniformly. It more more likely to drift towards the ground
state than the excited state. This can be shown with the following experiment: Construct a circuit
on three qubits in the following manner

- **Step 1:** Initialize the circuit with three Hadamard gates (42)

- **Step 2:** Choose one of the following six sub-circuits
Figure 46: Two qubits are chosen as control qubits while one qubits is the target qubit. The target qubit then performs a controlled R gate (see Fig. 14) where the angle is chosen uniformly from $[0, 4\pi]$ and the target is one of the the other qubits.

Here, all possibilities where two qubits are chosen as control qubits while one qubits is the target qubit. The target qubit then performs a controlled R gate (see Fig. 14) where the angle is chosen uniformly from $[0, 4\pi]$. This is denoted by $M$ in Fig. 46.

- **Step 3**: Repeat the previous step 32 times
- **Step 4**: Run circuit 1024 times and tabulate outputs.
- **Step 5**: Repeat steps 1 – 4 1024 times and tabulate outputs.

The basic idea is that if the quantum computer behaved as expected, then $|0\rangle$ and $|1\rangle$ would be measured at roughly the same rate. That is, as the circuit was purely random, there is the same probability to measure both outputs. However, the data does not agree with this hypothesis:
That is, 61.2% of the qubits were measured as $|0\rangle$ while only 38.8% were measured as $|1\rangle$. Of course, it would be possible to perform a p-test on the hypothesis that the qubits measure $|0\rangle$ 50% time (or $49\% - 51\%$ time). However, this hypothesis can be rejected with a very high degree of certainty. In fact, the probability that the probability is in fact between $49\% - 51\%$ given that we measured $3 \cdot 2^{20}$ qubits and found 61.2% in the $|0\rangle$ state is given by

$$p = \frac{\Gamma(n + 2) \left( B_{x + \frac{1}{2}}(a + 1, -a + n + 1) - B_{\frac{1}{2} - x}(a + 1, -a + n + 1) \right)}{a!(n - a)!}$$

(145)

Here, $B$ is the incomplete beta function, $x = .01$, $a = 1925438$ (the number of times $|0\rangle$ was measured), and $n = 3 \cdot 2^{20}$. This number is equal to $10^{-1.91027\cdot10^7}$. That is, if written out in decimal form, this number would have around 10 million zeros before any other digit appears. As such, it is easy to dismiss the hypothesis that $.49 < P(|0\rangle) < .51$ as false.

This test clearly demonstrates the unreliable nature of large scale quantum computation. For larger circuits with lots of entangled qubits, one can expect decoherence towards the ground state. Of course, if this happens mid-circuit then the following computations are completely
worthless. It would seem at this time that only better hardware can resolve this problem.

6 Results, Future Work, and Final Thoughts

6.1 Results

The experiments presented in this paper represent two different strains of though. On one hand, using QAOA to approximate solutions to instances of the MCP and DSP display the potential pitfalls that quantum algorithms might fact. These experiments define a boundary past which quantum computers are not yet able to perform. From

![Score vs. CX count in QAOA](image)

Figure 48: This graph displays the point at which the quantum computer stops working. That is, the quantum computer seems to have a hard time with anything over 10 $CX$ gates.

it is apparent that the cut off point is around 10 $CX$ gates. Of course, this is not an exact cut off, as several graphs with 10 $CX$ gates as well as one graph with 12 $CX$’s perform well under QAOA. However, these results do show conclusively that something on the order of 60 $CX$’s will not perform well. That is, only the smallest algorithms are currently feasible on quantum computers, and further research into hardware development is needed in order to overcome this obstacle.
The other experiment looked at how quantum algorithms fail instead of the point where they fail. In order to explore this, 1024 random circuits (see section 5 for a more in-depth definition) were run 1024 times and the results were tabulated. In the end, over 60% of the outputs measured $|0\rangle$. This demonstrates that one problem with the IBM quantum computers is that they degrade back to the ground state while the algorithm is still running. Again, this seems to be something that only better hardware can fix.

### 6.2 Future Work

Many of the ideas explored in this paper deserve further development. Three possible avenues of investigation are the metric used to define the similarity between two PDFs, expanding Fig. 48 to other algorithms apart from QAOA, and studying different forms of error and how they impact the overall score between the expected PDF and actual PDF.

There is one main issue with the metric used to define the similarity between two PDFs used in this paper. A run was defined as good if $D(E, T)$ was in the 95th percentile of random runs. However, this is an issue as it assumed that in the worst case scenario the output PDF looks like a random PDF. This is not the case as can be seen in Fig. . Here, a system that has fully decohered is strongly tilted towards $|0\rangle$. This means that it is feasible for a large scale quantum algorithm to fully decohere but still register as a good run using the current metric. In order to fix this problem, one would need to normalize the PDF used to generate the distribution used to find the 95th percentile. That is, the way a system decoheres would have to be taken into account, which would create a much more robust metric that can be used for large numbers of qubits.

It would be instructive to add more algorithms to Fig. 48. In actuality, this graph should be a three dimensional plot which is a function of the number for $CX$ gates and the number of qubits. This would give a much clearer picture of the cause for bad runs: more $CX$ gates or more qubits. Hopefully adding different algorithms would create useful data which could
then be used to predict whether or not an algorithm will be successful without implementing it into the quantum computer. It would also allow circuit designers a hard upper bound on the resources they can use if they want a successful run. Realistically, it is probable that adding more algorithms would show that there are other factors that heavily into algorithm success. However, more study is needed to determine whether or not this is the case.

The most broad future avenue for research is to analyse different forms of error that affect quantum computations. Obviously, in this paper the degradation of the qubits back to the ground state was observed. However, lots of other types of error exists. Phase drift describes how a qubit rotates around the $z$-axis even when no gate acts upon it. Errors in the initial state obviously greatly effect the algorithm further down the line. Additionally, it is important to study how cross-talk (qubits interacting with qubits due to physical proximity on the chip rather than through gates) effects the overall drift in states as well how quickly these rotations occur. Obviously, this is an in-depth subject that requires many more years of study before using the knowledge to produce error free quantum algorithms.

6.3 Final Thoughts

This project changed forms many times throughout the months. Initially, I had hoped to be able to run QAOA for a large graph using the IBM Q quantum computers and then say something about the results. It quickly became apparent that this was infeasible as the DSP failed for even the simplest of graphs (specifically, the graph in Fig. 43). Many attempts were made to salvage the runs, either by simplifying the code to performing post-run analysis on the results. Unfortunately, nothing I did was able to improve the results. I then turned to the MCP, which allowed me to get a positive result. Of course, this also gave me an idea about the limitations of the quantum computers and about where algorithms began to break down. Finally, I performed the random circuit experiments and found that to my surprise, the qubits were decohering down to
the ground state at by a large margin. I had expected the decoherence to be uniform, which would have been reflected in a 50−50 split between |0⟩ and |1⟩ begin measured in the random circuit. Of course, while unfortunate for overall algorithm development, this decoherence provides exciting opportunities for further research in the field.
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7 Appendix

7.1 A1: Controlled phase and toffoli gate implementation in qiskit

```python
q = QuantumRegister(2, "q")
rule = [
    (U1Gate(self.params[0] / 2), [q[1]], []),
    (CnotGate(), [q[0], q[1]], []),
    (U1Gate(-self.params[0] / 2), [q[1]], []),
    (CnotGate(), [q[0], q[1]], [])
]
```

Figure 49: Qiskit’s implementation of the controlled phase gate.

```python
q = QuantumRegister(3, "q")
rule = [
    (HGate(), [q[2]], []),
    (CnotGate(), [q[1], q[2]], []),
    (TdgGate(), [q[2]], []),
    (CnotGate(), [q[0], q[2]], []),
    (TGate(), [q[2]], []),
    (CnotGate(), [q[1], q[2]], []),
    (TdgGate(), [q[2]], []),
    (CnotGate(), [q[0], q[2]], []),
    (TGate(), [q[4]], []),
    (TGate(), [q[2]], []),
    (HGate(), [q[2]], []),
    (CnotGate(), [q[0], q[1]], []),
    (TGate(), [q[0]], []),
    (TdgGate(), [q[1]], []),
    (CnotGate(), [q[0], q[1]], [])
]
```

Figure 50: Qiskit’s implementation of the toffoli gate.

7.2 A2: Graphs used for MCP in QAOA

Figure 51: $D(E, T) = 0.938$

Figure 52: $D(E, T) = 0.901$
Figure 53: $D(E, T) = 0.792$

Figure 54: $D(E, T) = 0.835$

Figure 55: $D(E, T) = 0.773$

Figure 56: $D(E, T) = 0.820$

Figure 57: $D(E, T) = 0.792$

Figure 58: $D(E, T) = 0.699$
Figure 59: $D(E, T) = 0.827$

Figure 60: $D(E, T) = 0.736$

Figure 61: $D(E, T) = 0.733$

Figure 62: $D(E, T) = 0.777$

Figure 63: $D(E, T) = 0.691$

Figure 64: $D(E, T) = 0.737$
Figure 65: $D(E, T) = 0.759$

Figure 66: $D(E, T) = 0.771$

Figure 67: $D(E, T) = 0.704$

Figure 68: $D(E, T) = 0.763$

Figure 69: $D(E, T) = 0.763$

Figure 70: $D(E, T) = 0.625$
Figure 71: $D(E, T) = 0.647$

Figure 72: $D(E, T) = 0.718$

Figure 73: $D(E, T) = 0.664$

Figure 74: $D(E, T) = 0.685$

Figure 75: $D(E, T) = 0.677$

Figure 76: $D(E, T) = 0.715$
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