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The Julian Day from the TLE's epoch was used to convert all ECI coordinates through

ECEF into Llh so the ground track of the satellite can be shown on a two dimensional

map. Black Marble is a flat image, with a resolution of 13500 x 6750 pixels of equal

size. Each pixel coordinate can also be converted to latitude and longitude, knowing

the image spans exactly the Earth’s dimensions 180˝ latitude and 360˝ longitude. This

would not be true at the poles, however since there are not usable city lights data over

the poles, this is ignored for now. From here, the spacecrafts orbital ground track

and VIIRS FOV ground track are shown in Figure 9. The FOV for the simulation

was chosen to have a resolution of 3000 km, DNB's full resolution, which was plotted

in Figure 9.

Figure 9. Black Marble with Suomi NPP and VIIRS Ground Track

Applying this method to the chosen TLEs, specifying propagation direction of time

(due to time of day the TLE comes in, moring or late at night) and the amount of

time the spacecraft should travel before it collects another image, gives the Veteran

and Woman image sets. This information is outlined in Table 2.
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Table 2. Dataset Names and User Input

Data Propagation Location Sim Time (s) # of Images

Veteran Backwards SE Asia 3000 1

Arab Gulf 4500 1

Great Lakes 6000 1

USA 6000 5

Woman Forward Italy 1000 1

India 8000 1

EU 500 6

The simulated images are created from Black Marble and from Worldview with the

same FOV, shown in Figures 10 and 11. Each red FOV box is then saved in a

specified folder as its own image, with no markings or borders from MATLAB and

the pixel resolution is downsampled to provide noise in the data. These individual

images are shown on the side of each figure, in the same progression as they were

taken. The reason for saving the individual images is to be read-in to Python where

TIM is built with OpenCV, which will be discussed in the next section. All borders

and location identifiers must be removed because it could trick the image matching

algorithm into matching features that are not just city lights. The difference between

how well Black Marble removed impurities to make the composite is easily seen when

comparing Figures 10 and 11. The ability to pull pictures from Worldview is unique

to this work and essential for a real-world algorithm due to its natural noise. This

concludes the image acquisition process, and now the image matching techniques can

be tested.
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Figure 32. Short Run Veteran ASIA
(No RANSAC/EKF)

Figure 33. Short Run Veteran ASIA
(RANSAC/EKF)

4.3.1.3 UKF

The nonlinear transformation for the observation function is a better fit for an

UKF, because it is more robust for nonlinear systems than the EKF. The use of a

UKF was not found in the literature like an EKF, so it was applied precisely with

the latitude and longitude coordinate. The tuning values were set as follows:

α = 0.001

β = 2

κ = 0

Figure 34. Short Run Woman (No
RANSAC/UKF)

Figure 35. Short Run Woman
(RANSAC/UKF)
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The errors in latitude in Figure 34 appear to drive to zero as time continues,

however this is not the case for the version with RANSAC applied. The propagation

scheme is still not properly updated by the measurement with little error, despite

using a different propagation scheme than that of the EKF.

Figure 36. Short Run Veteran USA
(No RANSAC/UKF)

Figure 37. Short Run Veteran USA
(RANSAC/EKF/Ground Track)

Above in Figure 37 the blue line shows the true orbit that was propagated in

the simulation. This is what the image measurements were taken from, and as such,

small red dots can be seen indicating TIM identified the position very close to the

truth. Those red dots correlate with Figure ?? at almost zero error. It is further

shown that the propagation scheme in the filter is not taking the update from the

images at all when looking at the red line continuing on its path from India. Looking

at only Figure 36, it would be tempting to think there is only an error in calculation

of longitude, but actually looking at the errors in latitude and longitude this would

not be the case.
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Figure 38. Short Run Veteran ASIA
(No RANSAC/UKF)

Figure 39. Short Run Veteran ASIA
(RANSAC/UKF)

Figure 34 shows around 180˝ of error in longitude, which could suggest wrapping

issues. Remembering Figure 37, there could be issues with the calculations of latitude

and longitude coordinates from the 2BP propagation. This is unlikely, as it uses the

same process as the simulation, but would be worth looking into for further use of

the filters.

4.3.2 Test Length: 24 hours

A 24 hour simulation was performed in order to test the usability of filters be-

tween image acquisition, and during daytime operations. This results in full-coverage

of the Earth, which is what Suomi NPP’s orbit was designed for. The simulation

will undergo sixteen periods, and only take images during nighttime operations, giv-

ing sixteen 45-minute passes of the Earth. The time step between calculations is 5

seconds, with an image measurement available every 300 seconds during nigghtime

passes. With 136 images available for each test case, not every nighttime image is

usable, due to overflight of water or unpopulated areas. Furthermore, when RANSAC

is applied once again with the mask of the Homography matrix and rejects images

that do not match strongly with Black Marble.
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Table 6. Usability of Long Image Sequence

Data No OJ RANSAC Total Images

Woman 84 81 136

Veteran 79 52 136

4.3.2.1 No Filtering

The most exciting thing to visualize is where these measurements are popping

up around the Earth, shown in Figure 40. Every time the measurement image is

processed, its ECEF coordinate is plotted on the globe. This acts as a sanity-check for

the image processing scheme, and shows the distribution of good measurements across

land in a different way. From looking at this, it is easy to tell the best measurements

come over what is known as the most populated areas, especially near unique bodies

of water. The images in either simulation tend to be most precise over the Great

Lakes, the Gulf of Guinea, the Persian Gulf, the Mediterranean, and South East

Asia.
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Figure 40. Results of TIM in ECEF Coordinate Frame for Woman Data - No Filter

This is able to be seen in conjunction with the error charts in Figures 44. Every

blue dot correlates with a red star in Figure 40 and in Figure 43.

Figure 41. Woman (No RANSAC/No
Filter)

Figure 42. Woman (RANSAC/No Fil-
ter)
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Figure 43. Ground Track of Woman (RANSAC/No Filter)

Figure 44. Veteran (No RANSAC/No
Filter)

Figure 45. Veteran (RANSAC/No Fil-
ter)

4.3.2.2 EKF

The filter usage had many problems during short simulations, and running during

a 45-minute daytime pass blew up the error in interesting ways. The latitude in

both cases followed a choppy oscillating path for about half the simulation, and the

longitude followed a tangent wave. The cause of this was improper coding of these

filters, with the first clue being the covariance (not shown) in both cases went out of

control almost immediately.
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Figure 46. Woman (No
RANSAC/EKF)

Figure 47. Woman (RANSAC/EKF)

The Woman data began at the Cape of South Africa heading south, so it begins

with no measurement update for almost an hour before on is finally available over the

Baltics. it is very interesting that the front half of the Woman data and the second

half of the Veteran data followed the sine wave pattern so intensely. This suggests

problems with the conversion from latitude and longitude coordinates to the inertial

state vector required for filter usage. A suggestion for future work would be to look

at mean errors or the absolute value of errors to verify this is the problem. Due to

the immediate rupture of filter usage in both cases, the UKF was not able to function

properly through the entirety of a day. Changing tuning values did not affect its

ability to iterate through the images, so no results of a 24 hour simulation with an

UKF are reported.
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Figure 48. Veteran (No
RANSAC/EKF)

Figure 49. Veteran (RANSAC/EKF)

4.3.3 Summary

RANSAC rendered an average of 11% of all images and 17% of usable images in

a sequence unusable as a measurement when it at least had one good match Lowe’s

Ratio test. This further complicates filter operation since long periods of time without

a measurement can cause the covariance to break the filter. A better option would

be to tune the confidence in the measurements that make it through RANSAC rather

than keeping the variance of the measurement a constant. Another problem with

the filter is with matrix observability. Observability is a quality of a system that

describes how well the state vector can be constructed from its outputs. The state

vector in this case is an inertial coordinate with three components and an inertial

velocity component with three components.While the velocity is provided as if from

another sensor (with its own sensor noise), a latitude and longitude coordinate will

only ever be two components, and cannot give any information on altitude. This

leads nicely to our next section on attitude determination, because the methods used

for attitude determination are tools for stereoscopic vision. When two images are

presented of the same feature from different points-of-view, it is possible to measure

the distance of the feature from the camera, giving depth, or altitude.
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4.4 Mode 2: Attitude Determination

The attitude of an object can be found using visual odometry, tracking the pose

change in a sequence of images. If the first image is assumed to be at position (origin

at (0,0) and with the identity matrix as its attitude, the pose calculated in the second

image will be a direct map to the origin. The third image can find the pose between

it and the second, but by using the pose to the origin, can find the pose from the

third to the origin. This experiment was conducted with a sequence of 30 images in

a 2D environment. The path was a straight line for 10 feet, a right turn and a left

turn and continuing straight again. Given a scaling value of 1 foot between images,

a primitive model of TIM Mode 2 was able to plot this path, shown in Figure 50.

Figure 50. Path through AFIT Library

This is from an accurate translation vector as part of the pose matrix, of which

attitude makes up the other half. The photos were taken by a student walking and

holding the camera 3 feet in the air, but faced forward the whole time. The image

matching process used SIFT and FLANN, with no outlier rejection of images. No

timing data was necessary, but the points in Figure 50 are equally spaced, showing

the images were taken at equal time steps assuming a constant velocity. When the
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student takes the right turn, the camera experiences a 90˝ yaw, and would stay at that

in Figure 51, if not for the second turn bringing the attitude back to the origin. There

are ˘10˝ of error, meaning when we suddenly apply this algorithm to a simulated

satellite, there are going to be some growing pains.

Figure 51. Attitude of Camera through AFIT Library

4.4.1 Test Length: Overland Nighttime Pass

Mode 2 of TIM involves testing two FOV images against each other, rather than

to Black Marble, in a sequence of images. An example of TIM comparing two images

from a test over the US is shown in Figure 52 and Figure 53. Figure 52 shows

the results from Black Marbles images and 53 shows the measurements taken from

Worldview of the same location. All images are assumed to be taken as the camera

is aligned with the orbital frame.
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Figure 52. TIM Mode 2 in Operation over the Midwest, USA

The work of Lowe’s ratio test can be seen in these images by looking at the slope

and length of each line connecting a match. The slopes are all the same, and the

relative distance between each match is also the same. Even where there are an

abundance of matches, as shown in Figure 53, TIM is not connecting features in the

images that are not genuine matches. Since this is a finer search than Mode 1, the

strength of the match is much higher.

Figure 53. TIM Mode 2 in finding matches over the Midwest, USA

Given a scale of distance traveled between images based on Suomi NPP footprint

coverage, a 3-component position estimate can be calculated from pose recovery,
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which the norm of which would give altitude. The Woman data in Figure 54 was

processed in an earlier version of TIM where the pose calculated from the Worldview

image sequence was almost spot on, but did not correlate with the sequence from

Black Marble. It is difficult to say if it was properly calculated or just a fluke that is

was close to the altitude due to the disparity of Black Marble and Worldview results.

When TIM was updated and the Veteran dataset processed, the image sequences

from Black Marble and Worldview gave similar results, but were far from the truth.

The results start at zero because the first image in the sequence has no information

attached to it, and only the second and onwards in the sequence of images can give

a pose estimate.

Figure 54. Woman Height Above Earth
for Black Marble, Worldview (Meas)

Figure 55. Veteran Height Above
Earth for Black Marble, Worldview
(Meas)

The Veteran data for roll, pitch and yaw, while not matching the truth, had

relatively little error between what was calculated for the Black Marble and Measure-

ments data. For the beginning of the Woman data, it also did well, but as time went

on (meaning more images to process) the measurements yaw calculation jumped from

negative to positive on the last image of the set.
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Figure 56. Woman Attitude in Euler
Angles for Black Marble, Worldview
(Meas)

Figure 57. Veteran Attitude in Euler
Angles for Black Marble, Worldview
(Meas)

There are angle errors in roll in the real images because, when pulled from World-

view, the image was on a slant and not precisely acquired. This could be fixed by

changing the image acquisition process for the simulation by using other raw data

pulls from Suomi NPP rather than screenshots of Worldview. The altitude over time

is also considerably off from expected values due to the small image set (the pose

estimation improves with larger datasets) and problems with the algorithm are to be

fixed in future work.

4.4.2 Summary

The attitude determination using this process does not share the same problems as

position estimation. It is without any coordinate transformations, the attitude of the

camera with reference to its first image is the attitude that is plotted in these figures.

This suggests the scaling process could be at fault; it is suited for straight paths

of travel and not a camera traveling in tiny hemispheres between image acquisition.

Shorter time steps (10 seconds rather than 5 minutes) would overcome this and lead

to better algorithm and filter function overall.
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V. Conclusions and Recommendations

5.1 Conclusions of Research

This section will continue the discussion on using city lights for accurate position

estimation during on-orbit operation. Keep in mind that this work contains prelim-

inary results for position estimation that are the first attempt at such a capability.

The work aims to show the feasibility of exploring this technology further by invent-

ing methods to verify results and prepare for real-world conditions. Suomi NPP and

the VIIRS instrument host a powerful suite of capability. The goal of this work is to

use existing sensors to create novel navigation methods, with the intention of creating

new dual-purpose and efficient sensors. Similar works have used landmark recogni-

tion with images from existing satellites, but typically struggle to get measurements

for nighttime orbital passes. This research demonstrated the ability to find attitude

change between images taken at night using city lights. The end goal of TIM is in-

tegrate the two modes and apply a Kalman filter. ORB is an algorithm that should

be tested in the future, as well as exploring inverted images, Gaussian blurring, and

thresholding. Finally, an EKF will be applied to estimate position and attitude in

the event of measurements being unavailable due to daytime or extensive sea cover to

be consistent with prior work. This will further be used to autonomously verify the

success of Mode 1. Potential problems that will be discussed in future work are cloud

cover and gaps in data collection, shown by the dark lines throughout the scans. As

research progresses, different image processing challenges, such as color correction,

distortion, sunlight, and thresholding will be explored [19,4]. Another goal of the

work is to obtain the pose matrix fast enough to be used in a real mission. Vision-

based sensors, whether for tracking urbanization and population densities in remote

areas or for absolute positioning on landers, are becoming increasingly important [19].

69



Every avenue of capability must be explored as we continue to see the world in new

ways.

5.2 Significance of Research

The first of its kind to use such a unique combination of tools to solve a navigation

problem, this work transcended academic disciplines and caught the attention of many

researchers. As we watch the development of the world where electricity comes to

more sparse communities, this technology will only advance in accuracy.

Air Force Research Laboratories’ Space Vehicle Directorate (AFRL/RV) awarded

$40,000 in initial funding to explore this idea. A provisional patent was secured

in January 2020, under the title ”Aerospace Vehicle Navigation and Control System

Comprising Terrestrial Illumination Matching Module for Determining Aerospace Ve-

hicle Position and Attitude,” and number 62/957,250 [38]. A conference paper was

accepted on the basis of abstract review and presented at AIAA’s Science and Tech-

nology Forum and Exposition in Orlando, Florida the same month [39]. Another

conference paper was accepted on the basis of full paper review and presented at

IEEE’s Aerospace Conference in Big Sky, Montana in March [40].

5.3 Recommendations for Future Work

The following identifies potential recommendations for future development in var-

ious avenues in order of complexity:

Short-Term

• Real Time Video: TIM can be configured to operate on-board a camera while

recording Black Marble or Worldview imagery. Black Marble or Worldview

imagery can be printed for 2D operation, or applied to a globe for 3D operation.
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A more advanced simulation of both can also be created on a computer. Camera

set up can run real-time connected to another computer.

• Stereoscopic vision improvements: with better pose recovery and functionality

of Mode 2, if possible a height above Earth can be determined from imagery.

This can be done by exploring the scaling of these matrices, or different pose

recovery techniques, such as Homography for point-to-point projection of 2D

and 3D image points.

• OpenCV specifications: change conditions on SIFT, make Black Marble features

pre-loadable so it does not have to recreate features every time a simulation is

run.

• Thresholding: Usable data (day, night, clouds, unusable) can be thresholded by

setting a DN that describes the pixel, and compared with historical data to see

if it is normal for the pixel to be unusable or not. This will aid in computation

time when speed is needed to improve over accuracy.

• Autonomous functionality: The ability to determine when a measurement up-

date is needed for Mode 1 and to otherwise run Mode 2 to help the orbit’s

propagation scheme and also track precise attitude information.

• Kalman Filter: can be rewritten to handle latitude and longitude coordinates

rather than an ECI coordinate rotated into a camera frame. UKF is most-likely

a better fit but needs to find proper tuning values for appropriate operation.

Long-Term

• Real time video on a small satellite adapted computer

• Different orbits, resolutions, maneuvers

71



• Dynamic variance and sensitivity values

• Clouds and localized blackouts - summer months saturation problems

• Infrared rather than visible light and if unique composites can be made

• Artificial intelligence and neural networking capabilities in OpenCV

• Higher order filtering
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