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Abstract

In recent years, world events have expedited the need for the design and
application of rapidly deployable airborne surveillance systems in urban environments.
Fast and effective use of the surveillance images requires accurate modeling of the terrain
being surveyed. The process of accurately modeling buildings, landmarks, or other items
of interest on the surface of the earth, within a short lead time, has proven to be a
challenging task. One approach of high importance for countering this challenge and
accurately reconstructing 3D objects is through the employment of airborne 3D image
acquisition platforms. While developments in this arena have significantly risen, there
remains a wide gap in the verification of accuracy between the acquired data and the
actual ground-truth data. In addition, the time and cost of verifying the accuracy of the
acquired data on airborne imaging platforms has also increased. This thesis investigation
proposes to design and test a small-scale 3D imaging platform to aid in the verification of
current image acquisition, registration and processing algorithms at a lower cost in a
controlled lab environment. A rich data set of images will be acquired and the use of

such data will be explored.
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|. Introduction

Motivation for Resear ch

Methods of surveillance during battlefield scensyiantelligence gathering
operations, counter-drug operation and various roflueveillance applications are of
increasing importance in combating terrorism anHeotillegal activity. Accurate
modeling of buildings, landmarks or other itemsndérest on the surface of the earth has
proven to be a challenging task for many scientists engineers. One approach of high
interest to many industries and the military fouetering the challenge and accurately
reconstructing 3D objects is through the employn@nairborne 3D image acquisition
platforms.

One such focused group which has researchedlogedeand tested an airborne

image acquisition platform was created under a naragnamed Project Angel Fire [1].
Project Angel Fire is a joint endeavor represenisdthe Air Force Institute of
Technology, Los Alamos National Lab and the US t8gi@ Command. The program
has already demonstrated many advances in imageisdmm, registration and
processing from an airborne platform. The basicgmple of operation combines a large
number of cameras mounted in a single framework wislight offset in their respective
boresights. As a whole, the array of cameras soaewide field of view; however,
separately each camera independently acquires smager a narrow field of view.
When combined, the camera array lends itself tanioeleled as a single wide-angle
camera, particularly when the image footprint oa ground is larger than the spacing

between the cameras. The surveillance aircrads fin a circular pattern above a



designated zone and persistently observes and smagkrge area from a steadily
changing perspective. The camera system is mowméide right side of the aircraft and
positioned pointing downward. Once sufficient ireaghave been received, an
ortho-rectified image sequence is computed by swifistration of the video sequence

allowing a continual awareness of the dynamic exehthe scene as shown in Figure 1.

$SN

%

Figure1l: Project Angel Fire Concept of Operation. Airborne
surveillance platform shown orbiting over a specific scene[1].

Although technology is progressing in surveillanggging, there still remains
intrinsic problems associated with image registrati A few of the problems exist with
the variations in perspective, rotation and scélihe acquired surface objects as well as

the high speed at which registration must be actishigal to be tactically relevant. The



underlying problems have been solved in the sdiergense; however, the massive size
of the image and video frame data calls for ratlicaéw and customized algorithms to

produce acceptable performance results. To addrektent, the performance results can
be sustained if 3D models of the terrain being iethgre used to steer the registration
process. Therein rests a set of experimentalexingdis:

A) Acquiring the 3D model

B) Verifying the accuracy of the 3D model

C) Benchmarking various algorithmic tradeoffs sing the 3D model
Such comprehensive goals entail access to highiyralted experimental evaluations
involving terrain as large as several kilometersach direction — an expensive and time
consuming effort.

Another range of practical problems arise from s@lvether conditions. One
concern is the inevitable deviations in the motidrihe imaging platform as a result of
varying flight conditions. Weather, winds, turbute and other atmospheric phenomena
can create unfavorable platform vibrations and glcevnotion which complicates the
imaging solutions. Airborne platforms also haviearent errors in determining their true
position relative to the earth due to errors inigatitonal data received from GPS or INS
positioning systems. Furthermore, problems exising the image feature extraction
process including sun and sensor elevation, azimsttadows, occlusions, edge
definition, noise and saturation of bright surfa¢g8k All of the stated issues raise
scientific inquiry for the need to more accuratslydy these factors in a lower cost and

controlled lab environment.



Resear ch Objectives

This thesis proposes to develop and test a smak-8D image acquisition and
test platform by which to validate a class of imaggistration algorithms. An essential
first step is to compute the true perspective @& dibserved objects and estimate the
instantaneous camera position and orientation wedpect to a small set of known
objects on the ground. This step will aid in feating the computation of the position
and depth information in the rest of the scene laglg create the digital terrain maps.
The method should be robust over a wide range isppetive and scale in the encircling
pattern of the overhead stereo camera platfornsmaAll-scale lab imaging platform will
also allow for image calibration, registration gmmdcessing algorithms to be tested on a
ground-based truth model. Accurate 3D data ofatbjm the lab can easily be obtained
by a simple manual measurement of the objects (Oan¥ Z (depth)) and will aid in
verifying imaging model algorithms being used ongé&scale airborne platforms. In
addition (for future work), we have incorporatedn@chanism to project a stripe and
facilitate direct 3D computation of all illuminatguabints on that stripe as recorded by the
video camera. The current imaging platform was gresi with the following
characteristics:

A) Modular — Hardware and software components of yiseem should be easily

constructed and allow for swift reconfiguration idigroperation.
B) Scalable — System operating parameters and coafigar should be
employable at various facilities without any majoodifications.
C) Integration — Should abide by current FCC rules agllations. Common

electrical and computer outlets should be utilized.
4



D) Low Cost — Should use commercial off-the-shelf (&phardware.
E) Easy Configuration and Maintenance — Design shallddv for easy setup in
a variety of settings.
The system design, operation and functional outawameters will be kept to the scope

of this thesis with a look at potential uses artdrielupgrades.

Significance of Research

A long term goal and challenge of the Air Forcel ather services is persistent
and pervasive surveillance. Despite a large nunolbeesearch efforts and published
works on image registration and object recognititmgere is a critical need for a
small-scale test bed which can replicate the varyionditions of airborne imaging
platforms and still provide valid image sets. Daethe high complexity and range of
objects in an urban environment, obtaining a veatfon of the perspective, location and
scale of the objects or structures is a complexeunlling and, therefore, provides
uncertainty in evaluating the accuracy of measurgsnand feature recognition. The
uncertainty in predicting the true position of dnjest, relative to the airborne imaging
platform, is not a problem unique to current Airré® projects. The same problem is
evident onlkonos a commercial earth observation satellite, whi@s whe first to collect
and make public high-resolution imagery at the rid 4- meter resolution. Fraser [3]
reports most of the published work on geometriccessing oflkonos imagery has
surrounded the topic of insufficient accuracy irtedeining its full metric potential,

namely the geometric accuracy of 3D positioningrfrstereo and multi-image coverage.



Other problems arise in the cost and approvalsinedjuto operate such a
real-world platform in an urban environment. A #rsaale lab imaging platform could
be used as a lower expense test bed to allowfastar verification of current algorithms
used in the acquisition, registration and processih known objects. Such a system
could provide a quick turn around time in testingl aleveloping new registration and

tracking techniques.



I1. Background and Theory

Overview

The purpose of this chapter is to present the backgl for stereo image
registration, acquisition and processing in 2D @Bdscenarios. Particular attention will
be focused on identifying existing approaches agayment methods, including both
past and present stereo imaging systems design. taBi2t tracking systems with
intelligent and automatic control systems usingesteimaging solutions are rapidly
becoming more popular in government and commeimoaustrial applications. Stereo
object tracking systems can imitate the 3D deptlemion experienced in human vision
by using the binocular disparity between the leid aight cameras — similar to our left
and right eyes. In the case of an airborne suaneié platform, as an aircraft circles
above an area of interest, it acquires a steadarstrof video images of varying
perspective of fixed assets on the ground. Anyimages separated by a relatively short
time between their acquisitions will form the bakis stereo analysis, and thus a 3D
perception of the observed scene.

Several low cost and economic systems will be desdrand a brief history of
the design and development of the CCD camera ansighificance in the field of 3D
imaging systems will be covered. The feasibilifydeveloping a small-scale imaging
platform as a verification tool for detecting, ltiog and tracking an object in a

framework such as Project Angel Fire, will be dssied and demonstrated.



Historical Background

A wide array of stereo imaging systems exist inios government and
commercial marketplaces. Although the conceptsstereo and machine vision in
manufacturing dates back to the 1930’s [4], the alahfor real-time imaging acquisition
and processing systems didn’t really begin untié tmid-1960’'s when computer
technology began displaying the speed and effigiettractive to potential markets. In
1970, Dr. Willard Boyle and Dr. George Gomez oflBalbs developed the world’s first
solid-state video camera or CCD, which is stilldiseday in many products including
digital cameras, camcorders, high-definition tedean, security monitoring, medical
endoscopy, modern astronomy and video conferenapygications [4]. The newly
discovered technology demonstrated the transmissfoan electric charge along the
surface of a semiconductor called the photoeleetifiect. The photoelectric effect (or
Hertz effect), commonly described by scientists [§]a phenomena which takes place
after exposing a metallic surface to electromagneddiation that is above a certain
threshold frequency specific to the material arsd strface condition. A current is
produced when the photons are absorbed. Consmrvatienergy principles illustrate
that as the energy of the incident photon is alesbtiy the electrons it can escape from
the material surface with a finite kinetic energyied photoelectricity. A CCD receives
a charge from this photoelectronic energy and comyneacts to 70% of the incident
light versus 2% on a photographic type film [6]. The CCD camera then transforms
these patterns of light into electrical signalsrst- a capacitor array collects an image
projected by a lens, allowing each capacitor tauamdate an electric charge proportional

to the intensity of the light at that location. t&o-dimensional array (video and still
8



cameras) captures the whole image or a rectangatéion of it while a one-dimensional
array (line-scan cameras) captures a single sfitkeoimage. Once the array has been
exposed to the image, a control circuit causes eaphacitor to shift its contents to its
neighbor. The charge is converted into a voltageeaothe last capacitor in the array
dumps its charge into an amplifier. The controtwit, after several repetitions, changes
the entire contents of the array into a varyingtage, which it samples, digitizes and
stores in memory [6]. An appreciation of CCD sewisy [7] can be seen in Figure 2

showing the quantification of different sourcedwf or illumination.

Tablel: Lux (Illumination) Quantitative Comparisons.

Luminance Example
0.00005 lux | Starlight
1 lux Moonlight
10 lux Candle one foot away
400 lux A brightly lit office
400 lux Sunrise or sunset on a clear day.
1000 lux Typical TV studio lighting
Level capable of producing small shifts in the
1000 lux human biological clock
Level capable of resynchronizing the human
10000 lux biological clock to a new schedule
32000 lux Sunlight on an average day (min.)
100000 lux Sunlight on an average day (max.)

The development of the CCD camera made a signtficapact on stereo imaging and
the science of creating the perception of a 3D enmaigmodel from separate 2D images.
It is well known in this discipline that by takirtggo or more 2D images from various

directions and transforming between the world coatgs and the image coordinates, a
9



3D profile of an object can be created. Severdicap systems have used CCD
technology to advance the field of stereo imaging applications as shown in the

following vision system descriptions.

Vision Systems
System 1: 3D Vision Sensor with Multiple CCD Cameras|[§]

A high speed, accurate 3D visual inspection systeams developed for printed
circuit boards (PCBs) without using expensive @tssticated optical equipment. Using
up to 17 CCD cameras arranged in a hemispherierpattarious optimal combinations
were used to detect the precise 3D positions ofpamants on a PCB after applying
stereo image matching algorithms. Stereo imagechireg was resolved using the
brightness distribution between a two camera coatlan with the use of a two step DP
method beginning at the pixel level followed by &riimes sub-pixel expansion. The
desired accuracy (1 mm) and rapid processing tinE0(ms) for PCB board inspection
was achieved and lends to the technology of rapidm3age acquisition at a low cost

without the use of expensive, high-tech equipment.

System 2: Adaptive 3D Target Tracking and Surveillance Scheme based on
Pan/Tilt-Embedded Stereo Camera System [9]
Stereo vision has also aided in the developmentarofadaptive real-time
intelligent face tracking system. In this systeseguential stereo image pairs were
acquired at a rate of 30 frames per second (fisd, r@solution of 320 x 240 pixels,

allowing for a geometric measurement of distance #me 3D coordinates. By

10



incorporating a robotic pan/tilt system the develspwere able to create an algorithm
centered on the subject of interest and recordiposilisplacement data that was in turn
relayed to the panf/tilt system for tracking. Stmad deviation of the position

displacement of the target in the horizontal ardiced directions were low at an average
of 1.5 pixels, while the error ratio between theaswed and computed 3D coordinate
values of the target was 0.5% on average [9]. Sigsificant research implies real-time

target tracking using an active vision stereo imggystem is attainable and adds value
to investigating the feasibility of creating a shsadale test bed to validate various other

sensor data.

Relevant Research
Project Angel Fire[1]

Project Angel Fire is a USSTRATCOM requested andnspred airborne
surveillance platform being developed and testedotmnter the IED and urban warfare
issues. In collaboration with Los Alamos Natiohab and AFIT, the program aims to
provide real-time tactical situational awareness aitfy-size urban environments.
USSTRATCOM requests that the surveillance platfdrenable to identify suspicious
targets and track them in time and space with héyato communicate the information
to operational users in rapid succession. In amgitthe platform needs to have the
ability to characterize IED events during the pasd post- detonation phases. All
detected events must be able to be played forwaddoackward in time for higher level
analysis. Figure 2 [1] shows the Angel Fire comgalpapproach to target, acquire and

relay tactical information. In short, Project Ahdére desires to deploy an airborne

11



platform to a medium-size urban environment toelofor extended periods of time and
relay images in high resolution. Of particularerm@st to this thesis is the feasibility of
Project Angel Fire to acquire and register the iesagThe development of a small-scale
imaging test bed, which essentially emulates thagenacquisition process of an Angel
Fire airborne platform, could prove to be a viatilee and cost saver in verifying the

accuracy and overall effectiveness of current in@geessing algorithms.

Angel Fire
System Concept

Wide-field camera and

High speed image data radio links on board

fo analysis center

Low-speed
Point to multipoint
convoy data

Other tactical
Inie] sources

g Low speed, post-proces

i data for convoy

o~

& RE

Mission Support Analysts
“Guardian Angels”

Figure2: Project Angel Fire. Airborne surveillance platform and
associated components for image and data relay [1].
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Chapter Summary

Details of an extensive literature search providduistorical and current view of
research efforts and a sample of the applicatioissareo imaging relevant to this thesis.
The background and operation of the CCD cameradesasribed and several examples
of its uses were shown with the center of inteo@sProject Angel Fire, a current and
relevant Air Force project. A number of universsj including Stanford, are also
focusing on similar problems under the broad topigsersistent surveillance,
video-SAR and light-field imaging. The discussitbnstrated that stereo imaging is not a
new concept; however, its uses and implementatitinvarious new areas of science and

technology could provide innovative solutions tonpémaging problems.

13



I11. Methodology

Overview

This chapter will discuss the materials and methbgswhich the proposed
benchmark imaging research was conducted. Firbtjed description of the research
facility and the equipment used will be coveredexty a description of the small-scale
stereo imaging platform setup and its associatedwsae is given. To finalize the
chapter, an explanation of the test setup and gdures is detailed and followed by a

methodology conclusion.

Human Effectiveness Facility

The research was performed at the Air Force Relsehaboratory, Human
Effectiveness Directorate, Biosciences and Praiadivision, Biomechanics Branch at
Wright Patterson Air Force Base, Ohio, in BuildB24. The facility has a spacious area
on the ground level used for various experiments was an ideal place to set up the
imaging platform and network of computers. Alsgdted in this area of the building
was a heavy dut000 pound max load capacity winch which was usedaise and
lower the stereo imaging platform (approx 50 lb®) data collection. The maximum
height of the cameras at the operating limit of wiach in this particular facility was
6.5 ft, high enough to capture images of the objptdced in the view of the camera pair
through a 360 degree rotation. Other facilitiesyroffer different winch options for

variations in the image acquisition heights.
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Setup Parameters
Two CCD cameras captured the field objects in mbraoe stereo and stored

the information in two groups (left and right cam®);, via an IEEE 1394 interface, into

Object Viewed

‘ Right Camera

|EEE 1394 Remote Laptop — Stores Images

—

Imaging Algorithms '
Matlab Code [ref]

. 3D Image Out
Main Computer

Figure 3: Imaging Platform Flowchart. Relay of 2D image
data through electronic componentsfrom the input object to
the output display.

the memory of a remote laptop computer. The sahgbflow of operations is described
in Figure 3. The remote laptop computer on theginm platform was wirelessly
operated from a main computer at 54 Mbps to dowhlaad process the image
information received.

The first set of images captured was of a tedt fiet calibration purposes and the
second set of images captured was of a “mock scdesCribed later. A full 360 degree
rotation of the cameras took place for each samaifges, in essence to simulate one

overhead circle of an airborne platform loiteringoae an urban environment. The
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images were taken under ambient room lighting demts and the left and right images
for each set were acquired in real time. The imsige and baseline were also varied
between the two sets of images captured to allawafanore diverse image set for
analysis. Table 2 outlines the parameters usedch of the two different baseline image

sets.

Table2: CCD Camera Parameters. 10 ft and 8 ft baseline camer a char acteristics.

Parameter 10 ft Baseline | 8 ft Baseline
Left Camera Height (mm) 1993.5 1993.5
Right Camera Height (mm) 1962.15 1962.15
Exact Baseline (mm) 2898.775 2305.05
Captured Image Pixel Size| 640 x 480 320 x 240
Calibrgtion Images Captu_red 20 21
(single 360 deg rotation)
Mock Scene Images Captured 1600 800

(single 360 deg rotation)

Imaging Platform

The design of the platform was created with seveoasiderations in mind as
outlined in the introduction. First, the platformeeded to be easily constructed using
market competitive or off-the-shelf components hade the ability to be transportable to
facilitate future research in stereo imaging. ®e€¢dhe platform needed to be robust
enough to withstand being disassembled and reassgémb have components which
could be easily replaced quickly at a low costhaly and most importantly, the platform

needed to be designed to capture images in stemabication through a 360 degree
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rotation. Several iterations of the design havenbexplored and a final design was

selected which best met the above stated critedasashown in Figure 4. In general, the

Figure4: Small-scale lmaging Platform. Completed design in
background with associated computer operating network shown in
front.

design consists of a base structure, modifiedngefian, adjustable camera baseline rod,

two CCD cameras, laptop tub and a digital proje(ftmrfuture work).

Base Structure

The base structure and mounting surface of thdfopta consists of a
2 x 3 X % inch section of plywood as shown fromhbsitles in Figure 5 and Figure 6. A
more detailed description of their orientation twe platform will be described in each
component’s subsection of this thesis. The platf@ held from each corner by plastic

wrapped steel cable attached to hooks mountedghrtine base board of the platform.
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Figure5: Imaging Platform Base (top left view). Image platform
shown with steel cable supports and associated electrical connectors
for theremote laptop computer and CCD cameras.

Figure6: Imaging Platform Base (top right view). Image platform
shown with steel cable supports, digital projector and remote laptop
computer tub.

The heavy duty cables and mounts ensured the ptatiad not become a safety hazard

during the raising or lowering throughout the imageuisition process. Two steel rings
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are also attached to each pair of cables (at ofgpesds of the base board) and will allow
for either a central mounting point at the apprcedencenter-of-gravity or for 2 separate

mounting points depending on the facility used.

Modified Celling Fan
The modified ceiling fan (Figure 7) and the 1@&djustable camera baseline rod
were designed to allow for a smooth circular rotawf the 2 CCD cameras and provided

the best COTS alternative for the ease of asseartaylow cost. The ceiling fan readily

Figure7: Modified Ceiling Fan. Left image showsthefan attachment
to the bottom of the base platform. Right image showsthe circular
base plate added to the fan with U-clampsto hold the 10 ft. camera
rod.

consists of the internal mechanisms, such as @egall bearings and a rotating shatft,
which would sustain a long life of repeated usdie Teiling fan has also been left with
its electrical components intact to allow for fieunodifications or studies where power
may be applied for rotation.

19



Camera Basdline Rod and CCD Cameras

The adjustable camera baseline rod is a simpl& &@el hollow tube. Several
types of cameras and mounting devices can be usauygoint along the rod allowing
for easier baseline adjustments and more flexybilit the image acquisition process.
Figure 8 shows the Videre Systems STH-MDCS-VAR CCD camerd@] [used

throughout the experimentation and their orientatitong the camera baseline rod.

Figure8: CCD Camerasand Camera BasdineRod. CCD cameras
and their relative size (left). CCD camera mounted on the baseline
rod and attached to the IEEE 1394 firewire.

The CCD cameras are low-power, compact digitakstéreads with an IEEE 1394 (fire
wire) interface. Each camera consists of two 1eyapixel progressive scan CMOS
imagers with their own fire wire peripheral interéamodule. The CMOS imagers are
capable of up to a 1280 x 1024 pixel image in a ecbrome %2 inch format. The
imagers are fully controllable through the fire evinterface and the user can set and

adjust several camera characteristics including osxge, gain and decimation.
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The dynamic range, sensitivity, and noise charesties of the CMOS imagers allow for

a wide-range of image acquisition. Each cameexispped with standard CS-mounted
lenses for use with interchangeable optics and aexklectronically synchronized to one
another, as well as to an 8 KHz clock on the IEBEALinterface, allowing images to be
captured at exactly the same time. The stereo reentain be accessed and operated on
MS Windows 98SE/ME/2000/XP and for Linux 2.4.x kelshand utilize software written
by SRI International [11]. Camera calibration,rste correlation and their results can

also be accessed and manipulated through the uke sbftware package.

Remote L aptop Computer Tub

A standard 5 gallon plastic storage container (led®) was modified to hold a
laptop functioning as the interface between the @@meras. A 1 inch hole was cut out
of each end of the tub allowing the camera basebdeo pass completely through. The
tub and rod were then mounted to the ceiling fangustandard hardware as shown in

Figure 10.

Digital Projector

A BenQ PB6200 Digital Projector was also mountedht® imaging platform as
seen in Figure 11. . The projector can act stipa-gird projector to aid in the selection
of edge points for image registration. The prajeatas added to provide for future
research into 3D image acquisition. A rectangplation of the base platform plywood
was removed to allow for variations in the projentorientation with respect to the scene

below. Lim [12] conjectures that by projectingadéel light planes onto a scene they
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Figure 9: Remote Laptop Computer Tub. Remote laptop tub and
|EEE 1394 firewire camerainterface. The modified ceiling fan isalso
shown attached to the base platform.

Figure 10: Basdline Camera Rod Mounts. U-clampswith spacer for
baselinecamerarod. Therod holdsthelaptop tub, laptop and |EEE
1394 fire wire camera interface.
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will appear as a set of broken straight lines i lewed images. Discontinuities along
these straight lines correspond to normal discarttes on the underlying surfaces and
the edge points can then be more easily extraciéd. mounting bracket for the projector
was attached in such a way to allow for rotationhef projector and better align its field
of projection to the scene below. All normal potge functions are available for use and

operation.

Figure11: Digital Projector. BenQ PB6200 projector mounted to the
vertical support. Cutout shown in the base platform allows for
adjustmentsto the projector field of transmission.

Calibration
Acquiring 3D images via a standard stereoscopitesaygproceeds through three
basic procedures: calibration, registration arat@ssing. During calibration, the normal

process of obtaining 3D images from 2D informathlmgins by aligning two or more
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images of a scene. Several different methods heterically been used in calibrating a
stereo camera systeifi3]. Usually one image will be the reference imagd the other
image will be matched pixel by pixel to the corr@sging points in the reference image.
By identifying the position of a known object iretheference image, the identities of the
remaining objects and their position and orientatrmanother image can be determined.
The cameras must be calibrated before the images bea matched in a stereo
combination. Reconstruction of the 3D structurem image requires solving equations
connecting the coordinates of a point in 3D spadfée coordinates of the corresponding
point in the image. The goal of camera calibrat®to recreate a perfect pinhole camera
with exactly the same parallel optical axes andlftength. In reality, most cameras are
imperfect due to lens distortion, uneven focal tegand misaligned optical axes.
Camera calibration determines the intrinsic andimsic parameters of the stereo system
which are used in compensating for their imperéewdi The intrinsic parameters correct
for lens distortion and uneven focal length whiie extrinsic parameters determine the
spatial offset of the two cameras, the stereo besahd any deviation from the parallel
optical axis. In other words, the intrinsic par&enge are the parameters necessary to link
the pixel coordinates of an image point with ther@gponding coordinates in the camera
reference frame and the extrinsic parameters &@ahnameters that define the position
and orientation of the camera reference frame vaipect to a known world reference
frame [14]. The intrinsic and extrinsic parametess then be used to adjust the camera
images into a standard position as seen by twoopgntameras with parallel optical axes.

The calibration approach described in the nexti@@es well known in stereo imaging
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practices. Table 3 defines the intrinsic and astd parameters and the associated
variables that were used. Figure 42ows an example of the physical relationship

between the world reference frame and the camé&eree frame.

Table3: Intrinsic and extrinsic calibration variables and their definitions.
Camera Calibration Parameters

Intrinsic Extrinsic
Parameters Definition Parameters Definition

f Focal length R 3 x 3 Rotation matrix
Sy Horizontal pixel size -|'-' 3-D Translation vector
Sy Vertical pixel size

Oy X-coord of image center

Oy Y-coord of image center

k Radial distortion coefficient

Camera Position

World Position

Figure12: CameratoWorld Coordinate Transformation. Point Pin
relation to the Camera (X¢, Y, Zc) and World (X, Yw, Zw) coordinate
frames.
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The calibration method chosen involves measuriegrttage coordinates
(u,v),i=1,2;-- N
Where u, = x-coordinate of the image plane
v, = y-coordinate of the image plane
of several well known 3D points:
(XY, Z),i=1,2;-- ,N
Then, we seek to solve a linear system of homogeaquations in 12 mutually

constrained unknownsy,, 0,, ¢;,:-, ¢,. One standard approach to solving homogeneous

equations is to set one of the unknowns as unitiytla@n solve the system of equations
for one less variable, followed by a suitable réaggorocess. These unknowns are

referred to in the P matrix below such that:

@ & & G 4 9 9 T
p= & & G |_| &% & % T 1)
&% G G G G O G T
0O 0 0 ¢ O 0 0 1
We can then form a set of linear equations:
G

|:XiYiZ1 00 Oo_uixi_qY_pZ:| O, :%{ij

0000X Y Z1-yX-VvY-vZ (2)

Gt
As previously stated, we set one of the variabtesmkto unity @,,). The other variables

can then be solved and allows us to exploit thesttamts to estimate the scale factor.
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In this case, the scale factor is designated&sdand we have an equation of the form:

Aqg=b
Where

a=(A'A)" A'b.
The scale factog , can be determined from:
& :q§+C|120+ q121

Using this value o€ we compute:

A is a 2N x11 matrix andc is a 2N x1 vector. The intrinsic and extrinsic parameters
can now be extracted from this matfX. Further insight into the derivation [14] reveals

that:

G Gy G T| |G +tufy P oa bty
G By G Ty |_ aj, vV La bty
q3x q3y qu Tz r; E
0 0 0O 1 o : 1
f f
Where, a, =—, anday =
Au \Y}

defines the relationship between the focal lengtd pixel dimensions. A common
practice is to choose either the pixel dimensiorther focal length as a ground-truth

among the other ground-truths (namely the worlddioates of the control points). The
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terms: (u,,\,) represent the true optical center expressed inirttege coordinates
(digitized grid). The vector
t=(t,.t,.t,)
is the position of the camera in the true world rdomate system. Finallyr,,r, andr,
represent the direction cosines of they andz axes of the camera respectively. These
values can be extracted as follows:
r,:==q, andt, =T,

a,=|ryxqy|, and a, =|r;xq,|

Uy =ryeq,; and, v, =ry*q,

t, ::—(TX_UOE); and t, ?—(Ty_voti)

a, a,

It is important to note how the derivations weredeaa

First let:
XW r‘1>< r‘2>< r‘3>< X c T X
YW = I’lY r2Y r.3Y y c + TY
Zw r.lZ rZZ rl3Z z c TZ

where the columns,,r, andr,of the matrixR_ represent the direction cosines of the
X, Y, and Z axes of the camera coordinate systethTais the position of the camera
measured from the world coordinate system. Typictle matrixR_ and vectorT, are

known through information from the IMU and GPS madjvely. This equation is useful

in computing the coordinates of targets from thades but with additional constraints.
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Its dual form, however, is more useful for camesfibtation. The dual form is written

as:

where the vectar represents the location of the world-coordinatenaorigin, measured

with respect to the camera coordinate system. sThu

t=-R'T .

The previous equation can be expressed as a gingéetible) linear transformation of

the form:
X hx Ty Tz Ty X w
Ye — Ly Toy Tz T Y
Zc I’3X r3Y r32 t z Z w

The perspective projection of the overall systets ls conclude that:

X X+ Y+ 10,2+

and M - Fox Xi + 1o Y + 15,2, +ty
Z L Xt Yttt Z Xt Yttt

These two equations can be solved numerically atifleast 6 corresponding image point

pairs.
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First, we introduce a normalized retinal plane (ffeg13), called theiv-plane such that:

X u

u
v | suggestingm—=—=—=—
X 'y z s

<
i
| <
-
'—\

z f

where“s” is an unknown scale factor corresponding to treceslistance of the object

from the camera.

Figure 13: Measured pixel coordinatesin theimage plane.

Note that all values o > 0, since the depth information is lost and the retpiahe is in

front of the lens at (z = f), whereas the exact Q@d&ne is at (z = -f).
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Then,

The plane [u,v,T]instantiates that there is another plane parail¢he image plane and
the retinal plane, however this time with z = Jet the image grid be on this plane. Now,

we define:

u=(m - uy)a,
and

v=(m - )4,
where (u,,V,) is the optical center on the z = 1 plane doglv,) is the location of the

same optical center on the image grid measured ixelsp and is subsequently

dimensionless (Figure 14).

Figure 14: Planesinvolved in deriving the calibration model.
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If we substitutek, =A_*, andk,=A_", then,

Where,

Then,

Thus,

o O B

0O wilk O Ofu k O
1 w0 k, O]fv|=] 0 k
0 1|0 O 0 O
1
A =— pixel width
ku
1
A, =— pixel height
kV
r, =Au  x-coord of optical cente
r =Av_  y-coord of optical cente
m, k 0 uyi|/ f O O
mi|=|0 k w|/O0O f O]y
1 O 0 10 O z
0 Lb f 0 O _rlx rlY IFlZ
K, \6 0 f O r2X r2Y rZZ
r3X r?>Y rBZ
0O 1|10 O
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Given a point(X,,Y,, Z,)and its observed locatiofm,, m) on the image plane
(Figure 14), we could then write:

mo o_.m __1

t Tt t
qp X+014 dpX+0ps 03X+ 03y

= A, forsomed > (

The above description shows the manner in whictagu (1) is derived. The optical

center(u,,V,) is measured in pixel coordinates. Th(s,, v,) is a dimensionless pair of

numbers indicating its position in the grid. Figut5 shows the inertial frame of a
vehicle and the associated world-based measuremehypically, you only need the
heading and pitch; however, in reality you alsodeell so the analytical process

continues.

Y
[ 82y
HEADING X

Figure 15: Inertial frame of an aircraft and the associated world
coor dinates.

For example in Figure 16, the derivation is basagt on heading and pitch.
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Figure 16: A pair of primary relationships between frames.
Step 1. Compute the earth-fixed coordinates oés@wvell-known points on the area to

be surveyed. This would require choosing an anyitoaigin (could be a land mark point)

and at least five other points. Let these be:

(X.,Y,Z),i=1,2;--,N

Step 2: Using some interactive procedure, inclydine possible use of an image

processing toolbox (in our case the Camera Caidratoolbox for Matlab [15]), we

next locate the image coordinates of these coptimits in the image. Let these be:

(u,v),i=1,2,3;-- N
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Step 3: Form &N x11 matrixA and a2N %1 vectorc such that:

X, Y, Z 1 0 0 0 0 -yX -yY -uZ] Y

0 0 0 0 X, Y 4 1 -v¥yX -vyY -v4 y

X, , 41 0 0 0 0 -uX -yY -uyzg Y
A= 0 0 0 0 X, ¥, Z 1 -%vX -4y -yz|, ant=| vy

Xx W 41 0 0 0 0 -yX -4YX ~W4% Uy

L0 0 0 0 Xy N 4 1 %X %Y Y4 [ Vi
Step 4: Compute:

q=(A'A)" A

Or
a=(A'AA)"AlAC
where, A defines the confidence of each observation by azepa weight.

Step 5: Computed from 0 using the scalag such that,

&G +q,+ =L and &q,=1.
Step 6: Compute and verify i + o + ¢ =1 and if o2 +Z+ ¢ =1. If this holds true,
then we can safely conclude that the image pix@ledisions are equal to unity and the

optical center is exactly at the grid center ofithage. However, this is seldom the case

and we move on to Step 7.
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Step 7: Compute:

e ry;:=q, andt, =T,
- a,=|r;xq,, and a, =|r;xq,|. Note: g =1 and,a,=
X 3 ™Myl y 37 H2 u AX’ LY A,

* U,:=ryeq, and y=r,*q, where(r,=u,/A,7,=v,/A)=(r,T )arethe
locations of the optical center of the camera.

» Construct the matrixR :[rl,rz,r3] from the 3x1 vectors,,r, andr,

 ComputeT, =-R_t,
Step 8: Repeat Step 7 for each camera.
Step 9: At this point, we distinguish between tedicle frame coordinate system, the

world earth-fixed coordinate system and the cancemdinate system. ThBR matrix

computed in Step 6 is a product of two matriceR}5;, (R - =R, in which the former
matrix is known through the IMU, and the latter mats intrinsic to how the camera has
been fitted on the vehicle frame. Thus, compute:
—_p1
I]32<:|F - RF|WRC|W
and
Tc|F = Rl_::kw(-l-c|w_-|_F|w)

where T, is the onboard GPS reading — indicating the pasitb the vehicle frame

origin with respect to the IMU. The valueR . and T . are intrinsic to each camera.

They depend on the relative orientation and pasibibeach camera to the vehicle frame.
In general, the GPS and IMU positioning solutionswdd be kept closer together. If not,

the homogeneous transformations are likely to bengrto anisotropic errors in
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displacements and locations of targets with resfrethe platform. Also, note that the

optical center(u,,Vv,) and its equivalent image-grid-locatidm,,7,) are intrinsic to the

camera once a lens has been fitted and are mositigerto changes when using an
auto-focus and/or an auto-aperture system. Radtdrtions have not been considered

and would involve a more elaborate interpretatibrgo

Videre Camera Calibration

The camera calibration of the Videre stereo sysiglized a typical stereo pair of
CCD cameras setup for capturing and processingvidages. A video capture board or
frame grabber then digitized the video streams th#® main memory of the remote
laptop computer located in the laptop tub (Figuye Bhis experimental setup used the
Small Vision System (SVS) program from SRI Interoa&l [11] as the graphic user
interface (GUI) during the image capture proce$ben, using the Camera Calibration
Toolbox for Matlab functions [15], stereo pairs wareated between the left and right
cameras and used as input arguments into the Matldb for the camera calibration.
Once calibration was complete, the input argumeats be used to further process the
images as defined by a particular user. The methaden for this calibration analysis,
however, utilizes a unique setup. A common prooedor camera calibration involves
viewing a planar calibration target from severdfedent orientations while a pair of
stereo cameras remains stationary. Conversethjsrcalibration, the stereo pair will be
rotating and capturing images as it is moves thndd@0 degrees while suspended above

a large checkerboard pattern as shown in Figure 17.
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Figure 17: Calibration Checkerboard. Top leftisthe X & Y origin
Camera center of rotation is shown.

The checkerboard overall dimensions are approxiyndte 4.5 feet. The exact overall
dimensions are irrelevant to the camera calibratmwever, the exact pixel dimensions
(in mm) of each checkerboard square are very ilmpbih determining the intrinsic and
extrinsic parameters of the stereo pair. Figursl@vs the dimensions of each square to

be 2.125 inches or 53.95 mm.

Figure 18: Calibration Checkerboard Dimensions. Squaresare
53.975 mm x 53.975 mm on each side.
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Other important characteristics of the calibratstup were previously listed in Table 2.
The following analysis represents the calibratioocpdure used with the stereo cameras
for both the 10 ft baseline and the 8 ft baseliakhough only the 10 ft baseline
calibration process will be discussed. A comptigtailed list of the calibration steps can
be found in the Camera Calibration Toolbox for Mhtprogram [15]. First, the images
were separated into 2 groups: left camera caldramnages and right camera calibration
images. Each set of left and right images werécded separately and were then
combined for a stereo pair calibration. Next tmages were loaded into the memory of
a PC by defining a base name and image format &pitm our case). Once loaded, a

complete set of left and right calibration images produced as shown in Figure 19

and 20.
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Figure19: Left Calibration Images. 10 ft baseline calibration images.
Cameras rotated through a 360 degreecircle.
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Figure 20: Right Calibration Images. 10 ft baseline calibration
images. Camerasrotated through a 360 degreecircle.

Next, the overall grid corners were selected faheaf the left and right images. As seen
in Figure 19 and 20, not all checkerboard squarewigible in each image. Therefore, a
calibration pattern had to be selected that woddigible in all calibration images. A
window search size of 11 x 11 pixels was used touaby select four corner points from
each image to define the largest commonly viewabbckerboard pattern. The selected
corner points are shown in Figure 21. The largegr‘O” in each image’s upper left
corner represents the selected origin. The greandY axes are also displayed. After
the outermost corner points were defined, an auionsaunting mechanism (or manual
selection if desired) will count the number of sgasawithin the defined parameters once
the specific square size is defined. In this casach square has a size of

53.95 mm x 53.95 mm.
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Figure21: Calibration Corner Points (left and right cameras). 10 ft
baseline manually selected corner points. X & Y axesand origin (all
in green) are shown on the checkerboard. Pixel dimensions are shown
on theoutside X & Y axes (640 x 480).
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Figure 22: Prediction of entire checkerboard corner points
(left camera). 10 ft baseline computer generated corner points.
Red crosses should be close to corner points.
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Figure 23: Prediction of entire checkerboard corner points
(Right camera). 10 ft baseline computer generated corner
points. Red crosses should be closeto corner points.

The program will then predict where each of thegmaorners are for each square within

the user defined pattern as shown in the left imeageright images in Figures 22 and 23,

respectively. The option now exists to accept ghagram generated corner points (if

they are close to the actual image corners) omr entistortion factor to account for the

radial distortion of the images. In this case torner points selected in Figure 22 and

23 are close to the actual image corners and tgrgm generated each corner point to

an accuracy of about 0.1 pixels [15] for each imagighown in Figures 24 and 25. After

the corner extraction was completed for each imtgeintrinsic and extrinsic parameters

were calculated and the results are shown in tiseilRBeand Conclusions section of this

thesis (Chapter 4).
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Figure 24. Extracted corner points (left camera). 10 ft baseline
computer generated corner points. Corner pointsare accurateto
approximately 0.1 pixels[15].
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Figure 25: Extracted corner points (Right camera). 10 ft baseline
computer generated corner points. Corner pointsare accurateto
approximately 0.1 pixels[15].
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Registration

Once the cameras were calibrated a mock scenereated to simulate an urban
environment and capture a robust set of imageshwtoelld also be used as an analysis
tool for verifying the accuracy of imaging algontk in future work. Figure 26hows
the objects to be used in the scene and Table Wsskeach object’s dimensions and
orientation in relation to the origin of the X & dbordinate system visible in the top left
corner of each image. Objects of different sizmpes and orientations were selected
for the imaging process which were in high contraish the black background. The data
in Table 4 is the “ground-truth” data (described tile Research Objectives) for
verification of the depth information in future vikoduring the image registration process.
Figure 27 shows the setup of the objects withinrtieek scene. A healthy set of 1600
images (2 x 400 each right and left cameras) weentat the 10 ft baseline and another
1600 images (2 x 400 each right and left camernash)ea8 ft baseline. The 10 ft baseline
images were taken with a 640 x 480 resolution &ed8ft baseline images were taken
with a 320 x 240 resolution to allow for a moreatise image set to analyze. Figure 28
shows a captured left and right pair of mock sdereges at the 10 ft baseline and Figure
29 shows a pair of images captured at the 8 ftlimeseBy knowing the coordinates of
each object with respect to the origin and eackaly dimensions (ground-truth data), a
relationship can be made as to the accuracy okpla¢ial dimensions (2D dimensions

plus depth) extracted from the image registratiath processing of the mock scene.
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Figure 26: Mock Scene Objects. Objects of various sizes and

shapeswith known dimensions. Objectswill serve as ground-truth
data points.

Table4: Mock Scene Object Parameters. Data will serve as
ground-truth information for verification of the algorithm accuracy

from the acquired imaging infor mation.

Object Parameters (mm)

Orientation to Origin

Object Length Width Depth X (mm) Y (mm)
Box #3 406.400 304.800 203.200| 5483.860 | 21653.183
Green Car 76.200 25.400 19.050] 2822.575 | 10725.785
Box #2 241.300 152.400 101.600] 8225.790 | 12096.750
Yellow Car 63.500 31.750 19.050f 11209.655| 5161.280
White Car 82.550 31.750 25.400] 14435.455| 19677.380
Sphere 139.700 0.000 0.000] 15645.130| 12379.008
Cone 304.800 101.600 0.000| 17580.610| 4435.475
Box #1 292.100 222.250 107.950] 20241.895 | 19032.220
Birdhouse 209.550 152.400 177.800] 22822.535| 10161.270
Red Car 69.850 31.750 12.700| 22419.310 | 6612.890
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Figure 27: Mock Scene Objects. Objects shown with various
orientationstothe X and Y origin (upper left corner) in high contrast
with the black background. Overhead view (left image) and a 3D

per spective (right image).

Figure 28: Mock Scene Images (left and right cameras). 10 ft
baseline at 640 x 480 resolution. Imagestaken at 3.75 fpsthrough a

360 degreerotation. 800 pairs of images captured.
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Figure29: Mock Scene Images (left and right cameras). 8 ft baseline
at 320 x 240 resolution. Imagestaken at 3.75 fpsthrough a 360 degree
rotation. 400 pairs of images captured.

Chapter Summary

A brief description of the facility used with thenall-scale imaging platform is
defined. The components of the platform are alsaracterized in greater detail and
several images were provided which show the indi@iccomponent characteristics and
the overall design at completion. Next, the thewirghe imaging platform operation is
outlined, demonstrated and discussed. An explamaif the calibration mathematics,
process and the associated parameters were presentelisplayed. An overview of the
image registration process and the applicabilityd amportance in verifying the

ground-truth data acquired from real-world platferim shown.

a7



Results and Discussion

Overview

An explanation of the Matlab code [15] used anel tbsults are shown for the
calibration of both the 8 ft and 10 ft baselinen ildterpretation of image registration is
given as well as a more narrow focus on the typemalge registration required for the
validation of data from airborne imaging platform&he need for a small-scale imaging

platform for valuable data collection and analygi be demonstrated.

Calibration

The two steps used in the calibration process whign Camera Calibration
Toolbox for Matlab [15]are initialization and nonlinear optimization. Haing lens
distortion, the initialization process computesl@sed form solution for the calibration
parameters, while the nonlinear optimization mizies the total reprojection error over
all of the calibration parameters. The calibratmarameters used are described in the
Camera Calibration Toolbox for Matlab [15]. The ftObaseline calibration process
converged to within 3/1000 of a pixel (2D) withinirations and the 8 ft baseline
calibration converged to within 3/1000 of a pix2D| in 4 iterations. The results of the

calibration parameters of each baseline are shawrages 49 and 50.
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10 ft Baseline — Left Camera

Calibration results after optimization (with uneenties):

Focal Length:

Principal point:

Skew:

Distortion:

Pixel error:

fc =[1823.50410 139439]+[97.47758 29.97083]
cc =[319.50000 239.50Q& [ 0.00000 0.00000 ]
alpha_c =[0.00000]£[0.00000 ] amgle of pixel axes =
90.00000 = 0.00000 degrees
kc =[-1.03345 5.36270 -0.0157-0.00210 0.00000 ]
+[0.10726 3.43103 0.00141 0.002200000 ]

err =[0.39710 0.41444 ]

10 ft Baseline — Right Camera

Calibration results after optimization (with uneenties):

Focal Length:

Principal point:

Skew:

Distortion:

Pixel error:

fc =[1730.65149 1221 (BT +[151.98471 49.31769 ]
cc =[656.19070 261.394% [ 0.00000 0.00000 ]
alpha ¢ =[0.00000]£[0.000] => angle of pixel axes =
90.00000 + 0.00@fegrees
kc =[-0.47011 7@875 -0.02006 -0.09979 0.00000 ]
+[0.04770.38888 0.00157 0.00589 0.00000 ]

err =[0.42156 0.38355 ]
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8 ft Baseline — Left Camera

Calibration results after optimization (with unenties):

Focal Length: fc =[1195.24826 7949488 +[ 140.06847 33.04137 ]
Principal point: cc =[159.50000 119.50QG:[ 0.00000 0.00000 ]
Skew: alpha ¢ =[0.00000]£[0.000] => angle of pixel axes =

90.00000 = 0.00000 degrees
Distortion: kc =[-1.23510 17.8493%.02496 0.01252 0.00000 ]
+[0.23437 14.02673 0.00209 0.0031@0000 ]

Pixel error: err =[0.22021 0.19861 ]

8 ft Baseline — Right Camera

Calibration results after optimization (with unenties):

Focal Length: fc =[1150.04832 857.B27+[83.82160 23.21282]
Principal point: cc =[159.50000 119.50QG:[ 0.00000 0.00000 ]
Skew: alpha ¢ =[0.00000] +[0.000] => angle of pixel axes =

90.00000 * 0.00000 degrees
Distortion: kc =[-1.20554 10.5427®.02945 0.03526 0.00000 ]
+[0.21396 12.15550 0.00282 0.004BB0000 ]

Pixel error: err =[ 0.20286 0.19415 ]
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Registration

Image registration is the important task of transfng different sets of data,
taken at different times, from different viewpointey different sensors into one
coordinate system and is a crucial step in all-posfging analysis techniques. The past
few decades have flourished with many new developsn® image registration and the
growth of image acquisition devices. In just thst ten years, the Institute of Scientific
Information reports that over 1000 papers have hmdished in the topic of image
registration [16]. Most methods of image registraf17] are commonly separated into
two main registration classes:

a) Feature-based

b) Area-based
The two main registration classes are described Zipva [16] as follows:

Feature-based methods first focus on tleteof objects within the image that are

easily discernable and detectable in both imadéajor surface or terrain objects make
excellent features for extraction (forests, lal@mstlines, rivers etc). Once the features
are detected the next step in the registration ga®¢s to match the various common
points between the separate images.

Area-based methods of image registration are mamearned with the
featurematchingstep, rather than first detecting certain detafisin the featurbased
method. Without detecting the specific featureannmage, the area-based method uses
“window” type segments of an image, or even anrenthage, to match areas, regions or

illumination and intensities which are similar hretimages.
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In general, 2D registration refers to relating tdifferent stereo images in some
manner which correlates both images to the samedicate system, while 3D recovery
refers to extracting the 3D information from videwages which are essentially 2D. The
‘recovery’ portion is of the extraction of the dephformation which was lost in the
image processing of 2D images. 2D to 3D regisiratefers to taking a 2D image (with
the loss of depth) and matching it against a kn@Bnscene and extracting the 3D
information of objects in the scene, which may Imate been in the original scene model.
A good example of 2D to 3D registration would be smirveillance images from a
downtown area where the model usually includesdmgs and terrain information

without the pedestrians, vehicles and other dynawbiects. The chief task in video

surveillance includes:
1) 2D registration over time.

2) Forming incremental 3D recovery solutions fr@M registration and stereo

analysis.

3) 3D registration of the imprecise, incrementad gartial 3D data over time so

as to build a useful 3D model of the scene.

4) Using one or more 2D images as they becoméadaiand partially mapping
each against the 3D model to help undersasadanalyze the 3D dynamics of

the underlying 3D scene.
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This thesis specifically defines image registrates the mapping of the same
points between two or more 2D images and relativg information to a known 3D
scene (the mock scene setup). The mock scene lsasughe “ground-truth” data built in
since all of the objects have known dimensionslescatation and position. Similarly,
the image registration used in Angel Fire relates distinct features of 2D images to
those features of a known 3D or reference scemécély DTED or GIS data) as shown
in Figure 30. The challenge in image registrat@mains to overcome the loss of depth
information inevitably found in optical imaging $gms. The design of a low cost
imaging platform with which to more rigorously sjuthese challenges is essential and
can quickly provide a variety of image sets to ymal Therefore, the proposed
small-scale imaging platform could provide valualrsight and allow for a better
analysis of the accuracy of the image data requirgdProject Angel Fire or other

airborne platforms with similar imaging profiles.

2D Image

DTED or GI< 3D Mode

Images provided by Blasch [18]

Figure 30: 3D Model Creation. 3D model created from the
combination of 2D images and geographic reference infor mation.
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Chapter Summary

Several methods of calibration and registration @railable for use in stereo
image processing. The method used in this caldoradnd the associated results of the
basic calibration parameters are shown. Imagestragion is explained in theory, but is
left up to the user to manipulate and registeritiegges from the data sets collected. The
choice of registration algorithms are dependenttloe user requirements and the

accomplishment of registration is beyond the sadphis thesis.

54



V. Conclusions and Recommendations

Conclusions

The investigation and analytical evidence providadthis thesis show the
significance for gathering rich data sets which t@nused in the verification of the
accuracy of imaging data received from an airb@mereillance platform. One of the
discrepancies in verifying the accuracy of inforimatfrom airborne imaging platforms is
the lack of ground-truth data. The difficulties s&ridue to the cost of surveying and
controlling a vast area, as well as the presen@m afevitable source of error in the GPS
or INS data. It is also difficult to find a largeimber of easily detectable landmarks used
to self localize each camera. The inaccuracieduatker compounded by the dynamic
changes in camera orientation with respect to iteeadt frame, as it flies above the areas
of interest in a circular pattern. The small-sdalaging platform could be used to study
these complex issues. The small-scale platformulgites an airborne surveillance
platform by capturing images in a 360 degree ciirden above a known created or mock
scene. The platform is not rigidly fixed and caplicate some of the flight variations,
namely pitch and yaw, that an airborne platform reagerience during a surveillance
sortie while capturing images. Most importantlge tmock scene contains objects of
known dimensions and orientation which can be uasdthe ground-truth data for
verification of imaging algorithms. Acquisition ¢is kind of ground-truth verification
data is hard to obtain with current airborne imggaystems in areas where the objects

being viewed are unknown or where there isn’t afD or GIS information.
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The outlined research objectives of this invesiiga were successfully
accomplished. The entire project was completedufater $250.00 and meets all of the
research objectives outlined in the introduction.

A) (Objective) Modular — Hardware and software comgnts of the system

should be easily obtainable and allow for fsweconfiguration during
operation.
(Objective met) — All components consist ofncoon items found in any retail
or hardware store and can be reconfigured avitlariety of options due to the
implementation of the IEEE 1394 (fire wirendaremote laptop computer
interface.

B) (Objective) Scalable — System operating parameind configuration should
be employable at various facilities withootanajor modifications.

(Objective met) — The entire system can be quidibassembled (camera rod
is the only item which needs to be removed for eddeansport) and moved
to various facilities which offer any type of riggg for a hanging
structure — to include hoists, hard hanging pomtshooks as long as the
baseline camera rod has the clearance for rotation.

C) (Objective) Integration — Should abide by catrECC rules and regulations.
Common electrical and computer outlets shoelditilized.

(Objective met) — No FCC violations are present aat associated

components operate from common electrical and coenploutlets.
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D) (Objective) Low Cost — Should use ooencial off-the-shelf (COTS)
materials.
(Objective met) — Project designed for und250.00 and all components are
standard off-the-shelf (COTS)dveare.

E) (Objective) Low Maintenance — Design shouldwllfor infrequent, quick
repairs.
(Objective met) — Once the setup was commetg minor adjustments

needed to be made. No repairs were reqdinedg data collection.

Recommendations

While the small-scale imaging platform proved iultb obtain a robust set of
images from a simulated airborne platform, severadlifications and fine-tuning could
be made to enhance the value of the system forefutork.

First, the conditions under which the platform i@gpes could be modified. The
images were obtained at a particular winch-limibedght of 6.5 feet; however, other
facilities may offer different hanging fixtures vehi might facilitate greater platform
heights. Increasing the height of the imagingfptat will increase the field of view for
the stereo cameras and allow for a larger sceri toreated on the ground. A larger
scene on the ground will allow for more objectdéoplaced in the scene and an increase
in the data points to be collected for analysis.

Various lighting conditions could also be exploredAn investigation into how
lighting affects object recognition and the accyrad object position data could be
accomplished. In addition, experimenting with eliint objects and their placement in a
scene may lead to finding weak spots in the imaggstration algorithms for further
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study. For instance, having one object partialbck out another object when the stereo
pair are at a particular location and seeing ifhbobjects could be detected and their
positions found.

Lastly, the digital projector could be used asipesyird projector to enhance the
object detection and registration of the viewednsce A simple Microsoft PowerPoint
slide with a grid-like transmission of lines onteetscene below could be used to study
and analyze its influence on the accuracy of th&tjpm data received from the stereo

pair.
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