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Abstract

Optical turbulence profiles normally come in only two forms, empirical profiles, such as Clear 1, and parametric models, such as Hufnagel-Valley 5/7. However, these turbulence models are tailored for specific locations and climatic conditions and are not suitable in all cases. The AFIT Center for Directed Energy developed the High Energy Laser End-to-End Operational Simulation (HELEEOS) Climatological $C_n^2$ optical turbulence model to compensate for this shortcoming in the empirical models. The Climatological $C_n^2$ profiles in HELEEOS allow for individual optical turbulence forecasts based on the probabilistic site climatology for sites located in the desert and mid-latitude climates. Combining the climatological record with a forecast of the strength of optical turbulence results in the Climatological $C_n^2$ profiles described in this thesis.

Comparisons of the HELEEOS probabilistic Climatological $C_n^2$ profiles are made to thermosonde data collected from several worldwide sites. Data are collected for three desert and six mid-latitude sites corresponding to the ExPERT locations found in HELEEOS. Path-integrated values of the optical turbulences are calculated and compared at three distinct altitudes.

A Design of Experiments (DOE) factorial design matrix is used to establish statistical equivalence between the forecasted strength of the HELEEOS Climatological $C_n^2$ path-integrated turbulence values and the measured thermosonde dataset. The HELEEOS and thermosonde datasets are shown to be statistically equivalent for the HELEEOS Mode turbulence profiles with a 500 m boundary layer. The profiles are shown to be accurate representations of the observed optical turbulence field. Confidence intervals, to within 80% confidence, are established for all HELEEOS Desert and Mid-latitude sites. These deterministic values provide the basis for future efforts to characterize the optical turbulence in mid-tropospheric HEL applications.
In addition, wave-optics simulations are used to determine the suitability of the HELEEOS Climatological $C_n^2$ as an input turbulence model. Results show that the HELEEOS Climatological $C_n^2$ turbulence models consistently provide improved performance in the long term spot size of a propagated HEL beam over currently available optical turbulence models. In the case of the ABL standard, 2 x Clear 1, HELEEOS routinely outperforms the standard in all simulations, providing a 17% improvement in spot size.
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I. Introduction

1.1 Problem Significance

Developing a technique for accurately forecasting optical turbulence has long been a concern in high energy laser (HEL) applications. Atmospheric optical turbulence produces adverse results on HEL propagation and the available energy delivered on a distant target. Early HEL tests with CO\textsubscript{2} lasers noted these energy-depleting impacts, and these same effects still resonate today with the next generation of high energy lasers, the Chemical Oxygen Iodine Laser or COIL. After the first Gulf War, a new requirement surfaced to develop and deploy a laser weapon system capable of destroying an enemy missile during a launch phase. However, this meant developing a greater understanding of the impacts of the atmosphere on a propagated laser beam.

Profiles of atmospheric optical turbulence emerged from studies conducted in the 70s and 80s, and these are the standards still today. However, there are inherent limitations with these profiles, particularly when applying them on a global scale. The original measurements used to empirically derive these profiles originated in desert and maritime climates. Even though these standards are in widespread and in even global use, they arose from data collected in very specific climates with homogeneous characteristics. As a result, the usefulness of each profile is limited to atmospheric regimes matching those of the original test site.

In an effort to improve upon these profiles, AFIT’s Center for Directed Energy (CDE) developed a novel technique for forecasting optical turbulence based on probabilistic climatology. This unique new feature is part of the High Energy Laser End-to-End Operational Simulation (HELEEOS) software package. Its uniqueness stems from its ability to correlate optical turbulences to corresponding percentiles of
temperature and relative humidity at many worldwide sites. The optical turbulence values correlated to the relative humidity percentiles are the basis for the vertical optical turbulence profiles in the most dynamic layer of the atmosphere, the layer from the earth’s surface to approximately 5k ft above ground level, known as the boundary layer. The climatological record is the most reliable long term metric for the weather at a site, and HELEEOS computes individual optical turbulence profiles by capitalizing on this extensive seasonal weather data. This is quite unique to the software, and is a method that has not been attempted elsewhere.

Past studies [8] showed that the HELEEOS climatology-based $C_n^2$ profiles qualitatively compare well with the empirical standards. However, no quantitative analysis on the confidence of these profiles currently exists. This research effort develops a practical user level of confidence in these profiles.

1.2 Introduction to High Energy Lasers

The age of the laser began in 1961. [22] It is often opined that the laser was a solution in search of a problem. The laser quickly found utility in a wide range of applications such as communications, data storage and retrieval, and an ever-popular desire as a lethal weapon system. Vast resources of time and money have been invested in developing and deploying a battlefield directed energy weapon. The Airborne Laser (ABL) is just such a platform, projected to deliver destructive firepower to destroy enemy missiles during the boost phase of a flight. The ABL is a mega-Watt class chemical oxygen-iodine laser (COIL) integrated aboard a Boeing 747 aircraft and designed to provide the needed lethality to rupture an enemy missile’s fuel or oxidizer tanks [20, 21]. Figure 1.1 shows the USAF’s recently delivered ABL.

The tactical equivalent of the ABL is the Advanced Tactical Laser (ATL), currently in the Advanced Concept Technology Demonstration (ACTD) acquisition phase. This COIL laser is integrated into a C-130 Special Operations aircraft and is intended to provide precise directed energy for battlefield and urban operations. [3, 6]
Figure 1.1: Airborne Laser. The COIL integrated into the Boeing 747 provides the needed firepower to destroy enemy missiles in the boost phase. The ABL is designed to operate at high-altitudes over a designated battlefield near missile launch areas. The turret at the front of the aircraft accurately focuses the laser beam and provides the needed atmospheric compensation. Courtesy of Boeing Corporation, photo credit: USAF Photo by Jim Shryne. http://www.boeing.com/defense-space/military/abl/

Its primary application is destruction of ground-based targets from a mid-tropospheric orbit. Figure 1.2 shows the proposed design and application of this high-energy laser.

According to the Government Accountability Office (GAO), atmospheric compensation for the airborne laser is a critical program risk element. The deficiencies in atmospheric compensation arise from jitter control of the laser beam, that is, providing the lethality to a stable, fixed location on the missile or target on the ground. [20, 21]. Atmospheric compensation is the one of the least mature technologies for these programs [20, 21], and is considered critical to program completion. Therefore, knowledge and understanding of the atmospheric medium is cornerstone to successful employment of these HELs.

1.3 Introduction to Optical Turbulence

Lethal application of directed energy firepower through a volume of the atmosphere requires extensive knowledge of the effects of the atmosphere on the propa-

gating laser beam. A laser beam propagating through the atmosphere encounters random temperature differentials that create atmospheric density fluctuations and, in turn, induce random changes in the atmospheric index of refraction. These random fluctuations in the index of refraction, known as optical turbulence, along the path of the laser beam create phase errors on the propagating wavefront. Atmospheric turbulence affects the optical and infrared wavelengths, and is critically important to applications such as the ABL and ATL. Optical turbulence induces adverse beam effects such as beam spread, beam wander and jitter, and scintillation. All of these result in beam degradation beyond the diffraction limit and loss of power on the target, and if severe enough can significantly reduce the lethality of the weapon system.

The primary indicator of the strength of optical turbulence is the index of refraction structure constant, $C_n^2$. This index is measured in units of m$^{-2/3}$ and is often on the order of $10^{-13}$ m$^{-2/3}$ or less. Since the late 1970s, several optical turbulence profiles have emerged as standards, based on empirical measurements of $C_n^2$ values throughout the atmosphere. $C_n^2$ is a function of altitude; the turbulence is strongest near the surface of the earth, and generally decreases with increasing altitude. It also
increases aloft near locations of distinct atmospheric phenomena such as jet streams or the vertical extent of frontal airmasses where strong temperature differentials exist.

For a laser beam propagating through the atmosphere at a zero zenith angle, the turbulence along the path is similar to that predicted by these empirical turbulence standard profiles. For a propagation path at some angle $\zeta$, the $C_n^2$ value along the path becomes a function of $\cos(\zeta)$. A beam traversing a slant path a distance from zenith encounters a greater volume of optical turbulence along the propagation path than along a zero zenith angle. As a result, the path integrated $C_n^2$ value must take into account the slant angle and slant range. Any factor depending on the path integrated $C_n^2$ value must also assume an angular dependence on the optical turbulence. This concept has added significance for ATL applications where the propagation path is always a slant path from an orbit to ground based targets. The greater the slant range, the more degradation caused by the turbulence.

It is generally accepted that a path-integrated value of $C_n^2$ is a truer measure of the strength of optical turbulence than a single point value of $C_n^2$. Constant values of $C_n^2$ relate only to horizontal propagation paths. For any vertical path, the best measure of the overall strength of the turbulence field is the path-integrated sum of the turbulence along that path. It is dependent on the distance traveled through the vertical column of the atmosphere and the vertical depth of the differential layers. However, propagation distance is not the only factor in assessing the strength of the optical turbulence field. The location of the greatest turbulence along the optical path is also a significant factor. Strong turbulence located close to the aperture induces stronger turbulence effects than turbulence located close to the target. If the strongest turbulence is located closest to the aperture, at the initial point of the propagation path, the overall effect is a loss of spatial coherence resulting in large amplitude variations in the beam. If the strongest turbulence is located near the target, the result is still a loss of spatial coherence, but not as pronounced as that nearest the aperture. However, pockets of increased turbulence throughout the vertical slant path cause additional losses in the beam energy and often severely degrade the beam. For
a platform such as the ATL, this is very important since optical turbulence acts to reduce the total energy per unit area on the target and degrade the lethality and performance of the laser weapon system.

1.4 Problem Statement

HELEEOS is a parametric one-on-one engagement level software model. It was developed by the AFIT Center for Directed Energy and sponsored by the High Energy Laser Joint Technology Office (JTO). [4] It incorporates scaling laws tied to respected wave optics code for laser beam propagation, and is capable of integrating all significant degradation effects such as thermal blooming, aerosol and molecular absorption and scattering, and optical turbulence into its calculations. The strong point of HELEEOS is that it enables the user to evaluate the uncertainty in low-altitude HEL engagements due to all major clear-air atmospheric phenomena. Figure 1.3 shows the HELEEOS main graphical user interface. The user defines the engagement scenario within the Atmosphere, Geometry, Target and Laser System Mission Parameters menus.

A computational feature unique to HELEEOS is the climatology-based optical turbulence prediction, referred to as Climatological $C_n^2$ hereafter in this thesis. Gravely showed these climatological profiles are qualitatively equivalent by comparison to both empirical models and simulation models of $C_n^2$ profiles. [8] This makes it well suited as a forecasting aid in electro-optical and infrared (EO/IR) mission planning and execution. A field analysis tool is currently not available to predict the strength of optical turbulence at most worldwide locations, but HELEEOS has the potential to fill this void by predicting optical turbulence based on the climatological record of surface and upper air environmental parameters. These Climatological $C_n^2$ profiles, currently available for only Mid-latitude and Desert locations, are based on a limited set of measured turbulence data. HELEEOS currently has no capability to produce Climatological $C_n^2$ profiles for tropical or arctic climates.
Figure 1.3: HELEEOS Graphical User Interface.

HELEEOS is a capable optical turbulence forecasting tool, but is lacking a quantitative assessment of the path-integrated Climatological $C_n^2$ predictions. This research effort aims to bridge that gap by developing confidence bounds for the Climatological $C_n^2$ HELEEOS profiles based on path-integrated comparisons with actual thermosonde $C_n^2$ measurements from a variety of worldwide locations. The Climatological $C_n^2$ profiles combined with intervals to within 80% confidence can then be utilized as a forecast decision aid both by researchers as well as combat-ready units utilizing EO/IR weapons.
1.5 Research Goals

The primary goals of this research are threefold. First is to quantitatively assess HELEEOS's performance against measured optical turbulence data. The second goal is to establish confidence bounds of the path-integrated HELEEOS climatological $C_n^2$ profiles, to within 80% confidence. Gravley showed that HELEEOS Climatological $C_n^2$ profiles qualitatively recreate measured $C_n^2$ profiles. However, this research aims to go another step further and assess the statistical equivalence of the path-integrated HELEEOS Climatological $C_n^2$ profiles to measured thermosonde data and to establish confidence bounds on the HELEEOS values to within 80% confidence. This is done with a rigorous application of the statistical analysis technique known as Design of Experiments. Until now, no measures of statistical equivalency have existed for the HELEEOS Climatological $C_n^2$ profiles, and this research effort aims to quantify, through deterministic values, this equivalence to within 80% confidence. Finally, this research effort gauges the performance of the HELEEOS Climatological $C_n^2$ turbulence model against models recognized as the industry standards. The Climatological $C_n^2$ turbulence model and the empirical models both serve as the input turbulence models in wave optics simulations, and HELEEOS's performance versus the standard profiles is assessed through several wave optics simulation scenarios.

1.6 Organizational Overview

Chapter 2 is a thorough literature review of pertinent topics necessary to the fundamental understanding of optical turbulence. In addition, Chapter 2 presents a more comprehensive look at HELEEOS and discusses in detail the methodology behind the Climatological $C_n^2$ profiles. Finally, Chapter 2 develops the foundational knowledge for the powerful statistical analysis model known as Design of Experiments (DOE), which is the test approach used to quantify the confidence in the HELEEOS path-integrated Climatological $C_n^2$ values. Chapter 3 outlines the test methodology of this research effort for both the thermosonde data and the HELEEOS data. Specific test locations are presented in Chapter 3 as well. In addition, Chapter 3 also develops
the DOE test design matrix for all causal factors in the test. Chapter 4 presents the results of the DOE analysis effort for both transformed test data as well as the untransformed test data. Data are presented both as composite and as site-specific results. Wave optic simulations comprise the remainder of Chapter 4, with discussion of the wave optics simulations and the parameters used in the simulations. Long term spot size is the metric for comparison of the HELEEOS profiles to the standard empirical profiles in the wave optics simulations. Chapter 5 concludes this thesis and provides recommendations as well as areas of future research work.
II. Background and Literature Review

2.1 Chapter Overview

The purpose of this chapter is to provide a theoretical foundation and a comprehensive literature review on the subject of atmospheric optical turbulence, as well as past research efforts dealing with the effects of micrometeorology on the strength of optical turbulence. This chapter also provides an overview of the HELEEOS software package and the statistical design method known as Design of Experiments. The first section discusses the statistical nature of the atmosphere and presents fundamental turbulence theory. Section 2.3 introduces the Kolmogorov and von Kármán spectra and establishes mainstream turbulence theory. Section 2.4 discusses the refractive index structure constant, $C_n^2$, and its related moments. Section 2.5 describes several different empirical optical turbulence profiles. Section 2.6 is a detailed explanation of the HELEEOS Climatological $C_n^2$ product. The HELEEOS databases and the ExPERT climatological database are presented in this section. Section 2.7 lays the foundational theory for an introductory overview of the test design methodology known as Design of Experiments.

2.2 The Statistical Atmosphere

Any optical system utilizing electromagnetic radiation must account for the characteristics of the medium through which it propagates. The atmosphere is the path medium for mid-tropospheric HEL applications, and as such, it is essential to understand optical turbulence in order to efficiently propagate a focused laser beam over any distance through it. Viscous flow throughout the atmosphere falls into two categories: laminar flow and turbulent flow, each represented by a characteristic Reynolds number. Slow mixing rates and uniformly changing velocities characterize laminar flow. Turbulent flow, on the other hand, is a chaotic regime with constantly varying velocity fields. Due to these rapidly changing velocity flows, random subflows called turbulent eddies develop. The random nature of these turbulent eddies makes closed form mathematical representation very difficult, if not impossible, due to many
different variables involved. As a result, atmospheric turbulence becomes a non-linear, three dimensional random vector process requiring a statistical approach with emphasis on dimensional analysis. Because of the stochastic nature of the velocity field, each point in space is modeled as a random variable. This statistical approach accurately describes both the turbulence and its effects on EO/IR systems.

2.2.1 Covariance and Power Spectral Density Functions. Let \( x_1 \) and \( x_2 \) be two realizations of a stationary random process \( x(t) \) taken at times \( t_1 \) and \( t_2 \) respectively. The autocorrelation function of \( x(t) \) is defined to be [1]

\[
R_x(t) \equiv R_x(\tau) = \langle x(t_1)x(t_2) \rangle
\] (2.1)

where the brackets indicate the ensemble average of the random process. The covariance function of the random process is defined by

\[
B_x(t_1, t_2) = \langle [x(t_1) - \langle x(t_1) \rangle][x(t_2) - \langle x(t_2) \rangle] \rangle
= \langle x(t_1)x(t_2) \rangle - m(t_1)m(t_2)
= R_x(\tau) - m^2
\] (2.2)

The covariance function represents the correlation between the fluctuations from the mean at \( t_1 \) with the mean at \( t_2 \). [2] The Wiener-Khinchin theorem established a Fourier transform relationship between the covariance function and the power spectral density (PSD) function, \( S_x(\omega) \), defined by the expressions [1, 7]

\[
B_x(\tau) = \int_{-\infty}^{\infty} e^{i\omega \tau} S_x(\omega) \, d\tau
\] (2.3)

\[
S_x(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega \tau} B_x(\tau) \, d\omega
\] (2.4)
The three dimensional spatial covariance function describes this correlation within a volume of space for a random field \( u(R) = (x, y, z; t) \). The PSD characterizes the statistical distribution of the size and number of turbulent eddies in the volume. [19] In three dimensions, the spatial variable, \( R \), and the spatial frequency, \( \kappa \), share the same Fourier transform relationship as the time \( \tau \) and frequency \( \omega \) in one dimension. The spatial covariance function and the spatial power spectrum of the random field \( u(R) \) are given by [1, 2, 19]

\[
\Phi_u(K) = \left( \frac{1}{2\pi} \right)^3 \iiint e^{-iKR} B_u(R) \, d^3R
\]

\[
B_u(R) = \iiint e^{-iKR} \Phi_u(K) \, d^3 \kappa
\]

Turbulence theory is not a result of application of first principles and certain approximations must be made to account for the random nature of the atmosphere. Two important approximations are those of homogeneity and isotropy. The random field is homogeneous if the statistical moments are invariant to a time shift; likewise, the random field is isotropic if the statistical moments are invariant under rotation. Under the assumptions of \textit{statistically homogeneous and isotropic} and recognizing the fields are real, these Fourier transform relations reduce to [1, 2, 19]

\[
\Phi_u(\kappa) = \frac{1}{2\pi^2 \kappa} \int_0^\infty B_u(R) \sin(\kappa R) R \, dR
\]

\[
B_u(R) = \frac{4\pi}{R} \int_0^\infty \Phi_u(\kappa) \sin(\kappa R) R \, d\kappa
\]

where \( \kappa = |K| \) is the magnitude of the wavenumber vector. Convergence of Equation 2.7 places restrictions on the behavior of the covariance function due to the singularity at \( \kappa = 0 \).
2.2.2 Structure Functions. The theoretical treatment of the PSD and covariance functions hinges on the assumption of homogeneity of the atmospheric volume under consideration. These assumptions stipulate constant means throughout the volume, something that obviously is not the case within the atmosphere. The means are fluctuating due to random, nonhomogeneous changes in the wind flows. However, the atmosphere can be modeled as locally homogeneous with slowly varying means. Structure functions provide the ability to deal with random processes in stationary increments. The random field, \( u(\mathbf{R}) \) can be considered to have two parts, a mean and a locally fluctuating part, \( u(\mathbf{R}) = m(\mathbf{R}) + u_1(\mathbf{R}) \). The structure function then is the atmospherically induced variance of the locally homogeneous field: \([1, 2, 19]\)

\[
D_u(\mathbf{R}_1, \mathbf{R}_2) = D_u(\mathbf{R}) = \langle [u_1(\mathbf{R}_1) - u_1(\mathbf{R}_1 + \mathbf{R})]^2 \rangle. \tag{2.9}
\]

The spectrum is related to the structure function by the Weiner-Khinchin theorem \([1, 2]\), which states the autocorrelation function and the power spectral density form a Fourier transform pair provided the autocorrelation function is at least wide-sense stationary. Mathematically, the structure function is defined as

\[
D_u(\mathbf{R}) = 2 \int \int \int_{-\infty}^{\infty} \Phi_u(\mathbf{K}) [1 - \cos(\mathbf{K} \cdot \mathbf{R})] \, d^3 \kappa. \tag{2.10}
\]

In the case where the field is locally homogeneous and isotropic, the structure function becomes a function of the spatial distance \( R \) alone and the vector dot product relationship is removed:

\[
D_u(\mathbf{R}) = 8\pi \int_0^{\infty} \kappa^2 \Phi_u(\kappa) \left( 1 - \frac{\sin(\kappa R)}{\kappa R} \right) \, d\kappa. \tag{2.11}
\]

Two important observations of Equation 2.11 can be made. First, the term \( 1 - \frac{\sin(\kappa R)}{\kappa R} \) acts as a high-pass filter, removing low spatial frequencies \( K < r^{-1} \). The structure function removes contributions from scale sizes much larger than the separation through this high-pass filter. \([1, 2]\) Secondly, the structure function allows a singular-
ity at $\kappa = 0$ of the type $\kappa^{-\alpha}$, where $\alpha < 5$. [1, 2] The inverse Fourier relationship for the power spectral density is not as straightforward, and the power spectral density function takes the form [1, 2]

$$
\Phi_u(\kappa) = \frac{1}{4\pi^2\kappa^2} \int_0^{\infty} \frac{\sin(\kappa R)}{\kappa R} \frac{d}{dR} \left[ R^2 \frac{d}{dR} D_u(R) \right] dR.
$$

(2.12)

Atmospheric statistical averages are ensemble averages over a homogeneous and isotropic volume of space. The ensemble averages are both spatial and temporal in nature. $C_n^2$ is an ensemble parameter and is a second order moment in itself. Spatial properties of the ensemble parameters are transformed into temporal ensemble parameters through the Taylor "frozen flow" hypothesis. This hypothesis states that the temporal variations in an atmospheric volume are produced by advection of the quantities by the mean wind speed throughout that volume rather than by changes in the quantities themselves. [1] This is similar to the advection of slowly changing clouds across the sky. Mean wind speeds drive these clouds across the horizon with little change in the shape of the clouds over small time intervals. Using the Taylor frozen flow hypothesis, spatial statistics are converted to temporal statistics simply by knowledge of the mean wind flow.

Two time scales are of concern in atmospheric statistics. The first are those related to the motion of the atmosphere across the observation path and the other is that arising from the motion of the turbulent eddies. [1, 2] Advection across the observation path is on the order of 1 s, while the eddy dissipation is on the order of 10 s. The eddy dissipation rate is much slower than the advection rate and the turbulent eddies are considered as "frozen" in space and simply moved across the observation plane by the mean wind speed. Ensemble averages are time averages and Taylor’s frozen flow hypothesis translates spatial averages into temporal averages. By advecting a spatial parameter temporally, it maintains the ensemble assumptions of homogeneity and wide-sense stationarity. However, pockets of increased turbulence still exist in the atmosphere, and the frozen flow hypothesis breaks down when the
time scale for the turbulent eddies approaches the time scale for the mean advection flow. When this occurs, statistical estimation is difficult, if not impossible, due to the nonlinearities of the random processes in the atmosphere.

2.3 Theories of Optical Turbulence Spectra

Optical turbulence is the result of small fluctuations in the atmospheric index of refraction due to random temperature fluctuations. When temperature and humidity gradients exist within an atmospheric volume, any random turbulent eddies within that volume cause mixing of these gradients and give rise to corresponding gradients in the index of refraction. These index of refraction variations act as random optical lenses on a propagating wavefront, minutely changing the focal length and distorting the resulting wavefront. Research in the 1940s by Andreï Kolmogorov showed that a statistical treatment of random velocity fluctuations provides meaningful insight into optical turbulence, with the condition the field is locally homogeneous and isotropic.

There is a defined regime over which this statistical treatment applies, known as the inertial subrange. The inner scale of turbulence, $l_0$, and the outer scale of turbulence, $L_0$ of the inertial subrange defines the space over which turbulent flow transitions back to laminar flow and all the energy within the eddies is redistributed by viscosity back into the atmospheric volume. This is the Richardson theory of the cascade of energy [18] from large scale sizes to small scale sizes, depicted in Figure 2.1.

Fundamental turbulence theory is based on the assumption the turbulence is weak throughout the inertial subrange. This means the effects experienced during propagation through the medium are phase-only effects. It also requires a sufficiently large coherence range within the inertial subrange to prevent amplitude effects on a propagating beam. If the eddies within a volume are strong enough, the volume is no longer homogeneous and isotropic and weak turbulence theory breaks down. A propagating beam through other than weak turbulence experiences both phase and amplitude effects.
Figure 2.1: Richardson cascade theory of energy. The inner scale of turbulence is denoted by $l_0$, while the outer scale is denoted by $L_0$. Eddies between the scale sizes of $l_0$ and $L_0$ represent the inertial subrange. Energy injected into the atmospheric volume is transferred from eddy to eddy until it is fully dissipated, shown by the arrows. Adopted from Andrews and Phillips, 2006

Kolmogorov’s work showed that the velocity structure function obeys a $2/3$ power law relationship on the magnitude of the vector separation, $r$, mainly through the use of dimensional analysis rather than first principles. In three dimensions, the $2/3$ power law relationship is equivalent to an $-11/3$ power law behavior on the spatial frequencies. Kolmogorov showed that within the inertial subrange, the power spectrum behaves according to

$$\Phi_n(\kappa) = 0.033C_n^2\kappa^{-11/3}$$

(2.13)

where $\kappa$ is the scalar spatial frequencies in units of rad/m. Equation 2.13 is known as the Kolmogorov power-law spectrum. [1]

Other spectral models extended Kolmogorov’s work to account for the effects of the inner and outer scales of turbulence. In order to extend Kolmogorov’s power law spectrum into the range of the inner scale of turbulence, known as the dissipation range $\kappa > 1/l_0$, Tatarskii introduced a Gaussian function to truncate the spectrum at high wave numbers. [1, 2] The Tatarskii spectrum model,
\[ \Phi_n(\kappa) = 0.033C_n^2 \kappa^{-11/3} \exp \left( -\frac{\kappa^2}{\kappa_m^2} \right), \quad \kappa \gg \frac{1}{L_0}, \kappa_m = 5.92/l_0 \]  

accounts for this inner scale region. However, both the Kolmogorov and Tatarskii spectrums have a singularity at \( \kappa = 0 \), and neither are finite for all wavenumbers. This implies the structure function can be calculated but the covariance function cannot. In addition, the power spectrum is isotropic only in the inertial subrange for values of \( \kappa > 1/L_0 \).

In order to extend this theory to finite wavenumbers and to ensure isotropy over all wavenumbers, von Kármán modified the spectrum. [1]

\[ \Phi_n(\kappa) = \begin{cases} 
0.033C_n^2 (\kappa^2 + \kappa_0^2)^{-11/6}, & 0 < \kappa \ll 1/l_0 \\
0.033C_n^2 \exp \left( -\frac{\kappa^2}{\kappa_m^2} \right)(\kappa^2 + \kappa_0^2)^{-11/6}, & 0 \leq \kappa < \infty; \kappa_m = 5.92/l_0 
\end{cases} \]  

Both of these equations are collectively referred to as the von Kármán spectrum. Figure 2.2 shows the Kolmogorov and von Kármán spectrums with the inner and outer scale modifications showing up on the von Kármán spectrums. Other models better characterize the rise, or bump, in the measured spectral data seen at higher wave numbers near \( 1/l_0 \) (not shown in the figure). The most common of these is the modified Hill spectrum.

2.4 \( C_n^2 \) and Moments of \( C_n^2 \)

The index of refraction structure constant, \( C_n^2 \), is the quantitative index for the magnitude of optical turbulence. Thermosonde soundings or aircraft measuring devices produce a vertical measurement, while scintillometers measure \( C_n^2 \) over short horizontal distances. Studies by Kopeika et al. [13] suggest it is also possible to predict surface \( C_n^2 \) values based on local conditions of temperature, relative humidity and wind speed. A thermosonde is a balloon-borne instrument package capable of measuring the temperature structure constant, \( C_T^2 \), along an ascension path. Figure 2.3 shows
Figure 2.2: Kolmogorov and von Kármán spectral models of refractive index fluctuations. The inner scale of turbulence is 1 cm; the outer scale of turbulence is 10 m. The Kolmogorov spectrum is represented by a classical \(-11/3\) power law. The von Kármán modifications to the Kolmogorov spectrum can be seen in the spectral “roll-off” near the limits of the inertial subrange. The von Kármán spectrum is finite and isotropic for all wavenumbers. Reproduced from Andrews & Phillips, 2006

A typical weather balloon-borne thermosonde boom along with a typical vertical \(C_n^2\) profile. Jumper et al. [11, 12] showed that the \(C_n^2\) value can be computed directly from these \textit{in-situ} measurements of the temperature structure constant, from the following:

\[
C_n^2 = \left[ 79 \times 10^{-6} \frac{P}{T^2} \right] C_T^2
\]  

(2.16)

where \(P\) is the dry-air pressure in hPa and \(T\) is the temperature in degrees Kelvin.

\(C_n^2\) is a function of altitude, generally decreasing with height above the Earth’s surface, and measured in units of \(m^{-2/3}\). Values for \(C_n^2\) range from \(10^{-14}\) \(m^{-2/3}\) for weak turbulence to \(10^{-12}\) \(m^{-2/3}\) for moderate to strong turbulence (surface values). The atmospheric boundary layer, typically defined as the surface to 1.5 km, is the region of the atmosphere most directly influenced by the dynamic exchange of heat.
Figure 2.3: Example of a thermosonde payload. This measuring device is carried aloft by a weather balloon, and the airborne instrument package is capable of measuring temperature differentials using fine-wire probes separated by a 1 m distance. Measurements are taken every 7-8 m in the vertical, to an altitude of 30 km above sea level. Thermosonde measurement are normally conducted at night to eliminate the effects of solar radiation on the fine-wire probes. In addition to the temperature measurements, the thermosonde also measures pressure, humidity and horizontal wind velocity. The $C_n^2$ vertical profile is depicted on the right side of the figure.

from the earth’s surface. Within the boundary layer, strong gradients exist due to mechanical mixing and daytime thermal convective activity. Above the boundary layer, known as the free atmosphere, $C_n^2$ values decrease with height at -4/3 exponential rate. At the capping inversion layer near the top of the boundary layer, strong temperature gradients exist and an increase in the turbulence strength is noted in this region. The strength of turbulence decreases with altitude to approximately a height of 30 km. Above this level, optical turbulence is essentially non-existent and $C_n^2$ values are typically zero above this altitude.

For a propagation path at some angle, $\zeta$, from zenith, the $C_n^2$ value along the path becomes a function of $\sec(\zeta)$. A propagating beam passes through a greater amount of optical turbulence along a slant path than that encountered at zenith angle. The computed path $C_n^2$ value along a slant path must account for this increased distance through a vertical layer. Any factor depending on the path-integrated $C_n^2$ value must also assume an angular dependence on the optical turbulence. For example, the long term spot size for a laser beam propagated through turbulence is given by $[1]$. 
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$$W_{LT} = W \sqrt{1 + 4.35L^{5/6}k^{7/6}A^{5/6} \int_0^L C_n^2(z) (1 - \frac{z}{L})^{5/3} dz}$$  \hspace{1cm} (2.17)$$

where $W$ is the diffraction limited spot size radius, $\Lambda$ is the output plane beam diffraction parameter, $L$ is the propagation distance along the slant path and $z$ is the incremental propagation distance along the slant path. This is the effective spot size due to turbulence-induced spreading of the propagated beam through a vertical column. The differential distance element, $dz$, accounts for the incremental layers across the slant path.

Several moments of $C_n^2$ describe the atmosphere. The spatial coherence radius, $\rho_0$, describes the maximum spatial extent over which the phase of the propagating wavefront remains constant and points along the wavefront remain correlated. For a beam propagating from a source to a distant target, $\rho_0$ is a measure of the beam spatial coherence after propagating through turbulence. \cite{1,2,10} Two points of the wavefront separated by a distance greater than $\rho_0$ are uncorrelated. Fried’s coherence length, $r_0 = 2.1 \rho_0$, is defined as the atmospheric spatial coherence width for an imaging system. This parameter is more often used to describe the atmospheric coherence length. For the case of a plane wave,

$$r_{0 \text{ pu}} = 2.1 \left[1.46 \sec(\zeta) k^2 \int_0^L C_n^2(z) dz \right]^{-3/5}$$ \hspace{1cm} (2.18)$$

where $k$ is the wavenumber, $\zeta$ is the angle measured from zenith, $z$ is the incremental propagation distance and $L$ is distance from the source to the target. The term, $\sec(\zeta)$ accounts for the propagation path angle from zenith. Plane wave cases apply to exoatmospheric sources, for example starlight, that enter the earth’s atmosphere as a plane wave. \cite{10}. For the case of a spherical wave, representing a point source within the atmosphere, the atmospheric coherence length is defined as

$$r_{0 \text{ sp}} = 2.1 \left[1.46 \sec(\zeta) k^2 \int_0^L C_n^2(z)(1 - \frac{z}{L})^{5/3} dz \right]^{-3/5}$$ \hspace{1cm} (2.19)$$
The isoplanatic angle, $\theta_0$ is another moment of $C_n^2$. The isoplanatic angle represents the angular distance (from a reference beacon) over which the turbulence is relatively unchanged and is a measure of the coherence angle between two beams. Typical isoplanatic angles are measured in $\mu$radians. Figure 2.4 graphically shows the isoplanatic angle and the atmospheric coherence length. The isoplanatic angle is given by,

$$\theta_0 = \left[ 2.91 k^2 \sec(\zeta) \int_0^L C_n^2(z) z^{5/3} \, dz \right]^{-3/5} \text{ rad.} \quad (2.20)$$

Figure 2.4: Atmospheric coherence length and isoplanatic angle. The atmospheric coherence length, $r_0$ is the maximum spatial extent over which the propagated wavefront remains correlated. The isoplanatic angle, $\theta_0$, is the maximum angular separation over which the turbulence remains unchanged.

The Rytov variance, $\sigma_X^2$, is a measure of the scintillation in a propagated laser beam. Scintillation is the fluctuation in received irradiance that results from propagation through atmospheric turbulence. It arises from both temporal variations, such as the twinkling of a star, and spatial variations such as laser speckle. The Rytov variance is a second order statistic of the approximation for the Gaussian wave equa-
tion, and is dependent on the propagation distance. The intensity variance of the beam, \( \sigma_I^2 \) is approximately \( 4\sigma_{\chi}^2 \), for the weak turbulence regime. For a plane wave, the Rylov variance is defined as \([2,10]\)

\[
\sigma_{\chi}^2(L) = 0.56k^{7/6} \int_0^L C_n^2(z) \left(1 - \frac{z}{L}\right)^{5/6} dz
\]

(2.21)

and for a spherical wave,

\[
\sigma_{\chi}^2(L) = 0.56k^{7/6} \int_0^L C_n^2(z) \left(\frac{z}{L}\right)^{5/6} \left(1 - \frac{z}{L}\right)^{5/6} dz.
\]

(2.22)

Fried’s parameter, the isoplanatic angle, and the Rylov variance are the primary moments of \( C_n^2 \) that describe the atmospheric turbulence. \( C_n^2 \) and its moments completely characterize the atmospheric propagation path and the turbulence along that path.

### 2.5 Optical Turbulence Profiles

Weak turbulence theory and the concepts of homogeneity, isotropy, and structure functions led to the development of optical turbulence \( C_n^2 \) profiles. Each profile is empirically derived from averaged data, and none of them allow for random \( C_n^2 \) profiles. One of the most commonly used turbulence profiles in use is the Hufnagel-Valley 5/7 profile, referred to as HV57. This is a parametric model derived from stellar scintillations and thermosonde measurements. \([2]\)

Using thermosonde measurements, Hufnagel developed a vertical profile model for atmospheric optical turbulence. However, the original profile limited the lower vertical extent to the top of the atmospheric boundary layer. Ulrich, following recommendations by Valley, extended this model to the surface, resulting in the HV57 turbulence profile. \([2,9]\) This model yields vertical \( C_n^2 \) values such that the coherence length along the path is 5 cm and the isoplanatic angle is 7 \( \mu \text{rad} \) for \( \lambda = 0.5 \mu \text{m} \).
Table 2.1: SLC Daytime and Nighttime Models

<table>
<thead>
<tr>
<th>SLC Day</th>
<th>SLC Night</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_n^2(h)$ (m$^{-2/3}$)</td>
<td>Altitude (m)</td>
</tr>
<tr>
<td>1.70 x 10^{-14}</td>
<td>$h &lt; 18.5$</td>
</tr>
<tr>
<td>3.13 x 10^{-13}/h^{1.05}</td>
<td>18.5 &lt; $h &lt; 240$</td>
</tr>
<tr>
<td>1.30 x 10^{-15}</td>
<td>240 &lt; $h &lt; 880$</td>
</tr>
<tr>
<td>8.87 x 10^{-7}/h^{3}</td>
<td>880 &lt; $h &lt; 7200$</td>
</tr>
<tr>
<td>2.00 x 10^{-16}/h^{0.5}</td>
<td>7200 &lt; $h &lt; 20000$</td>
</tr>
</tbody>
</table>

The HV57 turbulence profile uses the following equation to characterize optical turbulence: [1]

$$C_n^2(h) = 0.00594 \left( \frac{w}{27} \right)^2 (10^{-5}h)^{10} \exp \left( \frac{-h}{1000} \right) + 2.7x10^{-16} \exp \left( \frac{-h}{1500} \right) + A \exp \left( \frac{-h}{100} \right)$$

(2.23)

where \(h\) is the altitude in meters, \(w\) is the rms windspeed (m/s) in the range 5-20 km, and \(A\) is a nominal surface \(C_n^2\) value (\(C_n^2(0)\)) in m$^{-2/3}$. For the HV57 standard turbulence profile, \(w\) is 21 m/s and \(A\) is \(1.7 \times 10^{-14}\) m$^{-2/3}$.

The submarine laser communications (SLC) model is another empirically derived optical turbulence profile, calculated from curve-fitting a piecewise continuous polynomial to measured optical turbulence data. An SLC daytime profile and an SLC nighttime profile exists from the polynomial fit. Data for the these models came from measurements in a subtropical environment (Mt. Haleakala, Maui, Hawaii) and may not be applicable for non-maritime locations. Table 2.1 lists the piecewise polynomial fits of the data. [1, 2, 16] For \(\lambda = 0.5 \mu\text{m}\), the SLC model gives values of \(r_0 = 10 \text{ cm}\) and \(\theta_0 = 12.7 \mu\text{rad}\).

CLEAR I is another commonly used optical turbulence profile created for summer nighttime conditions in the New Mexico desert. This is the primary model used in ABL research. Its primary distinction over the other models is a more pronounced strength in the optical turbulence in the lower atmosphere particularly near the boundary layer. However, this model is not defined for heights below 1230 m
Table 2.2: CLEAR I Night Model

<table>
<thead>
<tr>
<th>Altitude, h (in km MSL)</th>
<th>$C_n^2(h)$ Coefficients (m$^{-2/3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.23 &lt; h &lt; 2.13</td>
<td>$\log_{10}(C_n^2) = 0.814h^2 - 4.3507h - 10.7025$</td>
</tr>
<tr>
<td>2.13 &lt; h &lt; 10.34</td>
<td>$\log_{10}(C_n^2) = -0.0134h^2 + 0.0335h - 16.2897$</td>
</tr>
<tr>
<td>10.34 &lt; h &lt; 30</td>
<td>$\log_{10}(C_n^2) = -0.0005h^2 - 0.0449h - 17.0577$</td>
</tr>
</tbody>
</table>

AGL. Augmentation from 1230 m to the surface is necessary if the model is to be used for surface applications. CLEAR I gives values of $r_0$ and $\theta_0$ of 5.8 cm and 6.7 $\mu$rad respectively for $\lambda = 0.5$ $\mu$m. Table 2.2 lists the forms and coefficients of this model. [2,16] Figure 2.5 shows the plots of the HV57, SLC day and night, and Clear I night turbulence profiles.

Figure 2.5: Optical turbulence profiles. Subplot (a) shows the model comparison through 30 km. Note the stronger turbulence values of the CLEAR I Night profile in the lower atmospheric regions below the boundary layer. The SLC Day and SLC Night profiles are identical above the boundary layer. The only distinction is the SLC Night has a lower turbulence value below the boundary layer than the SLC Day. The SLC profiles use the HV57 profile for altitudes below 18.5 m. Subplot (b) shows the distinctions in the two SLC models as well as the pronounced strength of the Clear I model below 1230 m.
2.6 HELEEOS

HELEEOS is a parametric one-on-one engagement level software model. It was developed by the AFIT Center for Directed Energy and sponsored by the High Energy Laser Joint Technology Office (JTO). [4] It incorporates scaling laws tied to respected wave optics code for laser beam propagation, and integrates all significant atmospheric phenomena such as thermal blooming, aerosol and molecular absorption and scattering, and optical turbulence into its calculations. HELEEOS enables the user to evaluate the uncertainty in low-altitude HEL engagements due to all major clear-air atmospheric phenomena.

HELEEOS utilizes several environmental databases for its computational needs. The Extreme and Percentile Environmental Reference Tables (ExPERT) database contains pre-calculated climatological values for over 400 worldwide sites as well as various land, ocean, and free atmospheric regions. For individual ExPERT sites, this database contains an extensive climatological record of temperature, dewpoint temperature, humidity (relative, absolute and specific), wind, and altimeter settings. The ExPERT database lists these climatological records in the form of probabilities or percentiles of occurrence. These percentiles are the elemental data for the HELEEOS probabilistic climatology $C_n^2$ profiles. [8]. Figure 2.6 shows all the ExPERT sites currently available globally.

For optical turbulence profiles, HELEEOS accesses the Master Database for Optical Turbulence Research in Support of the Airborne Laser. [4] These vertical optical turbulence profiles were chiefly derived from nighttime thermosonde campaigns at various worldwide sites. A unique characteristic of HELEEOS is a feature known as the Climatological $C_n^2$ profile. This profile correlates data from the extensive ExPERT climatological database to the Master Database for Optical Turbulence Research. This gives HELEEOS the ability to tailor a probabilistic Climatological $C_n^2$ profile to a specific land site based on temperature and relative humidity distributions within the ExPERT database.
Gravely showed that the distributions of $C_n^2$ derived from thermosonde campaigns exhibit a log-normal distribution. [8] This agrees well with literature from nighttime experiments that show $C_n^2$ is log-normally distributed with a standard deviation of 0.5 (dimensionless). [9] A random variable is log-normally distributed if it can be expressed in the form $Y = \exp \Psi$, where $\Psi$ is a random variable with a normal probability density function (pdf). HELEEOS evaluates the uncertainty in an engagement in the form of a user-defined probability or “percentile of interest” based on these log-normal distributions. There are six separate percentiles available to the user for the Climatological $C_n^2$ computations: Mode (most frequently occurring), 50$^{th}$, 80$^{th}$, 90$^{th}$, 95$^{th}$, and 99$^{th}$ percentiles. Each percentile grouping represents a total area under the curve of the log-normal pdf corresponding to that distinct level. Figure 2.7 shows an example of each percentile.

The ExPERT database provides HELEEOS with surface environmental temperature and relative humidity data for summer and winter seasons used to compute the HELEEOS Climatological $C_n^2$ turbulence profiles. Currently, HELEEOS only provides Climatological $C_n^2$ profiles for Desert and Mid-latitude sites for the winter and summer seasons. Each ExPERT site has a probabilistic temperature and relative hu-
Figure 2.7: Example log-normal distributions and percentiles. The distributions are all log-normally distributed. The shaded area represents the percentile of interest. The mode value is the most frequent value contained in the distribution. The shaded area can be interpreted as containing that percentage of all $C_n^2$ observations. For example, the 80$^{th}$ percentile contains 80% of all $C_n^2$ observations obtained from the thermosonde soundings. The log-normal distributions were generated using the equation: 

$$p(I) = \frac{1}{\sqrt{2\pi} \sigma_I} \exp \left[ - \left( \frac{\ln \left( \frac{I}{\mu_I} \right)}{2\sigma_I^2} \right)^2 \right]$$

For each site, relative humidity probabilities, recorded in the form of observed percentiles, range from the most dry conditions (1$^{st}$ percentile) to the most moist conditions (99$^{th}$ percentile). However, this climatological history is recorded as hourly annual data rather than seasonal data. This complicates the temperature-versus-relative humidity (Temp-vs-RH) tables HELEEOS uses to compute the Climatological $C_n^2$ profiles. To overcome this complication, HELEEOS utilizes only one-half of the ExPERT climatological record for each season at each land site. HELEEOS uses the top half of the Temp-vs-RH tables for the summer season, corresponding to warmer temperatures and higher relative humidities, while the bottom half of the...
Temp-vs-RH tables serve as the winter season database, corresponding to colder temperatures and lower relative humidities.

It is important to note that the 50th percentile corresponds to the average observed meteorological conditions of temperature and relative humidity. However, the 50th percentile relative humidity does not mean 50% relative humidity, as is often assumed. The 50th percentile data are time-averaged observed relative humidities and temperatures at each given site. For example, in a desert climate, the average (50th percentile) relative humidity may very well correspond to observed relative humidities much less than 50%.

HELEEOS computes both the temperature and RH pdfs for land sites, ocean sites, and upper air regions. The land site surface temperature and RH pdfs are well-correlated based on many years of hourly climatological history. The upper air and ocean sites, on the other hand, are not as well correlated since they rely on bi-daily radiosonde (weather balloon) reports or sporadic weather reports from ships and aircraft. As a result, the surface land site temperature and relative humidity pdfs provide more meaningful data in computing Climatological $C_n^2$ profiles, and HELEEOS restricts the Climatological $C_n^2$ profiles to land sites only. However, there is also an underlying assumption that the atmospheric boundary layer can be characterized by its surface parameters. This is a reasonable assumption since research has shown that a well-mixed boundary layer is nearly homogeneous in its potential temperature (the temperature a parcel would have if it were brought adiabatically to a pressure of 1000 hPa), moisture, pollutant/aerosol content and wind speed. [4] The typical, fair weather afternoon boundary layer extends vertically to an altitude about 1.5 km above the surface. HELEEOS defaults the vertical extent of the daytime, or diurnal, atmospheric boundary layer to 1524 m (5k ft). The boundary decreases with the loss of solar radiation and convective mixing to approximately 500 m above the earth’s surface during the nighttime, or nocturnal, hours. The default value for the nocturnal boundary layer is 500 m. During the periods of transition such as mid-morning or
early evening when the boundary layer is rising or lowering, the default boundary layer value in HELEEOS is 1000 m.

The ExPERT database correlated temperature and relative humidity pdfs (assuming a homogeneous boundary layer) and the Master Database for Optical Turbulence Research are the primary constituents used to compute the Climatological $C_n^2$ profiles. In order to compute a vertical Climatological $C_n^2$ profile, HELEEOS divides the atmosphere into the two distinct layers - the boundary layer and the free atmosphere. Within the boundary layer, HELEEOS correlates (or "bins") the Climatological $C_n^2$ value to the relative humidity pdfs; in the free atmosphere the binned values correspond to temperature correlations. Relative humidity was chosen as the boundary layer meteorological correlation parameter because relative humidity plays a key role in the growth and scattering effects of aerosols, which in turn can have a pronounced effect on the strength of the optical turbulence. Recent research shows that $C_n^2$ exhibits an inverse relationship with relative humidity in the absence of solar insolation. [5] Thus, correlating $C_n^2$ to a relative humidity bin is more appropriate within the boundary layer, and the user-defined percentile of interest corresponds directly to a boundary layer relative humidity value.

HELEEOS subdivides the atmospheric boundary layer into two distinct sub-layers. The first layer, the surface layer, extends from the surface through 60 m. The next vertical volume extends from 60 m to the top of the boundary layer. Recall the HELEEOS boundary layer is 1524 m during the day, 500 m during the night, and 1000 m at transition periods. Within these layers, HELEEOS uses Climatological $C_n^2$ values correlated to the relative humidity pdfs for the site climatology. The Climatological $C_n^2$ look-up tables bin optical turbulence values according to the relative humidity percentages (not percentiles). The site climatology establishes the basis for the user-defined relative humidity percentile. For example, if the user chooses the 50% - Average RH percentile, and for a given site this 50th percentile corresponds to an average 65% relative humidity, HELEEOS correlates the Climatological $C_n^2$ turbulence
value with the 65% relative humidity bin. Probabilistic climatology then becomes the foundations of the Climatological $C_n^2$ profiles, a feature solely unique to HELEEOS.

For the free atmosphere, HELEEOS produces a Climatological $C_n^2$ profile using correlated standard atmosphere temperature pdfs. The free atmosphere, like the boundary layer, is subdivided into several layers. These layers correspond to the standard atmosphere layers: every 1k ft from 1k-10k ft, every 2k ft from 10k-20k ft, every 5k ft from 20k-50k ft, and every 10k ft from 50k-100k ft. HELEEOS provides a site-tailored Climatological $C_n^2$ profile through 24 km (approximately 78k ft). There is also a region of overlap between the free atmosphere and the boundary layer. Near the top of the boundary layer (day, night or transition periods), HELEEOS uses an extension of the free atmosphere upper air temperature pdfs to prevent sudden discontinuities in the turbulence profile. These discontinuities arise from Climatological $C_n^2$ value differences between where the boundary layer Climatological $C_n^2$ turbulence values end and the free atmosphere Climatological $C_n^2$ turbulence values begin. In the free atmosphere, HELEEOS matches Climatological $C_n^2$ values to corresponding standard atmosphere temperatures to complete the Climatological $C_n^2$ turbulence profile through 24 km.

To calculate a vertical Climatological $C_n^2$ profile, HELEEOS first requires a relative humidity percentile and a user-defined turbulence percentile obtained through user selection on the HELEEOS Atmospheric graphical user interface (GUI). HELEEOS has nine user selectable relative humidity percentiles ranging from the 1$^{st}$ percentile to the 99$^{th}$ percentile, and six Climatological $C_n^2$ turbulence profiles ranging from the Mode to the 99$^{th}$ percentile. The default relative humidity percentile in HELEEOS is the 50$^{th}$ percentile, or average conditions and the default Climatological $C_n^2$ turbulence percentile is the Mode value. HELEEOS then accesses the ExPERT database for the climatological record at the user defined relative humidity percentile, and from this HELEEOS physically correlates this value to a binned Climatological $C_n^2$ value in the Master Database for Optical Turbulence Research. Values in the Master Database for Optical Turbulence Research database are calculated from the log-normal distri-
tions from a limited set of measured thermosonde data. The user-defined turbulence percentile of interest determines the values extracted from these look-up tables.

Within the boundary layer, each relative humidity percentile is also cross-referenced to a corresponding temperature percentile. From the temperature and relative humidity, HELEEOS calculates a dew point at each location in the profile. The temperature and dew point are lapsed through the boundary layer at the standard adiabatic lapse rates of 6.5 °C/1000 m for saturated atmospheres or 10 °C/1000 m for dry atmospheres. At each defined altitude, HELEEOS recalculates the relative humidity, based on the relationship between the lapsed temperature and dewpoint, and extracts a value from the look-up tables for the user defined turbulence percentile. The relative humidity percentiles remain constant (99th percentile) if the temperature and dewpoint curves reach saturation within the boundary layer.

In the free atmosphere, HELEEOS uses correlated temperatures determined from upper air standard atmosphere temperature curves. HELEEOS selects values from the look-up tables at each standard atmosphere altitude and interpolates between these points. Figure 2.8 shows an example of a Climatological $C_n^2$ vertical profile. Notice that HELEEOS provides an "envelope" of profiles, depicted by the span of the 3 distinct profiles. Thus, HELEEOS not only tailors the Climatological $C_n^2$ profile to a specific site, it also provides a range of optical turbulence profiles. This is unmatched by empirical models.

The Climatological $C_n^2$ values for ExPERT Desert sites originated from thermosonde data collected in the Middle Eastern campaigns for Saudi Arabia, Qatar, and Bahrain. This collection of summer and winter thermosondes form the foundation of the all other desert sites within HELEEOS. Likewise, the Mid-latitude summer and winter Climatological $C_n^2$ look-up tables originated from a limited set of thermosonde campaigns conducted at Osan, South Korea. This dataset forms the basis for all mid-latitude Climatological $C_n^2$ profiles in HELEEOS.
Figure 2.8: Example Climatological $C_n^2$ profiles for Wright-Patterson AFB, OH. Three user-defined percentiles of interest are shown: Mode, $80^{th}$, and $99^{th}$ percentile. The relative magnitude of the Climatological $C_n^2$ profiles increases as the percentiles of interest increase. This is expected, since the $99^{th}$ percentile encapsulates 99% of all $C_n^2$ measurements within one standard deviation.

This methodology, while very different from empirical methodologies, produces $C_n^2$ profiles that match well with observed thermosonde soundings. Figure 2.9 shows how the HELEEOS Climatological $C_n^2$ profile is a very good representation of the true turbulence within an atmospheric volume, for a sample thermosonde from Vandenberg AFB, CA. Also plotted is the Hufnagel-Valley 5/7 turbulence profile. The HELEEOS Climatological $C_n^2$ profile is a summer profile produced from the Mode turbulence percentile, average relative humidity, and a 500 m boundary layer (nighttime). HELEEOS closely replicates the observed random $C_n^2$ fluctuations along the vertical path. The HV57 profile completely misses these subtle changes in the vertical column due to its empirical nature. This is typical of all the HELEEOS Climatological $C_n^2$ turbulence profiles, and makes these probabilistic Climatological $C_n^2$ profiles a very useful tool for forecasting the strength of optical turbulence along a vertical path.
This thesis focuses on the path-integrated values of the Climatological $C_n^2$ profiles for the Mode and 50th percentiles of interest. Path-integrated values comprise the total strength of the optical turbulence over the propagation path. Observed nominal path-integrated $C_n^2$ values are in the range $10^{-13} \text{ m}^{-2/3}$ to $10^{-12} \text{ m}^{-2/3}$ for a 3048 m (10k ft) vertical path length, and $10^{-12} \text{ m}^{-2/3}$ for a 6096 m (20k ft) vertical path.

### 2.7 Design of Experiments

Design of experiments (DOE) is a test methodology that ensures the test data collected throughout an experiment is statistically usable, and that the conclusions supported by the data are valid and objective. [17] Statistical methods increase the efficiency of an experimentation and often bolster the conclusions supported by the experimental data. DOE techniques uncovers hidden interactions revealing dependencies of the process that would otherwise go unnoticed. This powerful design and analysis tool is used extensively throughout the engineering and scientific communities.

The atmosphere, and specifically optical turbulence, is a random process, and as such can be analyzed from a statistical vantage, as shown in Sections 2.2 and 2.3.
\( C_n^2 \) is also a random variable in the atmosphere, depending on the randomly distributed temperature gradients within a volume of space. It makes sense to design an experiment for measuring \( C_n^2 \) with an increased emphasis on statistical analysis.

There are two main aspects to any DOE experimental approach: the design of the experiment and the statistical analysis of the data. A repeatable design is critical to data collection, but the execution of the design must invoke some measure of randomness. Randomness ensures the error, more appropriately the noise, in a measurement is not a function of a step-by-step approach to data collection. In addition, the experiment must also be capable of accounting for nuisance factors that are insignificant to the experiment but that may induce variations in the data. The statistical analysis of the data must be robust and must be capable of identifying interactions among the test factors within the data.

A random variable can be discrete or continuous. The pdf and its moments completely describe the random variable or process. The first two moments of the pdf, the mean and the variance, are extremely important to the statistical analysis of a random variable. These two moments are essential to the science of expectation and probability theory. \cite{14, 24} Let \( p_x(x) \) be the pdf of a discrete random variable, \( x \). The first moment, the mean, of the random variable is given by

\[
\mu = \sum_{\text{all } k} x_k p_x(x_k),
\]

(2.24)

and the second moment, the variance, is given by

\[
\sigma^2 = \sum_{\text{all } k} (x_k - \mu)^2 p_x(x_k).
\]

(2.25)

The mean and variance of a sample set are often used in an experiment as a statistical representation of the entire population. If a sample set of the population is used, the sample mean is defined as
\[ \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i , \quad (2.26) \]

and the sample variance is defined as

\[ s^2 = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2 . \quad (2.27) \]

The sample mean is a point estimator of the population mean, \( \mu \), and the sample variance is a point estimator of the population variance, \( \sigma^2 \). [17]

An essential component of DOE is the factorial design. Factorial designs allow for thorough examination of the effects of two or more factors within an experiment. Full factorial design refers to a complete design experiment in which all possible combinations of the levels of the factors are realized and investigated. If, for example, factor A has \( \alpha \) levels or variations, and factor B has \( \beta \) levels, there are a total of \( \alpha \cdot \beta \) combinations that can be realized. A full factorial design realizes all of these \( \alpha \beta \) combinations. Partial factorial designs (half-fraction or quarter-fraction factorial designs) realize only the critical factors, but still provide the insight into factor interaction that the full factorials give. Thus, a DOE designed experiment provides the ability to realize a full test with only a fraction of the full \( \alpha \beta \) combinations, oftentimes saving both time and money.

The effect of a factor is defined as the change in the realization produced by a variation in the levels of the factor. It is referred to as a “main effect” when it is a primary factor of interest in the experiment. Consider a two-factor factorial design experiment shown in Figure 2.10. Each of the two factors have two levels, denoted by Low (-) and High (+). The main effect of factor A is the average change in the response from the high level to the low level. Numerically this is

\[ \text{main effect of factor A} = \frac{21 + 77}{2} - \frac{14 + 35}{2} = 24.5 . \quad (2.28) \]
The main effect of increasing factor A from the low level to the high level results in an average response change of 17.5 units. Similarly for factor B,

\[
\text{main effect of factor } B = \frac{35 + 77}{2} - \frac{14 + 21}{2} = 38.5 .
\]  

(2.29)

An interaction between the factors occurs when the difference in response between the levels of one factor is not the same at all levels of the other factors. [17] In the case of Figure 2.10(b), the effect of factor A at the low level of factor B is

\[
A = 77 - 21 = 56
\]

(2.30)

and the effect of factor A at the high level of factor B is

\[
B = 14 - 35 = -21 .
\]

(2.31)

The effect of A depends on the level chosen for factor B indicating there is an interaction between factors A and B. The magnitude of the interaction is the difference between the two A effects \((AB = (-21-56)/2 = -38.5)\). Figure 2.11 illustrates this graphically. In (a), the lines do not intersect indicating there is no interaction between the factors over the specified range. In (b), there is clearly an interaction between the factors, seen by the crossed lines in the graph.

Partial factorial designs offer the advantage of designing an experiment in such a way that fewer realizations are required (often less than all of the \(\alpha\beta\) combinations) while gaining most of the same insight into the factor interactions. Efficiency in time and data collection over a one-factor-at-a-time realization method increases as the number of factors increase.

The DOE statistical model exhaustively analyzes the error within the data through the Analysis of Variance (ANOVA). The main sources of error are the variances, from an expected value, associated with each data element of the test and are known as residual errors. Residual error is the noise error found in the experiment. A
Figure 2.10: A two-factor factorial design. The figure on the left is a factorial design without interactions. The figure on the right is a factorial design with interactions. Adapted from Montgomery, 2006

level of significance value, referred to as the $\alpha$ value, is determined prior to the DOE analysis. This $\alpha$ value is the error arising from the hypothesis testing of the data, and is the overall significance level of the test. Errors in hypothesis testing assume two basic types, Type I and Type II error. Type I error, $\alpha$, is the error injected into the analysis if the basic, or null, hypothesis is rejected when it is actually true. For example, if the null hypothesis is $\mu_1 = \mu_2$ and the data leads to rejection of this hypothesis, Type I error is created if the claim $\mu_1 \neq \mu_2$ is made and the null hypothesis is rejected when it is actually true. Generally, this type of error is the most significant error in any test and committing a Type I error often invalidates the test. The goal is to make the $\alpha$ value as small as possible to reduce the probability of this critical error occurring. Type II error, the $\beta$ value, arises when the analysis fails to reject the null hypothesis when it is false. For the example, Type II error occurs if the hypothesis is $\mu_1 = \mu_2$ and this hypothesis is substantiated while it is in fact false. Both are gross test errors, but the criticality of the error depends on the amount of risk involved in committing each type of error. Typically, the $\alpha$ value is held low and the test is designed so that the probability of Type II error $\beta$ occurring is reasonably low.
A p-value test is required to determine if the errors within the test are causal, or significant sources of error. The p-test is the probability that the resultant test statistic will take on a value that is as extreme as the observed test statistic when the null hypothesis is true. This test correlates a specific value to a test statistic, main effect or interaction, in relation to its causal factors. It conveys information about the weighting of the justification to reject the null hypothesis. The p-value test can be thought of as the smallest level of significance, \( \alpha \) at which the data becomes significant enough to reject the null hypothesis. When these p-values are very low, the data are very significant and the error is directly attributed to the causal factors. Low p-values provide sufficient justification for upholding or rejecting the null hypothesis based on the given test factor. The intuition here is that any change in the data can be directly attributable to the causal test factors.

Validation of the DOE statistical model is required before analyzing the results of a DOE designed test. This ensures the statistical model is complete and thorough and that the results of the test are accurate. The DOE statistical analysis model has three basic assumptions to ensure model completeness: the samples are independent, residual errors are normally distributed with zero mean and the residual variances in
each cell are equal. A fourth assumption is that the model is adequate, an assumption met if the other three assumptions are also met. These assumptions require the data to be independent, normally distributed data NID(0,σ²). Each of these assumptions must be satisfied or the results of the DOE experiment will be in error.

Usually, independence is satisfied through proper test conduct and data collection methodology. The second assumption for this test model is that these residual errors are normally distributed with zero mean. If the residuals are not normally distributed, data transformation is required to satisfy this assumption. Data transformation removes dependencies within the data and ensures data normality. In this test, the C²ₙ values are lognormally distributed and require data transformation to satisfy this assumption. The logarithmic transformation removes the lognormal distributions within the data and ensures normal distribution of the data NID(0,σ²).

The variances of the residuals must also be equal, although these variance do not have to be known. This assumption relates to the randomness of the test. For example, if a test was conducted with an operator in the loop, the variances in the early part of the test may be greater as the operator learns the equipment. Increased variances at the end of a test may indicate operator fatigue. Randomness in the test ensures these outside factors do not influence the test. If randomness is designed into the test then any variations are due to the data and not these outside influences. The statistical model is considered complete if all three assumptions have been met.

Graphical validation of the statistical model is made through the use of normal probability plots and histogram plots of the residual errors. These residual errors are defined by

\[ e_i = y_i - \hat{y}_i \]  \hspace{1cm} (2.32)

where \( y_i \) is the i\textsuperscript{th} observation or data element, and \( \hat{y}_i \) is the point estimator of the observation as determined from the regression model. In a normal probability plot, the residuals lie along a line of correlation. In a histogram plot, the data exhibit
the classical appearance of a normal data distribution. If the data are normal, then approximately 68% of the residuals lie within one standard deviation and approximately 99% of the residuals fall within three standard deviations. After the analysis is conducted, the data are untransformed (if transformation was required) to the form of the original data, in this case, the lognormal distribution.

Several texts abound on the topic of DOE statistical analysis and the reader is encouraged to explore these works to gain further insight into the fundamentals of DOE.
III. Research Methodology and Data

3.1 Chapter Overview

The purpose of this chapter is to outline, in detail, the research methodology used for this thesis and to describe the data used to conduct that research. The generalized test approach is discussed in Section 3.2. This section outlines the approach of comparing HELEEOS Climatological $C_n^2$ profiles to measured thermosonde profiles. Section 3.3 provides insight into terminology used throughout the thesis. The terminology is confusing at times, and this section provides definition of those terms. Section 3.4 deals specifically with the thermosonde test methodology and test data. This section discusses the validation of each thermosonde and the locations of the campaigns used. Section 3.5 presents the HELEEOS test methodology and test data. This section covers ExPERT site selection and the two HELEEOS datasets used in the test. It also discusses the use of the ATMTools® software package. Finally, Section 3.6 presents the detailed DOE test design and methodology. It identifies all test factors used in the design matrix, as well as sample design matrices.

3.2 Generalized Test Approach

This thesis focuses on path-integrated $C_n^2$ values that are pertinent to mid-tropospheric HEL applications such as the ATL. Three operational flight altitudes comprise the path for this platform: 5k (1524 m), 10k (3048m) and 20k (6096m) ft. The path is defined as the surface through each orbit altitude, and path-integrated $C_n^2$ values come from these vertical layers. The objective is to ascertain 80% confidence bounds on the path-integrated Climatological $C_n^2$ profiles for these altitudes, based on typical operational requirements. These confidence intervals provide a span of optical turbulence ranges to assess system performances or for use in research endeavors.

The data come from two primary sources: HELEEOS and thermosonde campaigns. HELEEOS is used to calculate the Climatological $C_n^2$ profiles, while the thermosonde data comes from actual thermosonde campaigns conducted at various locations worldwide. The thermosonde data are used as truth data for comparison
purposes to HELEEOS. Table 3.1 lists the locations of the thermosonde campaigns and the corresponding ExPERT site used to generate the Climatological $C_n^2$ profile in HELEEOS. The ExPERT sites chosen were those in closest proximity to the location of the thermosonde launches.

Table 3.1: Locations of Thermosonde Campaigns and Nearest ExPERT Site

<table>
<thead>
<tr>
<th>Thermosonde Location</th>
<th>ExPERT Site Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adelaide, Australia</td>
<td>Adelaide Airport, Australia</td>
</tr>
<tr>
<td>Bahrain</td>
<td>Bahrain Intl Airport</td>
</tr>
<tr>
<td>Doha, Qatar</td>
<td>Abu Dhabi Intl Airport</td>
</tr>
<tr>
<td>Gap, France</td>
<td>Paris, France</td>
</tr>
<tr>
<td>Holloman AFB, NM</td>
<td>Holloman AFB, NM</td>
</tr>
<tr>
<td>Vandenberg AFB, CA</td>
<td>Vandenberg AFB, CA</td>
</tr>
<tr>
<td>Osan AB, South Korea</td>
<td>Pyongtaek, South Korea</td>
</tr>
<tr>
<td>Riyadh, Saudi Arabia</td>
<td>Riyadh, Saudi Arabia</td>
</tr>
<tr>
<td>Sirene Observatory, France</td>
<td>Paris, France</td>
</tr>
<tr>
<td>Three Rivers, CA</td>
<td>Fairfield/Travis AFB, CA</td>
</tr>
</tbody>
</table>

Comparison is made between each HELEEOS Climatological $C_n^2$ path-integrated turbulence profile (for the “nearest” ExPERT site) to the measured thermosonde $C_n^2$ path-integrated turbulence profile for each of the three defined operational altitudes. A path-integrated optical turbulence value is the sum of all $C_n^2$ values multiplied by the differential heights at each point along the path. Mathematically, this is represented by

$$Path \ integrated \ value = \int_0^L C_n^2 \ dz \quad (3.1)$$

where $L$ is the orbit altitude and $z$ is the differential vertical layer depth.

These path-integrated values are the basis for the DOE experiment. Rigorous DOE analysis, particularly through a rigorous ANOVA, can reveal any hidden interactions within HELEEOS that are affecting the overall performance of Climatological $C_n^2$ profiles. In addition, the DOE test places confidence bounds on these path-integrated values, which is the goal of this thesis.
The strength of the optical turbulence along a vertical path increases within the boundary layer where the greatest exchange of heat occurs between the earth and the atmosphere above it. The sfc-5k ft altitude encompasses all possible HELEEOS boundary layers of this important earth-atmosphere interaction. In terms of a path integration, this region encapsulates the majority of the path optical turbulence. The remaining altitudes closely mirror the 5k ft path-integrated value, but the main contributor to the path-integrated sum is that region between the surface and 5k ft.

DOE analysis identifies any interactions within the data. Some interactions are expected. For example, the factors of season, Summer or Winter, with climate, Mid-latitude or Desert, will have strong interactions since they determine selection of an ExPERT location. However, unexpected interactions might surface that have causal effects, and the DOE experiment draws these interactions out. If these interactions prove to be problem areas they can be identified and solutions sought out as well.

### 3.3 Terminology

It is important to define the terminology used throughout this thesis. The most confusing term used in this thesis may be "boundary layer." In terms of atmospherics, this is the region most influenced by dynamic heat exchange between the surface and the atmosphere above it. By convention, the atmospheric boundary layer is 1524 m during daytime conditions and 500 m during nighttime conditions. There are three HELEEOS boundary layers - 1524 m, 1000 m and 500 m - each corresponding to a particular user-defined time-of-day. In majority cases, a reference to the boundary layer indicates the HELEEOS boundary layer. In all other instances, the atmospheric boundary layer is specifically referenced. In addition, the 1524 m HELEEOS boundary layer may be referred to as the daytime boundary layer and the HELEEOS 500 m boundary layer referred to as the nighttime boundary layer. Any references to the daytime boundary layer specifically indicate both an atmospheric and HELEEOS boundary layer of 1524 m. Likewise, any references to a nighttime boundary layer identifies both an atmospheric and HELEEOS boundary layer of 500 m.
Use of the term "percentiles" is also confusing. HELEEOS has percentiles for both turbulence (mode through 99th percentile) and relative humidity (1st through 99th percentile.) References such as "50th percentile turbulence profile, 50th percentile relative humidity" quickly become confusing. It is important the reader acknowledge the dual usage of the term percentile to both turbulence and relative humidity. It is also important to distinguish between the two when this common term is used.

The HELEEOS boundary layer is also dependent upon a user-defined time of day. There are nine time-of-day selections available in HELEEOS - eight 3-hour time blocks and a daily average selection. The daily average selection corresponds to the daily average temperature, and a boundary layer value of 1524 m. Daily average time-of-day is the default selection in HELEEOS. The time-of-day hours of 00:00 - 06:00 local time are the nighttime hours (500 m boundary layer), and the time-of-day hours of 09:00 - 21:00 local time are the daytime hours (1524 m boundary layer). Usage of the term "nighttime" or "daytime" infers a variety of factors, and it is important to understand these combinations of factors.

Finally, altitudes in this thesis have units of both meters and feet. For all $C_n^2$ vertical profile plots, the altitudes are in meters. The boundary layer is always given in units of meters. However, the altitudes of interest in this thesis are given in terms of feet. Aircraft operating altitudes are defined in terms of thousands of feet and this convention is used here as well. In addition, a variety of altitude combinations exist. For example, a chart may show results for the three operating altitudes (in kft) as a function of both the 500 m and 1524 m boundary layers. It is important the reader understand this convention when referencing the Figures in Chapter 4.

### 3.4 Thermosonde Data

The thermosonde data used in this research effort originated from campaigns at various worldwide locations. The Air Force Research Laboratory’s Air and Space Vehicles Directorate, Atmospheric Data Acquisition/Archival Systems Branch (AFR-L/VSBY A) at Hanscom AFB, MA, provided all the thermosonde data used in this
effort, courtesy of Dr. George Jumper and Lt John Meyers. Thermosonde data existed for the ten sites listed in Table 3.1. The thermosonde campaigns for Holloman AFB, NM and Vandenberg AFB, CA originated at the Airborne Laser Systems Program Office. AFOSR conducted the international campaigns at Gap, France and Adelaide, Australia, as well as at Three Rivers, CA. Figure 3.1 shows a sample thermosonde profile from Holloman AFB, NM.

![Figure 3.1: Vertical $C_n^2$ profiles of an actual thermosonde flight launched from Holloman AFB, NM. The complete vertical profile of the launch is shown in (a), while the 5k ft, 10k ft and the 20k ft vertical profiles are shown in (b), (c) and (d) respectively. The elevation was 609 m. Note the large variations in the magnitude of the optical turbulence along the ascension path. Increasing temperature gradients and stronger optical turbulence are observed at the top of the boundary layer near 1800m, and at 4300m, possibly created by mountain wave activity in the vicinity of launch.](image)

Each thermosonde flight data consisted of measured observations of altitude (in m mean sea level, MSL), pressure, temperature, relative humidity, and $C_n^2$ taken
every 7-8 m from the surface through a vertical extent of approximately 30 km. In
addition, each flight contained several other computed parameters based on these
measurements. Each flight contained either 14 or 15 columns of observed measure-
ments, depending on the particular campaign. The delineating factor for each row of
raw observed data was the altitude measurement.

The raw thermosonde measurements required validation prior to inclusion as test
data. In many cases the measurements had missing data elements, which defaulted to
values of “-999.” Retention of these flights depended on the measured parameter. For
example, if the faulty data were with the measured pressure, the flight became part
of the dataset. However, if the faulty data were $C_n^2$ measurements, and the vertical
depth of the missing data exceeded 200 m, it was discarded and not used in this
test. If retained, the faulty data elements were zeroed to prevent calculation errors.
In some cases the thermosonde measurement devices either failed after launch for
several hundred meters or failed during a portion of the flight ascension path, after
which data readout began. Data verification for these flights depended on the location
of the missing data blocks and the depth of the vertical layer of missing data. The
deciding factors were greater than 200 m of vertical depth and an altitude of 3048 m.
If the missing vertical depth occurred below 3048 m the flights were discarded.

Observed thermosonde parameters used in the course of this research were alt-
titude, pressure, temperature, relative humidity and $C_n^2$. All raw measurement data
were imported into \textit{Matlab} and only the necessary data stripped off. All other data
columns were disregarded.

Thermosonde data existed for various summer and winter campaigns. In some
cases, several summer or winter campaigns existed for the same site. Each season had
a matching ExPERT season in HELEEOS. Some campaigns also recorded data from
spring and fall campaigns. Specific climatological assumptions were made for these
seasons that did not correspond to an ExPERT summer or winter season. Twenty-
three Vandenberg AFB, CA fall flights, collected from 18-25 October, and deemed
representative of a summer atmosphere by comparisons of the surface temperature and relative humidity to the summer climatological record, became a representative summer dataset. The Three Rivers, CA campaign, conducted from 20 March - 5 April, formed a representative winter dataset for surface temperatures correlated with the winter climatological temperature of 7.25 °C. The Holloman AFB, NM summer dataset consisted of three merged campaigns forming one ensemble of 63 flights.

Table 3.2 shows the seasonal thermosonde data available for each site and the total number of flights, or the sample size, available for each campaign. No thermosonde data existed for the following site and season combinations: Adelaide, Australia (summer), Bahrain (winter), Three Rivers, CA (summer), Vandenberg AFB, CA (winter), Gap, France (winter) or Sirene Observatory, France (winter).

<table>
<thead>
<tr>
<th>Site Location</th>
<th>Seasons Available</th>
<th>Number of Flights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adelaide, Australia</td>
<td>Winter</td>
<td>20</td>
</tr>
<tr>
<td>Bahrain</td>
<td>Summer</td>
<td>46</td>
</tr>
<tr>
<td>Doha, Qatar</td>
<td>Summer, Winter</td>
<td>15, 15</td>
</tr>
<tr>
<td>Gap, France</td>
<td>Summer</td>
<td>12</td>
</tr>
<tr>
<td>Holloman AFB, NM</td>
<td>Summer, Winter</td>
<td>63, 24</td>
</tr>
<tr>
<td>Vandenberg AFB, CA</td>
<td>Summer</td>
<td>23</td>
</tr>
<tr>
<td>Osan AB, South Korea</td>
<td>Summer, Winter</td>
<td>25, 49</td>
</tr>
<tr>
<td>Riyadh, Saudi Arabia</td>
<td>Summer, Winter</td>
<td>30, 35</td>
</tr>
<tr>
<td>Sirene Observatory, France</td>
<td>Summer</td>
<td>9</td>
</tr>
<tr>
<td>Three Rivers, CA</td>
<td>Winter</td>
<td>15</td>
</tr>
</tbody>
</table>

After importation of the raw thermosonde data into Matlab®, several Matlab® scripts converted the raw thermosonde data into useable data structures segregated by site and season. The structure included populated fields for site location and season, elevation, altitude, pressure, relative humidity, $C_n^2$, and path-integrated values of $C_n^2$ for sfc-5k, sfc-10k and sfc-20k ft. Array structures of altitude, pressure, temperature, relative humidity and $C_n^2$ contained all the raw measurement data from each individual flight. These data structures facilitated computation of all pertinent statistics, including vertical profiles generated from the data and mean and standard deviation statistics. Table 3.3 lists the mean path-integrated $C_n^2$ values and the standard de-
viations for each site. The mean and standard deviations for each site are based on
the number of useable flights for each given season. Note from Table 3.3 that average
path-integrated values are generally in the range of $5 \times 10^{-13}$ m$^{-2/3}$ to $1 \times 10^{-12}$ m$^{-2/3}$
for all three vertical layers of interest.

All thermosondes are assumed collected under average meteorological condi-
tions. While it is recognized that meteorological extremes can be observed during
a flight, for example a migratory weather system that affects temperatures, relative
humidities and pressures, it is assumed the ensemble averages are representative of
the seasonal climatological record for a given site. This eliminates the need to test all
$\alpha \beta$ combinations of temperature and relative humidity percentiles, and reduces the
test factors to average values.

Turbulence theory is founded upon the assumption of weak turbulence. There-
fore, each thermosonde flight required validation of this weak turbulence assumption,
and elimination of any flights not meeting this requirement. The moments of $C_n^2$
throughout a 30 km vertical extent of the flight established the baseline definition for
weak turbulence. Since these moments entirely characterize the turbulence along the
path, they are the defining parameters on the strength of turbulence. Classification
of weak turbulence, for each flight, are limiting values of coherence length, $\rho_0$, and
isoplanatic angle, $\theta_0$, of 10 cm and 10 $\mu$ radians respectively. [2] The $C_n^2$ moments were
computed for each thermosonde flight through a 30km vertical atmosphere using the
data structures and Matlab® scripts realizing Equations 2.19 and 2.20.

Matlab® functions for mode and mean calculations produced the corresponding
value from the thermosonde data structures for direct comparison to the HELEEOS
Climatological $C_n^2$ Mode and 50th percentile values. The percentile function in Excel® calculated
the 80th through the 99th percentiles of interest. The exact percentile value in Excel® depended on the span of the values in the ensemble using a Gaussian or
normal distribution fit to the data. Excel® did not use a specific lognormal fit, how-
ever, the assumption was that the path-integrated $C_n^2$ values were indeed lognormally
Table 3.3: Thermosonde $C_n^2$ Statistics

<table>
<thead>
<tr>
<th>Site and Season</th>
<th>Mean Path-Integrated $C_n^2$ (m$^{-2/3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5k ft</td>
</tr>
<tr>
<td>Adelaide, Australia</td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>1.0998x10$^{-12}$</td>
</tr>
<tr>
<td>Bahrain</td>
<td>4.5548x10$^{-13}$</td>
</tr>
<tr>
<td>Doha, Qatar</td>
<td>7.5853x10$^{-13}$</td>
</tr>
<tr>
<td>Gap, France</td>
<td>6.4620x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>1.0918x10$^{-12}$</td>
</tr>
<tr>
<td>Holloman AFB, NM</td>
<td>4.8557x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>7.4733x10$^{-13}$</td>
</tr>
<tr>
<td>Osan AB, South Korea</td>
<td>7.5853x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>6.4620x10$^{-13}$</td>
</tr>
<tr>
<td>Riyadh, Saudi Arabia</td>
<td>1.0918x10$^{-12}$</td>
</tr>
<tr>
<td>Winter</td>
<td>7.9141x10$^{-13}$</td>
</tr>
<tr>
<td>Holloman AFB, NM</td>
<td>4.8557x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>7.4733x10$^{-13}$</td>
</tr>
<tr>
<td>Sirene Observatory, France</td>
<td>8.2377x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>3.4958x10$^{-13}$</td>
</tr>
<tr>
<td>Three Rivers, CA</td>
<td>8.8588x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>4.0680x10$^{-13}$</td>
</tr>
<tr>
<td>Vandenberg AFB, CA</td>
<td>5.2659x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>6.9598x10$^{-13}$</td>
</tr>
<tr>
<td>Osan AB, South Korea</td>
<td>2.305x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>4.8472x10$^{-13}$</td>
</tr>
<tr>
<td>Riyadh, Saudi Arabia</td>
<td>5.5274x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>3.0294x10$^{-13}$</td>
</tr>
<tr>
<td>Sirene Observatory, France</td>
<td>5.5911x10$^{-13}$</td>
</tr>
<tr>
<td>Three Rivers, CA</td>
<td>1.1483x10$^{-12}$</td>
</tr>
<tr>
<td>Winter</td>
<td>7.9139x10$^{-13}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Site and Season</th>
<th>Standard Deviation (m$^{-2/3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5k ft</td>
</tr>
<tr>
<td>Adelaide, Australia</td>
<td>7.9141x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>3.9894x10$^{-13}$</td>
</tr>
<tr>
<td>Bahrain</td>
<td>8.2377x10$^{-13}$</td>
</tr>
<tr>
<td>Doha, Qatar</td>
<td>3.4958x10$^{-13}$</td>
</tr>
<tr>
<td>Gap, France</td>
<td>8.8588x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>5.2659x10$^{-13}$</td>
</tr>
<tr>
<td>Holloman AFB, NM</td>
<td>6.9598x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>2.305x10$^{-13}$</td>
</tr>
<tr>
<td>Osan AB, South Korea</td>
<td>4.8472x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>5.5274x10$^{-13}$</td>
</tr>
<tr>
<td>Riyadh, Saudi Arabia</td>
<td>3.0294x10$^{-13}$</td>
</tr>
<tr>
<td>Winter</td>
<td>5.5911x10$^{-13}$</td>
</tr>
<tr>
<td>Sirene Observatory, France</td>
<td>1.1483x10$^{-12}$</td>
</tr>
<tr>
<td>Three Rivers, CA</td>
<td>7.9139x10$^{-13}$</td>
</tr>
</tbody>
</table>
distributed in all cases, corresponding to known atmospheric distributions of $C_n^2$. Figure 3.2 (c) and (d) show this is a valid assumption for larger sample sizes. Smaller sample sizes generally assume a lognormal-like pattern, as in Figure 3.2 (a) and (b). However, lognormal distributions are assumed regardless of sample size.

Figure 3.2: Thermosonde distributions for three mid-latitude and one desert site. The lognormal distribution can be seen in each plot. For larger sample sizes, the lognormal distribution becomes apparent, as in (c) and (d). Small sample sizes do not exhibit a recognizable lognormal distribution, but it is assumed all thermosondes are lognormally distributed.

### 3.5 HELEEOS Data

Each site listed in Table 3.1 required generation of two separate datasets: one dataset for the default local time of day (daily average) and another dataset for the local night. Figure 3.3 shows the default atmospheric parameters for the 500 m HELEEOS boundary layer (local night); Figure 3.4 lists the 1524 m HELEEOS boundary layer (local day) defaults. All realizations used the 50% - Average relative humidity default. Each dataset contained information for all six HELEEOS Climatological $C_n^2$ turbulence percentiles for vertical altitudes of 5k, 10k and 20k ft,
resulting in 12 individual HELEEOS realizations (6 day and 6 night) at each altitude. Matlab® functionalities computed all path-integrated Climatological $C_n^2$ values and other statistics for each realization.

![HELEEOS Atmosphere GUI for 500 m boundary layer](image)

Figure 3.3: HELEEOS Atmosphere GUI for 500 m boundary layer. Notice the time of day selection 00:00-03:00 results in a 500 m boundary layer. The HELEEOS turbulence percentiles are also depicted.

The default boundary layer value for the daily average time of day was 1524 m. The nighttime boundary layer varied from 500 m to 1000 m depending on the time. Recall during transition periods the boundary layer is 1000 m. All nocturnal boundary layer values in HELEEOS reference the 500 m atmospheric boundary layer.

A supplementary software package known as ATMTools® was used to create random $C_n^2$ profiles consistent with the Climatological $C_n^2$ profiles for each ExPERT site. ATMTools® is an atmospheric analysis software package created by MZA Associates in Albuquerque, NM, and operates as a fully functional Matlab® atmospheric toolbox for propagation path modeling. ATMTools® wave optics codes utilize the scaling laws
Figure 3.4: HELEEOS Atmosphere GUI for 1524 m boundary layer. Note Local Time of Day is the default value of Daily Average. The 1524 m boundary layer can also be selected by using Local Time of Day 09:00-21:00.

of the Scaling Code for Airborne Laser Engagement (SCALE) and the Scaling law for High Altitude Relay Engagement (SHARE). [16] The atmospheric characterizations within ATMTools® include functions for computing atmospheric parameters such as $r_0$, $\theta_0$, and the Rylov variance, $\sigma_n^2$; atmospheric modeling includes functions for generating atmospheric parameters such as $C_n^2$, absorption, scattering, wind, temperature, pressure and density. ATMTools® generates an atmospheric Matlab® data structure and the only required information are the engagement geometry and information regarding the phase screens for each analysis point.

The RandCn2Prof (Random $C_n^2$ Profiles) function within ATMTools® generates random $C_n^2$ profiles with fixed parameters established by a basis atmospheric structure. This function creates random $C_n^2$ profiles through the vector addition of null
space vectors with degrees of freedom equivalent to the number of phase screens, or propagation points, within the atmospheric structure. HELEEOS generates a specific atmospheric structure, based on the Climatological $C_n^2$ profile, and this structure is the basis atmospheric structure for the $RandCn2Prof$ function. The $RandCn2Prof$ function analyzes the atmospheric structure and generates random $C_n^2$ profiles with identical $r_0$, $\theta_0$ and $\sigma_\chi^2$ parameters as that in the HELEEOS atmospheric structure. Figure 3.5 is an example of three random $C_n^2$ profiles created using $RandCn2Prof$. The random $C_n^2$ profiles generate varying, but equivalent, null space vectors at each point, but the vector addition of these null space vectors do not alter the fixed-path parameter values of the $C_n^2$ moments. The random profiles can generate as many null space vectors as there are degrees of freedom, thus making it a robust tool for replicating the optical path parameters but randomizing the overall $C_n^2$ value along the path. The $RandCn2Prof$ function also has built-in safeguards to reject invalid $C_n^2$ values, and will only attempt to generate a "good" profile 10,000 times. [15]

![Figure 3.5: Random $C_n^2$ profiles generated by the $RandCn2Prof$ function in ATMTools®. The black line is the HELEEOS profile created for Holloman AFB, NM (ExPERT Summer, mode Climatological $C_n^2$ turbulence, 50th percentile RH, and daily average temperature). The blue, red and green lines are the random $C_n^2$ profiles created that retain the same atmospheric parameters of $r_0$, $\theta_0$ and $\sigma_R^2$ as the basis atmospheric structure (the black profile). Standard deviation for 1000 random iterations was $7.1081 \times 10^{-17} \text{ m}^{-2/3}$. Note: all altitudes are in m above ground level (AGL) rather than m mean sea level (MSL).](image)
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These random $C_n^2$ profiles establish standard deviations for the HELEEOS Climatological $C_n^2$ profiles. HELEEOS generates only a single, non-variant profile for a given ExPERT site and percentile of interest. However, to analyze the profiles properly utilizing DOE techniques, a standard deviation is needed. The $RandCn2Prof$ function generated 5000 random $C_n^2$ profiles with identical atmospheric parameters for each HELEEOS atmosphere. This number of profiles ensured a log-normal distribution to the $C_n^2$ profiles. This is confirmed in Figure 3.6. These iterations were then analyzed to arrive at a standard deviation for each site. The standard deviations are random as well, generated from the 5000 random $C_n^2$ iterations, and varies for each 5000 iteration ensemble. Using this method to arrive at standard deviations may result in additional error in the test, but given that these standard deviations are on the order of $10^{-16}$ m$^{-2/3}$ or less while the path-integrated values are on the order of $10^{-13}$ m$^{-2/3}$, it is sufficient to consider this additional error a nuisance noise factor in the statistical analysis of the data. All standard deviation calculations are the ensemble average of the 1000 realizations for each altitude of interest.

![Figure 3.6](image)

Figure 3.6: Log normal distribution of 5000 random $C_n^2$ realizations using ATMTools®. The rough lognormal curve is depicted by the red line. As the number of iterations increase, the distribution becomes even more “classically” lognormally distributed.

Two problems directly affecting the Climatological $C_n^2$ calculations surfaced during the HELEEOS data collection effort. The first problem was a discrepancy associ-
ated with the HELEEOS calculations of the boundary layer Climatological $C_n^2$ values. Recall from Section 2.5 that the HELEEOS boundary layer is divided into two layers. Layer 1 extends from the surface through 60 m; the second from 60 m through the top of the respective boundary layer as defined by the time of day selection. Calculations of the second layer (60m-boundary layer height) contained large vertical sections of constant Climatological $C_n^2$ values created by nearest neighbor correlations from the look-up tables. If a particular bin within the look-up tables is not populated, HELEEOS uses the nearest neighbor bin value for the Climatological $C_n^2$ calculation. The lack of populated bins in the look-up tables resulted in these large vertical layers with constant Climatological $C_n^2$ values. Figure 3.7 depicts this problem for Bahrain. Notice the nearly constant layer from 360m through the top of the boundary layer in Figure 3.7(a).

This unexpected problem occurred at all locations to varying degrees. The main effect of this problem was a substantial increase in the path-integrated $C_n^2$ values for the 1524 m HELEEOS boundary layer data. The partial fix to this problem was a HELEEOS software update to smoothly interpolate, or lapse, the Climatological $C_n^2$ profile from the point where constant, repetitive Climatological $C_n^2$ values occur to the top of the HELEEOS boundary layer. Figure 3.7(b), shows the resultant profile where the smooth interpolation technique is easily recognizable in the Climatological $C_n^2$ curve. While this reduces the error in the path-integrated $C_n^2$ values, it does not completely eliminate it. Time did not permit a complete solution to this problem for this research effort, and this issue will be addressed at a later date.

Another problem arose in the seasonal climatological record matching for southern hemisphere sites. The algorithm did not access the climatology for Southern Hemispheric sites, and was defaulting to Northern Hemispheric climatological data for the Climatological $C_n^2$ curves. The algorithm was corrected, and this problem was solved.
3.6 DOE Test Methodology and Design

This designed experiment consisted of eight primary factors: Source, Climate, Location, Altitude, Season, Boundary Layer, Time of Day, and Turbulence Level. A Source factor indicated either HELEEOS or Thermosonde. A Climate factor indicated Desert or Mid-latitude, in agreement with the HELEEOS interpretation of the ExPERT database. The Season factors consisted of summer or winter; the Altitude factors indicated the respective altitude of interest: sfc-5k ft (1524 m), sfc-10k ft (3048 m) and sfc-20k ft (6096 m). Figure 3.8 depicts a sample design matrix of the Vandenberg AFB, CA summer nighttime (500 m boundary layer) runs.
Figure 3.8: Partial DOE nighttime summer design matrix for Vandenberg AFB, CA. The nighttime thermosonde data served as the test truth data for both the nighttime and daytime (daily average) Time of Day categories.

The Time-of-Day (ToD) categories corresponded to the HELEEOS ToD selections in the Atmosphere GUI, with classifications of either night or daily average. The daytime, or diurnal, ToD factor corresponds to the local hours of 09:00-21:00. The nighttime, or nocturnal, ToD factor corresponds to local hours of 00:00-06:00. Thermosonde campaign data are nighttime data, allowing for a direct comparison to the nighttime HELEEOS Climatological $C_n^2$ profiles. However, comparison of the nocturnal thermosonde data to the daily average HELEEOS data required the assumption that the “daily average” encompasses all hours of the day. Therefore, the noctur-
nal thermosonde data are the truth data basis for both the daytime and nighttime HELEEOS Climatological $C_n^2$ profiles.

The time of day selection in HELEEOS is important because it establishes the probabilistic temperature for the Climatological $C_n^2$ profile. Choosing a specific time of day means choosing a specific climatology for given time of day at that site. Recall from Section 2.5 that HELEEOS computes the boundary layer turbulence profiles from the climatological temperature and relative humidity record. The climatology for each site is divided into hourly surface average temperatures and relative humidities, as well as daily surface averages for both of these parameters. The lapping through the boundary layer is dependent upon the surface temperature and relative humidity correlated to the time of day selection. This was also additional justification for testing the daily average time of day profiles against the nocturnal thermosonde data. Figure 3.9 shows a partial HELEEOS design matrix for the daily average time of day selection for the Vandenberg AFB, CA summer runs.

Figure 3.9: Partial DOE daytime summer design matrix for Vandenberg AFB, CA.

The Location factors corresponded to the ten site locations listed in Table 3.1. The ExPERT location nearest Doha, Qatar was Abu Dhabi International Airport. This location was renamed Qatar (Abu Dhabi) for the purposes of the test. In ad-
dition, the two combined France locations (Gap and Sirene Observatory, France) corresponded to the ExPERT site location of Paris.

Relative humidity was not designed into this test. HELEEOS’ default relative humidity is the 50\textsuperscript{th} percentile, or average percentile. There are nine relative humidity percentiles available for selection in HELEEOS. Analysis of the difference of these nine percentiles revealed a maximum two-fold change in the strength of the optical turbulence from the lowest path-integrated Climatological $C_n^2$ value (99\textsuperscript{th} RH percentile) to the highest Climatological $C_n^2$ value (1\textsuperscript{st} RH percentile). In addition, the turbulence strength was identical for the 80\textsuperscript{th}, 90\textsuperscript{th}, and 99\textsuperscript{th} percentiles in all cases. Since these values are typically viewed on a logarithmic scale to begin with, even a scalar doubling of the turbulence strength is relatively little variation in the overall magnitude. This inverse behavior in the strength of optical turbulence was expected since relative humidity exhibits an inverse relationship with the strength of optical turbulence, as described in Section 2.6. In addition, since all thermosondes are assumed collected under average meteorological conditions, the average relative humidity category was deemed appropriate to this test.

The Turbulence Level factors corresponded to the turbulence percentiles in HELEEOS. For the thermosondes, the turbulence profiles were calculated using the method described in Section 3.4.

The complete design matrix consisted of 1098 lines for all the sites listed in Table 3.1. A Microsoft Excel\textsuperscript{®} spreadsheet (the design matrix) served as the input for the statistical DOE analysis software package Statistica\textsuperscript{®} that includes a module designed specifically for DOE applications. Its powerful algorithms easily detect higher order interactions between the various test factors and shows the comparisons of one data set to another. It determines if the two data sets (HELEEOS and Thermosonde) are statistically the same or if they vary and by how much. In addition, it establishes confidence bounds on the statistical equivalence of the data. All DOE analysis was completed using the Statistica\textsuperscript{®} software.
In addition to the DOE analysis module, Statistica® also incorporates a robust ANOVA module designed to rigorously analyze the variance in the residual errors. This particular design allowed for analysis of all main effects and 2-way interactions. Three-way interactions are inferred, but do not reflect ANOVA values. This occurs due to limited degrees of freedom associated with this design that prevented ANOVA analysis for these higher-order interactions. All higher-order interactions were rolled into a single error term and handled accordingly in the ANOVA analysis.
IV. Results

This chapter describes the results obtained during the course of this research effort. Section 4.1 discusses the validation of the statistical DOE model. This is important for accurate results from the Statistica® analysis. Section 4.2 covers some of the data manipulation for the DOE design matrix. Large higher order interactions, specifically 9-level interactions, demanded the use of blocking factors and data groupings for the DOE analysis. In addition, the data required transformations in order to remove the lognormal dependencies. Subsection 4.3.1 presents the results of the transformed data format while Subsection 4.3.2 presents the untransformed results. Section 4.4 demonstrates the usefulness of the HELEEOS Climatological $C_n^2$ optical turbulence model through several applications of wave optics simulations. These simulations validate the Climatological $C_n^2$ model as a viable optical turbulence model. Overall results from this research effort are contained in Section 4.5.

4.1 Validation of the Statistical Model

Recall the DOE statistical analysis model has three basic assumptions for ensuring model completeness: independent samples, normally distributed residual errors with zero mean and equal residual cell variances. The goodness of the statistical model is determined in part through the normal probability plot for the variances and the histogram plot for the normal distribution.

For the thermosondes, measurement techniques validated the independence of the samples. Each flight is independent of all other flights. The collection method, downlink of the radiosonde information, is unique to each flight and does not rely on the collections of previous or future thermosonde flights. In addition, each campaign is independent. The Adelaide, Australia campaign is not dependent on the results of the Three Rivers, CA campaign, for example. The probabilistic nature of the Climatological $C_n^2$ profile ensures independence of the HELEEOS samples. Each profile requires the climatological record of that particular site. Since no two climatologies are identical, the independence of each HELEEOS sample is validated.
The second model assumption mandates normally distributed zero mean residual errors. For both the HELEEOS and thermosonde data, initial investigations indicated the data required transformation. The natural logarithm transformation removed the lognormal dependencies in both the HELEEOS and thermosonde data. The transformation used was:

\[
\text{Transformed data} = \ln \left( C_n^2 \times 10^{12} \; m^{2/3} \right).
\]

This transformation ensured the normality requirement of the model. Proof of this is easily recognized in a histogram plot, shown in Figure 4.1 (a). All residual errors lie within three standard deviations of the zero mean value.

The variances of the residuals must also be equal (but not known exactly) to validate the statistical model. This assumption relates to the randomness of the test, as described previously. Randomness in the test ensures outside factors do not adversely influence the test. The normal probability plot in Figure 4.1 (b) shows the correlation of the residuals. The transformations produced an acceptable correlation, although some minor residuals in the tails of the normal distribution showed some slight variability. Based on these results, the statistical model was validated and the DOE test was conducted on the transformed data.

### 4.2 Data Manipulation and Blocking Factors

Recall from Chapter 2 that an interaction between factors is the change in the realization produced by a variation in the levels of the factors. The 9-level variable forced by the Location factor required special consideration. Due to the large size of the Location factor, several separate analyses were performed. One ANOVA analysis focused solely on the location factor taking into account the Source and Season factors. A separate DOE analysis investigated the Location interactions using blocks on the Location factor. Another DOE analysis interrogated the Location factor by considering only the 2- and 3-level variables, this time without blocking. The initial
Figure 4.1: Histogram plot of the residual errors is shown in (a). The normal probability plot of the residuals is shown in (b). The plot shows acceptable correlation of the residuals. All residuals fall within three standard deviations of the mean. The model was not a perfect model as shown by the lack of perfect linearity in the residual errors.

DOE analysis showed potential for combining several of the higher level interactions into 2- or 3-level variables thereby allowing analysis of the effects of these higher level interactions. After data transformation, effects deemed statistically insignificant were rolled into a single error term. Combining all non-significant interactions into test data noise strengthens the DOE analysis by considering only causal factors in the final analysis. All of the main factors (Climate, Season, Time of Day, Boundary Layer, etc.) with the exception of the Location factor were causal factors. The regression
model, used for point estimators of the residual errors, accounts for all causal and higher order interactions.

The regression model input consisted of six 2-level factors and one 3-level factor, allowing for a complete factorial design of the experiment. The final regression equation for this model, after all data manipulations, was:

\[
\hat{y} = 135933.55 + 20.89 \cdot \text{Source} - 1401.83 \cdot \text{Climate} - 2629.02 \cdot \text{Altitude}(L) \\
+ 12.85 \cdot \text{Altitude}(Q) + 26.04 \cdot \text{Season} - 0.18 \cdot \text{BoundaryLayer}(L) \\
+ 0.21 \times 10^{-4} \cdot \text{BoundaryLayer}(Q) + 1.00 \cdot \text{TurbulenceLevel} \\
+ 0.39 \cdot \text{Source} \cdot \text{Climate} - 0.60 \cdot \text{Source} \cdot \text{Season} \\
- 0.01 \cdot \text{Source} \cdot \text{TurbulenceLevel} + 25.92 \cdot \text{Climate} \cdot \text{Altitude}(L) \\
- 0.13 \cdot \text{Climate} \cdot \text{Altitude}(Q) + 0.35 \cdot \text{Climate} \cdot \text{Season} \\
+ 2.64 \times 10^{-3} \cdot \text{Climate} \cdot \text{BoundaryLayer}(L) \\
- 2.00 \times 10^{-6} \cdot \text{Climate} \cdot \text{BoundaryLayer}(Q) \\
- 8.63 \times 10^{-4} \cdot \text{Season} \cdot \text{BoundaryLayer}(L) \\
- 1.38 \times 10^{-3} \cdot \text{TimeofDay} \cdot \text{TurbulenceLevel}
\]

(4.2)

where (L) is the linear interaction term associated with the specific factor and (Q) is the quadratic interaction term.

The ANOVA regression model required blocking variables due to the large 9-level relationship associated with the Location factor. Furthermore, the two France campaigns complicated the comparison with the HELEEOS ExPERT site Paris. Combining these two campaigns into a single dataset allows for full comparative analysis of the HELEEOS and thermosonde data. However, it was necessary to determine statistical equivalence of these two campaigns first before merging the two campaigns into a single dataset. Results of a limited factorial ANOVA (of the two France thermosonde campaigns) proved statistical equivalence, these two campaigns formed a
single "Paris" dataset. A final Climate block for the Location factor was used to segregate the Mid-latitude sites from the Desert sites. This assumed no interactions between the Climate factors. Applying the Climate block restricted all higher order interactions and allowed for a full ANOVA analysis of the Mid-latitude and Desert sites.

Computation of the 80th through 99th percentiles for the thermosonde data relied on the Excel® percentile function for the Turbulence Level factor. This Excel® function utilizes a Gaussian fit to the data while the corresponding HELEEOS percentiles utilize a true lognormal fit. This difference produced unsatisfactory variability in the initial results due to the differences in the distributions used to arrive at these percentiles. The variations decreased in the tails of both distributions, but the error induced by these differences at the 80th through 95th provided reasonable justification for eliminating these outlier percentiles from the test. Therefore, the DOE factorial design retained only the Mode and 50th percentile data (both HELEEOS and thermosonde) for the research. The Matlab® mode and mean functions computed these values for the thermosonde data, and these two categories are equivalent indexes in both the HELEEOS and thermosonde datasets. This reduced the Turbulence Level factor to a 2-level factor and completed the factorial design of the test.

4.3 Results

The results in this section are presented in two formats. The first is in the transformed data format, with elimination of the lognormal dependencies within the data. All charts in this section came directly from the Statistica® software package, and presentation of each chart is in the form of point estimators with error bars. The second format is for the untransformed data results. The presentation of these results are in the form of bar charts with error bounds.

This section introduces new terminology and units, particularly with the untransformed data results. All references to 5k, 10k and 20k ft in the following discussions refer to the vertical profiles from the sfc-5k, sfc-10k, and sfc-20k ft respectively.
However, specific usage of an altitude level, such as 5k ft, indicates a vertical layer from the surface to that particular altitude. The term “mean” in the untransformed results is interpreted as the mean value of the range of the data, not as indicating a strict relation to the 50th percentile profile data. Finally, the y-axes for all transformed data charts consist of unitless logarithmic values. The y-axis variable is labeled as $\ln(C_n^2 * 10^{12})$ to indicate the transformation used on the original data. Negative values appear on these charts and are a direct result of the applied logarithmic data transformation. The negative values assume positive real values after untransforming the data into units of $m^{-2/3}$.

4.3.1 Transformed Data Results. Figure 4.2 shows the overall outcomes of the DOE analysis. This is a plot of HELEEOS data versus Thermosonde data as a function of site Location and Source and combines both turbulence values (Mode and 50th percentile) with all other factors (Climate, Season, etc.) This chart is a composite result of all possible interactions of the test factors, and it determines the statistical equivalence of the two datasets - HELEEOS and Thermosonde. The vertical bars denote the upper and lower 80% confidence intervals for the range of path-integrated $C_n^2$ values at each respective location.

The null hypothesis of this test is that the HELEEOS means are equal to the thermosonde means at each location. Statistical equivalence implies equality of the statistical moments for each location. Statistical differences indicate enough variation in the data to state the means and standard deviations are not equal. However, statistical differences do not infer disagreements in the data; they merely point out a wider variability in the moments. Fully substantiating these differences requires a broader insight into the data than a mere statement of the statistical equivalence of the moments. For example, if the results pointed to statistical differences in the means, but these differences varied only by a scalar fraction in the strength of the path-integrated optical turbulences, the overall results may show the means do in fact agree. It is important not to declare statistical equivalence or difference without
Figure 4.2: Least squares means for all locations. The blue line is the HELEEOS results and the red line is the thermosonde results. The vertical bars indicate 80% confidence intervals. The blue circle denotes the mean value of the HELEEOS datasets and the red square denotes the mean value of the thermosonde datasets.

taking all possible information into account. In addition, transformed data emphasize these statistical equivalences or differences more emphatically than the untransformed data because the lognormal distributions in the data are removed. The transformed data show greater variation, but when the data are untransformed, the true results show a more realistic agreement in the data.

Figure 4.2 shows the HELEEOS and the thermosonde transformed data are generally statistically different from one another when all factors are combined. Adelaide, Travis and Vanden Berg exhibit statistical equivalence, while Osan exhibits the largest statistical difference of all the locations. In most cases, the HELEEOS mean is larger than the thermosonde mean. These results are expected for two reasons. First, Section 3.5 described a noted tendency to higher HELEEOS path-integrated $C_n^2$ values because of the smoothing algorithm used in the boundary layer Climatological $C_n^2$
profile for the 1524 m boundary layer. These results encapsulate all possible values, including the larger 1524 m data, and skew the results. When the 1524 m boundary layer is removed, the 500 m boundary layer data exhibits better statistical equivalence. This is discussed in greater detail in the next section. Secondly, the HELEEOS profile utilizes probabilistic climatology, and this removes the variability seen during a thermosonde campaign, even though these campaigns are conducted under nearly homogeneous meteorological conditions. The homogeneous conditions at the time of a thermosonde launch may not be entirely representative of long-term climatological conditions, and this disparity may very well surface as a statistical difference between the HELEEOS and thermosonde data.

Note the tighter HELEEOS confidence intervals as compared to the thermosonde confidence intervals in Figure 4.2. This is a by-product of a single HELEEOS generated profile as compared to many measured thermosonde profiles. These tight confidence intervals reflect the small standard deviations calculated by the \textit{RandCn2Prof} function in \textit{ATMTools\textsuperscript{®}}.

The large differences in the Osan data are a potential cause for concern. This is a result of sparse data in the look-up tables, which in turn, induce higher path-integrated $C_n^2$ values for the 1524 m boundary layer. As a general rule, Osan data exhibit statistical differences from the thermosonde data when all factors are considered both as a composite and independently. Osan thermosonde data forms the foundation of all HELEEOS Mid-latitude sites. These other mid-latitude sites may be artificially skewed because of this issue in the Osan data. It appears this is not the case, however, since the Travis and Vandenberg profiles closely correlate to the thermosonde data. Still, this statistical difference may point to a residual problem created by the software update to correct the computation of the Climatological $C_n^2$ profile within the boundary layer.

Figure 4.3 shows the combined effects of Source, Location and Altitude. This is a plot of the effects of altitude on the path-integrated HELEEOS and thermosonde
data at each site location. Some interesting features arise from the data. Figure 4.3 (a-1) emphasizes the statistical equivalence of the three altitudes. This is not surprising since the 5k and 10k ft profiles are subsets of the 20k ft profiles. The closeness in the thermosonde means is a physical realization of the properties of homogeneity and isotropy under the weak turbulence regime. The overlapping confidence intervals prove the means are not a function of time or position, and show the thermosonde means are statistically equivalent in the atmospheric volumes under consideration. It is a fair assumption to expect this same behavior in the HELEEOS means, and the profiles show this is generally the case. The Paris and Travis profiles deviate slightly, but overall the results are consistent with the thermosonde.

Figure 4.3 (b) splits the analysis further into specific altitudes and compares the HELEEOS Mode and 50th percentile turbulence data to the corresponding thermosonde data. All three altitude levels exhibit consistent results, with Osan again exhibiting the greatest deviation. It is the opinion of this author that these deviations are the result of sparsely populated look-up tables between 360 m and the top of the 1524 m boundary layer, particularly for the winter season. Further analysis of the effects of season revealed the winter season contributed the preponderance of the statistical differences noted in the overall results, and combining the two seasonal datasets results in a greater overall statistical difference. However, individual analysis shows the HELEEOS summer season data correlates well to the thermosonde data, while the HELEEOS winter season data are largely different from the thermosonde means. Figure 4.4 (a) and (b) emphasizes these pronounced distinctions. These plots consider only the combined effects of season and altitude; all other factors are ignored. Missing thermosonde sites are consistent with Table 3.2.

Figure 4.5 shows the seasonal results for all combined effects. It encapsulates all factors of Climate, Season, Altitude, Location, Time of Day and Boundary Layer. Again, the summer datasets exhibits closer statistical equivalence as compared to the winter datasets. This plot lends further credence to the claim of sparsely popu-
Figure 4.3: Least squares means plot of the effects of Altitude and Location on the HELEEOS and thermosonde path-integrated $C_n^2$ values. Plots (a-1) and (a-2) demonstrate the consistency of both the HELEEOS and thermosonde. Plot (b) breaks the altitudes out for a closer analysis. All plots are for the combined effects of Mode and 50th percentile turbulence levels.

...lated look-up tables that skew the results to higher path-integrated $C_n^2$ values. This significance is discussed further in the next Section.

4.3.2 Untransformed Data Results. Transforming the data removes all logarithmic dependence in the data and allows for treating the data as $(\text{NID}(0,\sigma^2))$. Untransforming the data returns a logarithmic dependence to the data, but preserves the results of the DOE analysis. The data was untransformed using the following:
Figure 4.4: (a) Weighted marginal means plot of the effects of Summer and Altitude for the HELEEOS and thermosonde path-integrated $C_n^2$ values. (b) Weighted marginal means plot of the effects of Winter and Altitude for the HELEEOS and thermosonde path-integrated $C_n^2$ values. All plots combine the effects of the Mode and 50th percentile turbulence levels.

$$Untransformed\ data = \exp \left[ \log \left( C_n^2 \times 10^{12} \right) \right] \times 10^{-12} \ m^{-2/3}. \quad (4.3)$$

This section presents results in relation to the ExPERT climate and season. Recall the usage of the term “mean" in this context refers to the mean value of the span of confidence intervals and not to the 50th percentile turbulence values. This term is used with both the Mode and 50th percentile data. Untransforming the data returns a lognormal distribution to the confidence interval span. In this regard, the mean value represents the mode value of each lognormal range of confidence intervals.
Figure 4.5: Weighted marginal means plot of the effects of Season and Location on the HELEEOS and thermosonde path-integrated $C_n^2$ values. The results are similar to the least squares means plot of the previous figure.

The terminology may be confusing, and it is important to realize the proper definitions in this context. In all the following Figures, the y-axis is the untransformed path-integrated $C_n^2$ values, with bar charts indicating the upper and lower limits of the 80% confidence intervals. In addition, the discussions reference the confidence intervals in conjunction with the Mode and 50\textsuperscript{th} percentile turbulence profiles. It is vitally important to note the proper references to avoid confusion.

The untransformed data represents the truest estimation of the null hypothesis. In the previous section, the transformation enhanced the statistical differences within the datasets. Results in this section scale these larger variations to identical units, and reduce the amount of statistical variability. These results present the data in comparable values and emphasize the similarity in the data.

4.3.2.1 Desert Summer Mode and 50\textsuperscript{th} Percentile. Figure 4.6(a) and (b) depicts the final results for the HELEEOS Desert Summer Mode and 50\textsuperscript{th} percentile turbulence profiles respectively. These charts incorporate the results from all
three desert sites used in this research. The results represent the knowledge garnered from a factorial design of three Desert Summer sites, but the confidence intervals can be directly applied to the Climatological $C_n^2$ profiles for other HELEEOS Desert Summer sites.

Figure 4.6: Final results for Desert Summer Mode (plot (a)) and 50th percentile (plot (b)) turbulence profiles. Note the lognormal distribution of the confidence intervals, consistent with naturally occurring distributions of atmospheric turbulence values.

In Figure 4.6, the confidence intervals exhibit the same lognormal patterns of the original thermosonde and HELEEOS $C_n^2$ distributions. The middle line in each bar graph represents the mean value of the distribution (the mode value of the span), and
the portions of the graphs above and below the mean value represent the respective upper and lower 80% confidence intervals. Intuitively, these Figures exhibit expected behaviors. The default HELEEOS boundary layer value, 1524 m, exhibits the largest confidence interval ranges, and the 500 m boundary layer results exhibit the least variability in the confidence interval range. In all altitude cases, the 500 m boundary layer values are statistically equivalent to the thermosonde data, with tightly spaced means and acceptable confidence intervals. The HELEEOS confidence intervals for the Desert mode and 50th percentile turbulence profiles are numerically tabulated in Table 4.1 for both the Desert Summer and Desert Winter seasons.

4.3.2.2 *Desert Winter Mode and 50th Percentile.* Figure 4.7(a) and (b) show the results of the HELEEOS and thermosonde Desert Winter analysis for the Mode and 50th percentile turbulence profiles. These charts incorporate the results from all three desert sites used for this research. The results represent the knowledge garnered from a factorial design of three Desert Winter sites, but the confidence intervals can be directly applied to the Climatological $C_n^2$ profiles for other HELEEOS Desert Winter sites.

These figures also exhibit acceptable boundary layer characteristics. However, in the case of the Desert Winter, the 1524 m boundary layer values exhibit greater variability than the Desert Summer case for the same boundary layer. This is also true for the 500 m boundary layer values at all altitudes. As is the case for the Desert Summer profiles, the 500 m boundary layer layer values are the most statistically equivalent to the thermosonde data.

Some observations are worth noting for the Desert Winter HELEEOS turbulence profiles. First, the variability in the means for the HELEEOS Mode turbulence profiles increases with height for both boundary layer conditions, whereas the thermosondes remain fairly consistent for these same conditions. The datasets become statistically different at 20k ft. Within the 5k and 10k ft layers, the means correlate well to the thermosonde means. The deviation at 20k ft may be indicative of variations in
Table 4.1: HELEEOS 80% Confidence Intervals (CI) for ExPER T Desert Sites

<table>
<thead>
<tr>
<th>Season</th>
<th>Alt (ft)</th>
<th>Boundary Layer</th>
<th>Mean Value</th>
<th>Lower 80% CI</th>
<th>Upper 80% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1524m</td>
<td>5.9447x10^{-13}</td>
<td>1.7885x10^{-13}</td>
<td>1.9426x10^{-12}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500m</td>
<td>2.4230x10^{-13}</td>
<td>8.0202x10^{-14}</td>
<td>7.2705x10^{-13}</td>
</tr>
<tr>
<td>Summer</td>
<td>5k</td>
<td>1524m</td>
<td>6.1902x10^{-13}</td>
<td>1.9733x10^{-13}</td>
<td>1.9759x10^{-12}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500m</td>
<td>2.6802x10^{-13}</td>
<td>9.8803x10^{-14}</td>
<td>7.3199x10^{-13}</td>
</tr>
<tr>
<td></td>
<td>10k</td>
<td>1524m</td>
<td>7.2354x10^{-13}</td>
<td>2.6393x10^{-13}</td>
<td>1.9835x10^{-12}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500m</td>
<td>3.5283x10^{-13}</td>
<td>1.6740x10^{-13}</td>
<td>7.4375x10^{-13}</td>
</tr>
<tr>
<td>Winter</td>
<td>5k</td>
<td>1524m</td>
<td>7.9546x10^{-13}</td>
<td>2.7628x10^{-13}</td>
<td>2.2903x10^{-12}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500m</td>
<td>4.3382x10^{-13}</td>
<td>1.2918x10^{-13}</td>
<td>9.4275x10^{-13}</td>
</tr>
<tr>
<td></td>
<td>10k</td>
<td>1524m</td>
<td>1.0029x10^{-12}</td>
<td>3.2907x10^{-13}</td>
<td>2.3576x10^{-12}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500m</td>
<td>1.0148x10^{-13}</td>
<td>2.5876x10^{-13}</td>
<td>1.0591x10^{-12}</td>
</tr>
<tr>
<td></td>
<td>20k</td>
<td>1524m</td>
<td>1.1011x10^{-12}</td>
<td>4.7248x10^{-13}</td>
<td>2.5659x10^{-12}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500m</td>
<td>6.6015x10^{-13}</td>
<td>3.6404x10^{-13}</td>
<td>1.1971x10^{-12}</td>
</tr>
</tbody>
</table>

The 50th percentile turbulence profiles do not exhibit this same behavior, pointing to specific causes within the Mode turbulence Climatological $C_n^2$ calculations. The 500 m boundary layer means are statistically equivalent for all 50th percentile turbulence profile altitudes of interest.

Secondly, the upper bounds for the HELEEOS profiles double in magnitude from the Mode turbulence profile to the 50th percentile turbulence profiles at the 1524 m boundary layer. This points to a widening of the lognormal distribution

the Desert upper air look-up tables. However, this cannot be fully substantiated by this chart.
Figure 4.7: Final results for Desert Winter Mode (plot (a)) and 50\(^{th}\) percentile (plot (b)) turbulence profiles. Note the lognormal distribution of the confidence intervals, consistent with naturally occurring distributions of atmospheric turbulence values.

curve between the mode value and the 50\(^{th}\) percentile value for the Desert Winter sites. Recall these original lognormal distribution fits were chiefly derived from a limited set of available wintertime desert thermosonde campaigns. This research also contained limited wintertime thermosondes, as evidenced in Table 3.2. The original work on the Climatological \(C_n^2\) profiles fit the data to a sparse number of thermosondes resulting in non-ideal distribution curves. In some cases, less than ten data elements contributed to the original lognormal fits. This sparsity of data clearly surfaces in these charts. However, it is also worth noting that even with these less than ideal
distributions, the 50th percentile turbulence profiles remain statistically equivalent to the thermosonde data at all altitudes of interest.

4.3.2.3 Mid-latitude Winter Mode and 50th Percentile. Figure 4.8 displays the HELEEOS Mid-latitude Winter results. These charts incorporate the results from the seven Mid-latitude sites used throughout this research effort. The results represent the knowledge garnered from a factorial design of seven Mid-latitude Winter sites, but the confidence intervals can be directly applied to the Climatological C_n^2 profiles for other HELEEOS Mid-latitude Winter sites. Table 4.2 lists the numerical outcomes of the Mid-latitude analysis for both the Winter and Summer seasons.

Overall, these results reflect consistencies with the previous charts - the 1524 m boundary layer exhibits the greatest variability and the confidence intervals reflect the lognormal dependencies within in the data. However, the data do exhibit some irregularities, even with the thermosonde data. Figure 4.8 (a) shows inconsistencies in the data for the Mode turbulence profiles for both the 1524 m and 500 m boundary layers. The HELEEOS Mode turbulence profiles and the thermosonde data match closely for a 5k ft altitude and 500 m boundary layer, but deviate statistically for the 10k ft and 20k ft altitudes. Across all altitudes, the means increase steadily with increasing altitude. This is not the case for the 50th percentile data for the 500 m boundary layers, where the means remain statistically equivalent for all altitudes of interest. In all the 50th percentile altitude cases, HELEEOS accurately reproduces the thermosonde data for the 500 m boundary layer vertical profiles. However, the 1524 m boundary layer means also increase with height. As mentioned earlier, this may point to variations in the free atmosphere look-up tables, but this cannot be stated outright without additional information.

Once again, the 1524 m boundary layer data display more pronounced variability as expected. The 1524 m boundary layer confidence intervals are acceptable for both the mode and 50th percentile turbulence profiles since there are no validation data to compare these results to. With large daytime variations expected in C_n^2 values,
Figure 4.8: Final results for Mid-latitude Winter Mode (plot (a)) and 50\textsuperscript{th} percentile (plot (b)) turbulence profiles. Note the familiar lognormal distribution of the confidence intervals, consistent with naturally occurring distributions of atmospheric turbulence values.

particularly near the surface of the earth where dynamic mixing is at a maximum, these confidence intervals are considered acceptable.

Figure 4.8 (a) shows an interesting characteristic in the Mode thermosonde data. All three altitudes reflect very tight confidence intervals. The narrow confidence intervals for the Mode turbulence values are actually artificially smaller than the 50\textsuperscript{th} percentile turbulence values. This is due to the method used to compute the Mode value in Matlab\textsuperscript{\textregistered}. The mid-latitude winter dataset consisted of only three campaigns - Osan, Three Rivers and Holloman. Due in part to limited sample sizes, particularly
with the Three Rivers campaign, Matlab® mode calculations produced lower Mode path-integrated values than the 50th percentile (average) path-integrated values, and larger margins of error for the smaller sample sizes. This resulted in the tight confidence intervals depicted in the plots. The mean calculations in Matlab® produced more precise results. It is important to remember these results are the combined results from all three Mid-latitude Winter campaigns, regardless of sample size, and the variability of the confidence intervals reflects the overall statistical differences seen in each campaign.

The HELEEOS methodology for computing the free atmosphere Climatological $C_n^2$ profiles may also contribute to the increasing means for the 1524 m boundary layer. Once a boundary layer is selected, HELEEOS uses a temperature correlation for the Climatological $C_n^2$ values in the free atmosphere. These temperature correlations come from standard atmosphere temperatures curves, but are matched to Climatological $C_n^2$ values from the measured thermosonde data.

The profiles for all HELEEOS Mid-latitude sites are based on thermosonde data collected at Osan AB, South Korea during November 1999 and February 2000. There exists two distinctly different airmasses over Korea during these months. In the fall and early winter, the Korean atmosphere is continental in nature, with decreasing temperatures at all levels as colder air migrates across the peninsula. By February, however, the airmass becomes largely arctic in nature, caused by continual entrainment of very cold air from Siberia and Upper Mongolia across this region. The inclusion of temperatures representative of two different airmasses near the surface may have created a broader temperature distribution and resulted in a subtle bias in the Climatological $C_n^2$ values. Figure 4.8 (a) and to some degree (b) shows this increasing bias in the means for both the Mode and 50th percentile turbulence profiles. Since all mid-latitude sites use these data to derive site-specific Climatological $C_n^2$ profiles, they are likewise skewed to greater Climatological $C_n^2$ values.
Another plausible explanation for these discrepancies may be that the look-up tables are sparsely populated for the Mid-Latitude Winter, particularly for extremely low temperatures. When this occurs, HELEEOS selects the nearest neighbor data point within the look-up table for the upper air calculations. If the predominate temperatures used to correlate the Climatological $C_n^2$ values to the standard atmosphere is the colder arctic (February) temperatures, the nearest neighbor selections in HELEEOS may result in this skewing to the higher Climatological $C_n^2$ values seen in the plots.

Table 4.2 lists the mean values of each profile along with the values for the corresponding confidence intervals for both the Mid-Latitude Winter and Summer Mode and 50th percentile turbulence profiles.

4.3.2.4 Mid-latitude Summer Mode and 50th Percentile. Figure 4.9 shows the final results of the HELEEOS Mid-latitude Summer Mode and 50th percentile turbulence profiles analysis. These charts incorporate the results from the seven Mid-latitude sites used throughout this research effort. The results represent the knowledge gained from a factorial design of seven Mid-latitude Summer sites, but the confidence intervals can be directly applied to the Climatological $C_n^2$ profiles for other HELEEOS Mid-latitude Summer sites.

At first glance, these results appear very good. However, these results are somewhat misleading. At once, the reader will notice the smaller confidence intervals for the Mid-latitude Summer sites. Another obvious difference is the apparent lack of lognormal distributions in the confidence ranges at both the 1524 m and 500 m boundary layers. In addition, the 500 m boundary layer confidence ranges exceed those of the 1524 m boundary layer. This clearly goes against the physical intuition of the boundary layers and the strength of turbulence associated with each boundary layer.

These appear to be discrepancies in the HELEEOS turbulence profiles, but in reality, they are a manifestation of an inherent limitation in the current HELEEOS
### Table 4.2: HELEEOS 80% Confidence Intervals (CI) for ExPERT Mid-Lat Sites

#### HELEEOS Mode Turbulence Profile

<table>
<thead>
<tr>
<th>Season</th>
<th>Alt (ft)</th>
<th>Boundary Layer</th>
<th>Mean Value</th>
<th>Lower 80% CI</th>
<th>Upper 80% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1524m</td>
<td>3.0433x10^{-13}</td>
<td>2.4523x10^{-13}</td>
<td>3.7769x10^{-13}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500m</td>
<td>4.3519x10^{-13}</td>
<td>3.3392x10^{-13}</td>
<td>5.6716x10^{-13}</td>
</tr>
<tr>
<td>Summer</td>
<td>5k</td>
<td>1524m</td>
<td>4.2692x10^{-13}</td>
<td>3.3392x10^{-13}</td>
<td>5.6716x10^{-13}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500m</td>
<td>5.5648x10^{-13}</td>
<td>4.3709x10^{-13}</td>
<td>7.0850x10^{-13}</td>
</tr>
<tr>
<td>Winter</td>
<td>5k</td>
<td>1524m</td>
<td>5.1385x10^{-13}</td>
<td>4.2437x10^{-13}</td>
<td>5.1446x10^{-13}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500m</td>
<td>6.5431x10^{-13}</td>
<td>5.1909x10^{-13}</td>
<td>8.2477x10^{-13}</td>
</tr>
</tbody>
</table>

#### HELEEOS 50th Percentile Turbulence Profile

<table>
<thead>
<tr>
<th>Season</th>
<th>Alt (ft)</th>
<th>Boundary Layer</th>
<th>Mean Value</th>
<th>Lower 80% CI</th>
<th>Upper 80% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1524m</td>
<td>5.4746x10^{-13}</td>
<td>4.3965x10^{-13}</td>
<td>6.8171x10^{-13}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500m</td>
<td>5.7168x10^{-13}</td>
<td>4.5571x10^{-13}</td>
<td>7.1717x10^{-13}</td>
</tr>
<tr>
<td>Summer</td>
<td>5k</td>
<td>1524m</td>
<td>6.9901x10^{-13}</td>
<td>5.7635x10^{-13}</td>
<td>8.4777x10^{-13}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500m</td>
<td>8.9344x10^{-13}</td>
<td>6.6222x10^{-13}</td>
<td>1.2054x10^{-13}</td>
</tr>
<tr>
<td>Winter</td>
<td>5k</td>
<td>1524m</td>
<td>8.3881x10^{-13}</td>
<td>6.8663x10^{-13}</td>
<td>1.0247x10^{-13}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500m</td>
<td>8.3674x10^{-13}</td>
<td>6.8331x10^{-13}</td>
<td>1.0274x10^{-13}</td>
</tr>
</tbody>
</table>

Summer look-up tables. These are best explained by example. Recall that HELEEOS calculates a vertical profile by correlating surface temperatures and relative humidities to a user-defined relative humidity percentile. This test used the 50%, or average, percentile, corresponding to a 50% temperature percentile as well. From these two percentiles, HELEEOS calculates a dewpoint and lapses the temperature and dewpoint curves at either a moist adiabatic lapse rate (6.5 °C/1000 m) or a dry adiabatic lapse rate (10 °C/1000 m), depending on the seasonal conditions. At each point in the vertical profile through the boundary layer, HELEEOS recalculates a new tempera-
Figure 4.9: Final results for Mid-latitude Summer Mode (plot (a)) and 50th percentile (plot (b)) turbulence profiles.

HELEEOS then references the look-up tables for this calculated relative humidity and extracts a Climatological $C_n^2$ value for that given altitude.

The limitations of HELEEOS arise when the reference look-up tables have sparsely populated relative humidity bins. Also recall that HELEEOS uses two boundary layer slabs - one from the surface to 60 m and the other from 60 m to the top of the selected boundary layer. For a 500 m boundary, only a 440 m slab exists with limited data before the free atmosphere Climatological $C_n^2$ values populate the
remaining vertical path. However, for the 1524 m boundary, this slab is 1484 m thick. HELEEOS smoothly interpolates between the 60 m data point and the 1524 m data point, with no variations showing demonstrated in the profile. The original reasoning for selecting these two boundary layer slabs was to break up the boundary layer in more representative layers and also to attempt to address the lack of thermosonde data within the first 5k ft of the atmosphere. As a consequence of this methodology, the 500 m boundary layer turbulence profiles show considerable variation in the first 5,000 ft of the atmosphere due to the extensions of the free atmosphere; the 1524 m boundary layer profiles do not. Figure 4.10 plainly shows this limitation in the 10k ft Mid-latitude turbulence profiles. The red line, the 1524 m boundary layer turbulence profile, smoothly lapses from 60 m through 1524 m with little variation in profile. As a consequence, the 500 m boundary layer path-integrated $C_n^2$ values are greater in magnitude than the corresponding 1524 m boundary layer path-integrated $C_n^2$ values.

It is also interesting to note the peak near 1000m in the 500 m boundary layer profile. This naturally occurring inversion or capping layer is a feature often seen in nighttime thermosonde measurements. HELEEOS accurately replicates this inversion layer; this underscores the versatility of the HELEEOS engagement package.

### 4.4 Application of the Model

The results of this research effort demonstrate the accuracy of the HELEEOS optical turbulence model. However, before the HELEEOS Climatological $C_n^2$ model gains credence as an improved optical turbulence, it must show similar or improved results as compared to the empirical optical turbulence standards such as Hufnagel-Valley 5/7 or Clear 1.

The simulations in this research utilize accepted mainstream wave optics modeling functions found in ATMTools®. It uses the ATMTools® TBWaveCalc function to model the propagation path of an ATL-like high energy laser. This function requires several input structures - geometry, atmosphere, laser, engagement, and propagation controls.
Figure 4.10: Mid-latitude Summer sites vertical Climatological $C_n^2$ profiles, sfc-10k ft. The 500 m boundary layer (BL) is indicated by the blue line and the 1524 m boundary is indicated by the red line. In all cases of the Mid-latitude Summer profiles, the nighttime vertical Climatological $C_n^2$ profile (500 m BL) is stronger than the daytime vertical Climatological $C_n^2$ profile (1524 m BL). The subplots are shown from the sfc-10k ft for clarity of the boundary layer.

The atmosphere structure requires a turbulence model. Usually this is either HV57 or Clear 1, but the focus of the modeling is to validate the HELEEOS Climatological $C_n^2$ model. Therefore, these simulations substitute the HELEEOS Climatological $C_n^2$ model in place of the HV57 or Clear 1 models. The wave optics simulations require only a turbulence model, and substituting the HELEEOS Climatological $C_n^2$ model into the atmosphere structure ensures the laser is propagated through multiple phase screens using the Climatological $C_n^2$ values as the baseline $C_n^2$ values within the phase screens.

This modeling simulation assumes a specific geometry. It models an ATL-like platform orbiting at 10k ft, firing on a surface target 6000 m downrange, for a total
slant propagation path of 6731 m. The ATL’s forward propagation vector is easterly at 100 m/s. The target’s forward propagation vector is east at 10 m/s.

The laser is a 50 kW laser emitting at 1.325 μm; the aperture is 0.5 m with a 0.1 m center obscuration. The laser beam is modeled as a Gaussian beam focused at the target, with a σ value of 0.17678 m. The propagation path is modeled with a spherical r₀ at the receiver of 11.19 cm, and a θ₀max of 82.094 μrad.

The ATMTools® wtgeomprop function calculated the wave optics simulations propagation controls. The meshgrid spacing is 256 x 256 pixels, with a differential spacing of 0.0081 m per pixel. The propagation model uses 100 phases screens, with a distinct C²/n value defined at each phase screen, resulting in a C²/n matrix of 100 elements. The simulations propagate a HEL beam using the HV57, Clear 1, and HELEEOS Climatological C²/n models as the input turbulence models.

Several parameters could be calculated from the wave optics simulations, but this effort restricts the results to a single metric of long-term spot size. The long-term spot size is a time integration of 100 propagation realizations representing a total time on target of 45.6 ms. Thermal blooming was not considered in these propagations. The wave optics simulations realize the analytic form of Equation 2.17. The time-integrated spot size increases beyond the diffraction limit as the turbulence increases. Each long-term spot is calculated from Gaussian best-fit for both the P-axis (direction perpendicular to target forward motion) and T-axis (direction transverse to target forward motion) intensity lobes. Each lobe is measured at the 1/e² position of the best fit Gaussian. The long-term spot is realized using

\[
\text{spot size} = \sqrt{\sigma_p^2 + \sigma_T^2},
\]

where \(\sigma_p\) is the spot size radius of the 1/e² position in the P-axis lobe, and \(\sigma_T\) is the spot size radius of the 1/e² position in the T-axis lobe.

The ABL program uses 2 x Clear 1 as the baseline turbulence model for research purposes. Doubling the strength of the Clear 1 model produces very strong surface
optical turbulences. However, since this is the baseline model for ABL research, it is included here for reference. Recall the Clear 1 model is not defined below 1230 m. \textit{ATMTools}® calculates an extension of the model to the surface with an extrapolation of the model between 2130m and 1230m. [16] Figure 4.11 shows the results of a 45.6 ms realization using the Clear 1 optical turbulence model in \textit{ATMTools}®. The long-term spot is 12.4 cm. Figure 4.12 shows the results of identical propagations using HV57. Here the long-term spot size is 10.7 cm.

![Figure 4.11: Long-term spot size 45.6 ms realization using the Clear 1 optical turbulence model. The long-term spot size is 12.4 cm.](image)

Figure 4.11 points out the overall impact of increased turbulence. The spot size clearly shows an aberrated phase front and a significantly broadened spot size, well beyond the diffraction limit. The P-axis and T-axis lobes are poorly formed as a result of the phase front aberrations. The intensity pattern within the spot size is randomly distributed, resulting in less power per unit area. The HV57 spot size in Figure 4.12 shows less aberration and a more uniform distribution across the target.
Figure 4.12: Long-term spot size 45.6 ms realization using the HV57 optical turbulence model. The long-term spot size is 10.7 cm.

There are still aberrations in the spot, but they are considerably less than the 2 x Clear 1 model. In all these charts, the spot size cross section is the cross sectional view across the centroid of the respective lobe.

Development of the Clear 1 empirical model was based on data gathered in the New Mexico desert. [23] Comparison studies of HV57 to the New Mexico data showed that the model performed poorly under low tropospheric winds. [2] Recall the HV57 model is a parametric model requiring inputs for mid-tropospheric rms wind speed and a nominal surface $C_n^2$ value. This research effort uses the Holloman AFB, NM Climatological $C_n^2$ data to provide a realistic assessment of the HELEEOS optical turbulence profiles against the Clear 1 model. It also uses the Osan AB, Korea Climatological $C_n^2$ data in a comparative analysis against the HV57 parametric optical turbulence model.
Figures 4.13 and 4.14 show the results of the propagation simulations using the HELEEOS Climatological $C_n^2$ Mode turbulence profile for Holloman AFB, NM. In Figure 4.14 the summer long-term spot size is 10.4 cm; in Figure 4.13 the winter long-term spot size is 10.3 cm. The HELEEOS Climatological $C_n^2$ modeling exhibits nearly a 17% reduction in spot size when compared to the 2 x Clear 1 model. The Figures depict a uniform intensity distribution across the centroids of the spot size cross sections, and result in more power per unit area.

![Figure 4.13: Long-term spot size 45.6 ms realization using the Winter HELEEOS Climatological $C_n^2$ Mode turbulence profile for Holloman AFB, NM. The long-term spot size is 10.3 cm.](image)

These spots are likewise smaller than the spot size formed from the propagations using HV57. However, the HELEEOS Climatological $C_n^2$ spot sizes are not significantly smaller than the HV57 spot size for the same propagation parameters. This begs an answer to the question of “why HELEEOS?” The power of HELEEOS is its
Figure 4.14: Long-term spot size 45.6 ms realization using the Summer HELEEOS Climatological $C_n^2$ Mode turbulence profile for Holloman AFB, NM. The long-term spot size is 10.4 cm.

ability to accurately model seasonal variations in the optical turbulence fields, and its adaptability to all worldwide Mid-latitude and Desert sites through the probabilistic climatology of the ExPERT database. This powerful feature provides a tailor-made optical turbulence at a specific site, rather than a standard, empirical model designed to work only under strict atmospheric regimes. In addition, this simulation shows differences in the size of the spot size depending on the season. HV57 and Clear 1 do not afford this level of adaptability.

The results of a propagation run using the Osan AB, Korea Winter Climatological $C_n^2$ Mode turbulence profile are shown in Figure 4.15. Again, HELEEOS shows improvement over HV57 under identical propagation parameters. The stronger Winter turbulence profiles produce a larger spot size than those from Holloman, con-
sistent with the results presented in Section 4.3.2. The previous discussion noted the larger values of the wintertime profiles, and this effect also arises in the propagation results. However, the HELEEOS Climatological $C_n^2$ profile is a truer representation of the actual turbulence compared to the HV57 model. These results demonstrate the versatility and power of the HELEEOS Climatological $C_n^2$ optical turbulence profiles.

Spot sizes increased with larger HELEEOS Climatological $C_n^2$ turbulence percentiles. At Osan, the winter season spot size increased to 11.2 cm for the 80th percentile turbulence profile. The 80th percentile profiles at Holloman produced similar results, with the spot size in summer increasing to 10.9 cm and the winter spot size increasing to 11.1 cm. However, these spot sizes are still smaller than the spot sizes associated with the 2 x Clear 1 optical turbulence model. These results demonstrate that HELEEOS is a capable optical turbulence model suitable to research applications.

4.5 Overall Results

The results of this analysis demonstrate the accuracy of the HELEEOS Climatological $C_n^2$ profiles for a 500 m boundary layer. These profiles precisely replicate observed conditions, and validate the unique methodology of probabilistic climatology used to generate the Climatological $C_n^2$ vertical profiles. The confidence intervals established in this research serve to characterize the expected path turbulence to within 80% confidence, that is, these results encapsulate the level of turbulences that can be expected 80% of the time. In addition, the modeling results reveal the suitability of the HELEEOS Climatological $C_n^2$ model as a research model comparable to that of HV57, and even better suited compared to that of 2 x Clear 1. Furthermore, HELEEOS outperforms both empirical standards in modeling mid-tropospheric variations in the optical turbulence fields. This research also emphasizes HELEEOS’ adaptability to many different locations in differing climatic regimes. This research effort also validates the method of probabilistic climatology used in HELEEOS. This
Figure 4.15: Long-term spot size 45.6 ms realization using the Winter HELEEOS Climatological $C_n^2$ Mode turbulence profile for Osan AB, NM. The long-term spot size is 10.6 cm.

methodology is singular to HELEEOS; no other optical turbulence model incorporates environmental climatic data into its profiles.
V. Conclusions and Recommendations

5.1 Research Conclusions

This research effort set out to achieve three goals: assess the performance of the HELEEOS Climatological $C_n^2$ optical turbulence profiles, quantify confidence bounds on the path-integrated Climatological $C_n^2$ vertical profiles, and test the HELEEOS Climatological $C_n^2$ model against the current standard optical turbulence models. This research effort achieved satisfactory results for all three goals.

The 500 m boundary layer Climatological $C_n^2$ profiles are the most accurate profiles HELEEOS currently offers. The HELEEOS default boundary layer (1524 m) exhibits larger confidence interval spans than the 500 m boundary layer, but this is expected since there are no current techniques to validate these daytime profiles. In the absence of daytime thermosonde data, the inference can be made that the 1524 m boundary layer profiles are reasonable facsimiles of the expected daytime optical turbulence. With a much greater confidence though, the nighttime 500 m boundary layer profiles generate statistically equivalent profiles to measured thermosonde data. These profiles closely replicate the conditions from the measured thermosonde data for each given site within the purview of this test. When taken as a path-integrated $C_n^2$ value, these 500 m boundary layer profiles accurately reflect the prevailing conditions measured in thermosonde data. This is encouraging for the user since HELEEOS possesses the unique ability to project these vertical profiles globally, requiring only the site climatology to produce the profile. This measure of trust gives the HELEEOS user the confidence needed to predict optical turbulence at a specific site rather than relying on lesser suited empirical optical turbulence profiles.

The confidence intervals established in Tables 4.1 and 4.2 demonstrate an expected trend. The confidence intervals increase with larger Climatological $C_n^2$ turbulence percentiles. Since this research did not assess the 80th through 99th turbulence percentiles, it can only be assumed, based on the trends between the Mode and 50th percentiles, that the confidence intervals grow larger with each increasing percentile.
The most accurate representation of the true thermosonde data is the Mode turbulence profile. Is is convenient this is the also the default turbulence percentile.

In order to properly exploit these turbulence profiles, the savvy user must be able to understand the importance of the path-integrated optical turbulence. For ATL applications, the path-integrated $C_n^2$ value represents the sum total of the expected optical turbulence from a given altitude to the targets on the surface. The terminal phase of an ATL engagement encounters the greatest turbulence along that propagation path, resulting in both amplitude and phase distortions caused by the optical turbulence. For a user testing performance characteristics of the laser, the entire range of the 80% confidence intervals require testing. The lower confidence interval represents the least optical turbulence expected on the path, while the upper confidence interval represents the greatest optical turbulence expected along the propagation path (to within 80% confidence). This provides a range of optical turbulence strengths that can be fully examined by researchers to assess turbulence induced effects on the laser propagation. This research provides an avenue to assess optical turbulence as a range versus a specific value as given by empirical turbulence profiles. At first look, these ranges might appear to be excessively large. However, the thermosonde data itself also exhibit a similar spread for 80% confidence, particularly in the 50th percentile data. HELEEOS, at least for the 500 m turbulence profiles, accurately reproduces these ranges. Therefore, the values provided for the path-integrated Climatological $C_n^2$ profiles can be considered the physical limits of the strength of the optical turbulence to within 80% confidence and bound by the weak turbulence regime. This is very important to ATL-type applications because it provides physical, deterministic numbers for weak turbulence conditions.

The upper bound is the most important. This represents the greatest extent of the expected optical turbulence. System performance parameters are often established based on extreme values of expected conditions. However, extreme values often translate into higher developmental costs. HELEEOS provides the 80% solution, based on a critical assessment of observed conditions, to better assist testers and developers in
characterizing the true optical turbulence at a given location. If HELEEOS can be utilized as the optical turbulence models in the research efforts, it may very well help to reduce costs by providing more realistic performance indicators.

These upper 80% confidence intervals are more suited to ATL applications rather than ABL applications. In the ABL program, the extreme turbulence condition is taken to be 2 x Clear 1, and this works well for upper atmospheric applications. However, this profile is not useful for surface applications without supplementing the model between 1230m and the surface. This region is not clearly defined by Clear 1, and the solution is often an adaptation of either the HV57 profile or an extrapolation of the Clear 1 model itself. The artificially biased 2 x Clear 1 profile produces much greater degradation effects, and these effects detract from its application to mid-tropospheric applications like the ATL. Reliance on this empirical standard will no doubt result in higher design and developmental costs. However, capitalizing on the more realistic HELEEOS profiles can help to reduce design, development and integrated testing costs.

A DOE-based factorial design proved to be the best approach for determining the statistical equivalence of the HELEEOS Climatological C_n^2 profiles with the thermosondes. The results of this test explicitly demonstrate the power behind this proven test technique. ANOVA regression testing established the statistical equivalence of the two datasets, and solidified the HELEEOS methodology behind the Climatological C_n^2 model. In addition, this research identified issues in HELEEOS, that, once fixed, will increase its usefulness. This research also validates the idea that probabilistic climatology can be conditionally correlated to the strength of optical turbulence for individual sites. This level of analysis firmly establishes confidence in the HELEEOS Climatological C_n^2 model, and will hopefully generate user acceptance as well.

Finally, HELEEOS proved to be a viable optical turbulence model suitable for mainstream wave optics simulations. It compares well to the HV57 model, and routinely outperforms the ABL standard 2 x Clear 1 model. This opens the door to a
wider range of research areas. With the added advantage of accurately modeling the boundary layer and free atmosphere turbulence variations, HELEEOS could become a research tool commensurate with the empirical models. Assessing performance using these profiles can provide beneficial maximum and minimum metrics for parameters such as dwell time, Strehl ratio, scintillation and power in the bucket measurements.

5.2 Recommendations and Future Work

Recommendations mainly focus on two primary areas of concern: application of the data from this research and HELEEOS user friendliness and confidence.

The results of the research can be applied in three ways. First, change the default setting in HELEEOS to the most statistically equivalent profile. The combination of the HELEEOS Climatological $C_n^2$ Mode turbulence profiles and the 500 m boundary layer with nighttime climatology proved to be the most accurate measure of the atmosphere at both Desert and Mid-latitude sites. The Desert profiles are spot on, and the Mid-latitude profiles are likewise statistically equivalent, but with slightly larger variations than the Desert profiles. However, the default time-of-day selection in HELEEOS automatically reverts to the 1524 m boundary layer. The first recommendation is to make the time of day selection default to the most reliable profile - the 500 m boundary layer. Changing the default time of day to coincide with the nighttime climatology ensures part-time users get the best possible product. The Mode turbulence profile is the current HELEEOS default, and should remain the default turbulence profile.

The results of this research can be applied in another way. This effort produced deterministic values for the 80% confidence intervals for a vertical, integrated path. Tabulate these results and include them as a reference in HELEEOS. Textbooks such as the ones cited in this thesis often relate optical turbulence strengths to the overall path-integrated strength. The confidence intervals in this thesis establish the upper bound for these strengths, and this is the metric most relevant to the researcher. There is really no way to precisely implement this table in the form of a
The user can reference a graphic. However, modeling simulations often allow for scalar multipliers on the strength of turbulence. These upper bounds help to solidify these turbulence multipliers, and a reference table provides this needed information. The second recommendation is to include the results of Table 4.1 and 4.2 as a reference in HELEEOS.

It is possible, though, to depict the upper bounds in the form of a site-specific graphic. A simple Matlab calculation produces the turbulence multiplier to use for the site. This multiplier, when applied to the Climatological $C_n^2$ values, results in the vertical profile corresponding to the 80% confidence interval. Figure 5.1 shows an example of this 80% confidence interval profile.

In addition, the upper 80% confidence limits listed in Tables 4.1 and 4.2 ironically correspond to path-integrated values associated with other turbulence percentiles; however, there is not physical explanation for this coincidence. For example, the upper confidence limit on the Desert Summer profiles for 10k feet is $7.3199 \times 10^{-13}$ m$^{-2/3}$. The path-integrated values for the 50th percentile profiles for Bahrain, Qatar and Riyadh are $6.74 \times 10^{-13}$, $6.71 \times 10^{-13}$, and $6.29 \times 10^{-13}$ m$^{-2/3}$ respectively. While these values are not exactly, they most closely match the upper 80% confidence interval value for the Desert Summer profiles. These values are for the 500 m boundary layer only. The following combinations exist:

Upper 80% Confidence Interval $\leftrightarrow$ HELEEOS Climatological $C_n^2$ Profile

- Desert Summer $\leftrightarrow$ 50th Percentile
- Desert Winter $\leftrightarrow$ 90th Percentile
- Mid-latitude Summer $\leftrightarrow$ 80th Percentile
- Mid-latitude Winter $\leftrightarrow$ 50th Percentile

These combinations are identical for all three altitudes. Combining the 80% confidence intervals and the corresponding Climatological $C_n^2$ together on a single graphic provides the user with an envelope of potentially expected optical turbulences. The
Figure 5.1 shows a sample of what these two overlayed profiles might look like. This plot has operational applicability and emphasizes the strengths of the HELEEOS Climatological $C_n^2$ vertical turbulence profiles. It makes for an easy to understand graphical depiction of the 80% upper confidence limits at each site for a given season. This assumes though that all other ExPERT Desert and Mid-latitude sites exhibit the same statistical equivalence as those in this test. However, given the number of sites used for the Desert and Mid-latitude analysis, this is a fair assumption.

A final recommendation specifically relating to this test data is to expand the HELEEOS look-up tables with the thermosonde data used in this research. This includes five new Mid-latitude sites and one additional Desert site. Analysis showed the statistical equivalence of several of these sites and it is important to capitalize on these relevant resources. Chapter 4 points out some of the inherent deficiencies in these Summer and Winter look-up tables. Expanding the databases to include this new information fills the void in the sparsely populated boundary layer regions above 60 m, and enhances the quality of the HELEEOS Climatological $C_n^2$ profiles. This
is already being accomplished and will be completed by the next HELEEOS version release.

HELEEOS is a solid engagement package, but it is difficult to understand and the user's guide is vague in its explanations. HELEEOS currently has many different atmospheric options (time of day, relative humidity percentiles and turbulence percentiles) for the user to select from. The reasoning for all these selections (time of day, percentiles, etc.) seems to be to cover the gamut of all possible meteorological combinations. However, users many times ignore these extraneous selections in favor of the default values. Atmosphere selections depend on a meteorological savvy user, and this is probably not the case the majority of the time. In addition, the HELEEOS users guide fails to fully explain the idea of percentiles, for both relative humidities and turbulence profiles, and lacks any description of Climatological $C_n^2$ profiles. The duality in naming conventions results in confusion, this leaves atmospheric parameter decisions up to the user. Most users opt for the defaults in light of selections they do not understand.

Overcoming this obstacle means making the software package easy to use and understand. Relatively few users understand what an 80th percentile relative humidity means. Most will likely take this to mean simply 80% relative humidity and this is not what the percentile implies. However, everyone understands what 80% relative humidity means. The relative humidity options need to be changed into a format users will understand and use. Relative humidity categories of “dry,” “average,” and “moist” mean something to a user and they understand exactly what these categories imply. This same reasoning applies to the turbulence profiles as well. Without adequate descriptions of the Climatological $C_n^2$ model in the users guide, users have no way of understanding what the percentile really means. Again, put this in terms of something the user does understand. The 99th percentile Climatological $C_n^2$ turbulence profile seems nebulous without a definition; however, giving the user an option for an “Extreme” turbulence case leaves no doubt. The extreme case can be either the current 99th percentile, or the curve corresponding the upper 80% confidence range
described previously. Either way, the recommendation is to change the user selections into friendly, easy to understand and easy to use options rather than percentiles.

The AFIT Center for Directed Energy needs to bolster user confidence in the HELEEOS software package. HELEEOS Climatological $C_n^2$ is a superb optical turbulence model, but it lacks solid user buy-in. The reason for this, at least in this author’s mind, is because HELEEOS attempts to be the “end-all” answer to engagement modeling. It attempts to do everything. Building user confidence means wholesale advertising of the things that make this model unique. Climatological $C_n^2$ is a perfect avenue for this. This is a viable optical turbulence model, rivaling the empirical models and even outperforming them. Studies such as this prove this claim, and more are needed. This research only scratches the surface in when it comes to modeling. However, the Climatological $C_n^2$ optical turbulence model needs to be thoroughly explored in wave optics simulations before the model will gain widespread support from researchers. This research is a first step in that direction, but other similar efforts are needed to assess HELEEOS-versus-empirical model performance metrics such as thermal blooming, Strehl ratio, scintillation, and power in the bucket projections. The HELEEOS Climatological $C_n^2$ model holds its own against the empirical models, but without these types of initiatives, user confidence in the Climatological $C_n^2$ model will remain relatively low.

A final recommendation for future work is a validation effort for the Climatological $C_n^2$ vertical profiles. Star scintillation measurements provide an $r_0$ value for the vertical column. The path-integrated $C_n^2$ value can be backed out from this value, making for an easy comparison between actual data and the HELEEOS predicted value. A concentrated comparison study of HELEEOS to star scintillation data may further enhance the confidence in this model and promote addition user support.

This research demonstrated the accuracy of the HELEEOS turbulence profiles compared to true thermosonde data. This strength needs to be conveyed to the users of HELEEOS. Implementing some of these recommendations will boost the
confidence in the Climatological $C_n^2$ turbulence model and provide the needed proof that researchers and users appreciate. In doing so, HELEEOS becomes a viable alternative to empirical optical turbulence profiles for EO/IR applications and other mid-tropospheric applications such as the Advanced Tactical Laser.
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This research effort assesses the performance of the High Energy Laser End-to-End Operational Simulation (HELEEOS) Climatological $C_n^2$ optical turbulence model. Path-integrated $C_n^2$ values of two HELEEOS optical turbulence profiles at 3 distinct operational altitudes are compared to values determined from measured thermosonde data. HELEEOS desert and mid-latitude sites are selected from the Extreme and Percentile Environmental Reference Tables (ExPERT) database for comparison to the thermosonde data. Statistical equivalence of the two datasets is determined through a Design of Experiments (DOE) factorial test to within 80% confidence. The HELEEOS profiles are shown to be equivalent to the thermosonde data for a 500 m boundary layer profile. Deterministic values of the 80% confidence intervals are established. The HELEEOS optical turbulence model is used as the input turbulence model for wave optics simulations. Long-term spot size measurements show that HELEEOS outperforms empirical turbulence models by as much as 17%. Recommendations are made to improve the HELEEOS graphical outputs and reference tables.
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