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AFIT/GCO/ENG/08-05 

Abstract 

 This thesis demonstrates the benefits of utility communication based on Internet 

technology, some dangers in using Internet technology in establishing a utility intranet 

connecting protection and control systems, and compares three different approaches to 

making reservations for routing traffic in the utility intranet based on different levels of 

background traffic.  A model of expected background traffic on a national utility intranet 

is presented.  The Utility Communication Architecture 2.0 and the International 

Electrotechnical Commission (IEC) 61850 began laying the groundwork in 2002 in 

establishing an infrastructure allowing power substations, program logic controllers, 

remote terminal units, intelligent electronic devices, and other devices to effectively and 

efficiently communicate over a utility intranet that is based on Internet standards using 

commercial of the shelf (COTS) components.  This intranet will almost certainly be 

based on Internet standards due to their widespread use, low cost, and easy migration 

path over time.  Even though it’s based on Internet technology the utility intranet will 

allow utilities to connect to one another without exposing them to threats from the 

Internet.  This will provide utilities with the needed insight into other areas of the power 

grid enabling them to better manage its operation.  The Electrical Power Communication 

Synchronization Simulator (EPOCHS) is used in this thesis to run simulations that 

models network traffic over a power infrastructure in order to show the effects of using 

different protocols, bandwidth reservations, and varying levels of background traffic will 

have on the quality of service of intranet traffic, with the end result of improving the 
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insight the different regions of the utility intranet will have with each other.  EPOCHS 

provides the required simulation environment needed to integrate a network simulator 

with an electromechanical power simulator to run the simulations.   

 This research discusses the benefits of utility communication, the likely pitfalls in 

the use of Internet technology for protection and control systems, and technologies that 

can help mitigate those pitfalls.  A total of 48 different simulation configurations are 

performed based on background traffic, reservation type, IP transport protocols, and 

routing scheme used to determine which configuration is best suited for use on a utility 

intranet.    
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EVALUATING SECURITY AND QUALITY OF SERVICE CONSIDERATIONS  
IN CRITICAL INFRASTRUCTURE COMMUNICATION NETWORKS 

 
 

I.  Introduction 

Background 

 The electric power grid of North America is a complex set of interconnected 

systems spanning thousands of miles.  The grid must be operated so a balance is 

maintained between supply and demand.  This process is made even more complex by 

the restructuring of the power grid, to include deregulation and competitive markets for 

electricity.  The restructuring has changed the organizational structures of the electricity 

supply industry as well as the operations of power systems.  To ensure interoperability 

between the various systems, information needs to be shared amongst the operators in 

different regions in a timely manner. 

 The population of the United States has continued to grow and the demand for 

power keeps increasing.  Even though the demand for power continues to increase, the 

communications infrastructure of the power grid and the power grid itself has grown at a 

slower pace.  This situation can and usually does result in power outages that can cascade 

to affect a much larger area because the grid is run closer to capacity as the demand 

continues to increase.  The lack of communications infrastructure was highlighted during 

the 14 August 2003 blackout when logs showed operator interaction as the crisis 

unfolded was severely inhibited. 

 The Midwest Independent System Operator’s (MISO) state estimation system 

stopped receiving updates on its systems when the Supervisory Control and Data 
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Acquisition (SCADA) information from nearby CINergy’s domain stopped arriving on 

lines that failed during the beginning stages of the blackout.  The MISO power system 

operators failed to notice the fact that SCADA information was not being displayed and 

did not receive the resulting alarm.  The lack of operator awareness was one of the major 

reasons for the blackout in MISO’s region.  None of the other neighboring regions had a 

clear picture of what was unfolding and they normally don’t, even under the best of 

conditions.  This resulted in the blackout cascading far beyond the Ohio-based First 

Energy’s borders [1].   

 The above example is complicated with the recent deregulation of the electric 

power grid.  In order to promote competition within the electric market, deregulation 

mandates the delivery of status information about operational and market conditions to 

legitimate market participants.  Real time exchange of data may take place between and 

among control centers, power plants, transmission substations, distribution substations, 

residential customers, industrial customers, and commercial customers for operational 

tasks and market trading.  Figure 1 provides an example of the proposed interactions of 

the grid participants of a deregulated power market.  The communication infrastructure of 

the power grid is not capable of disseminating operational and market data, and status 

information with the flexibility, robustness, and timeliness to meet today’s standards [2].     

 The power industry has shown it is ready to move to the next generation of 

communication systems to better connect the power grid and allow it to meet its 

increased demands, thus preventing a cascading blackout as described in the above  
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Figure 1.  Deregulated Electric Power Market [2] 

 

 
scenario.  The advent of UCA 2.0 [3], IEC 61850 [4], and wide area measurement 

systems (WAMS) in the western U.S. are examples of three initiatives that are helping  

migration toward a future utility intranet.  The utility intranet will enable the 

communication elements of the power grid to be interconnected much the same way as 

the components of the power grid are currently integrated.  The network will allow for 

better communication, protection and control of the grid, insight into other areas, and 

sharing of data and power amongst the various regions of the grid.  Care must be taken to 

ensure the protocols, security, quality of service (QoS), network capacities, and routing 
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schemes used are properly equipped to handle the demands communicating on the power 

grid will require.  QoS for the power grid is defined as the delivery of data in a timely 

manner with adequate bandwidth, reliability, security, and redundancy to meet the 

communication requirements the grid will require [5].     

 Ensuring the reliability of the power grid is also critical because of the increased 

threat our SCADA systems that protect our critical information infrastructure face.  The 

United States (U.S.) military has discovered evidence in Afghanistan that al-Qaida 

terrorist groups were researching SCADA systems and cyber terrorism is quickly 

becoming a target of interest for terrorist groups [6].  Based on this threat, more must be 

done to provide better insight into the different parts of the power grid so different 

regions can be alerted to such events.   

 Since 1965 there have been 9 major North American Blackouts and from 1979 to 

1995 there were 162 disturbances reported by the North American Electric Reliability 

Corporation (NERC).  Based on the analysis of the blackouts and disturbances it was 

determined a high percentage of these disturbances were partly caused by inadequate 

real-time monitoring and operating control systems, communication systems, and delayed 

restoration problems [7]. 

 Unless something is done to improve the communications infrastructure of the 

power grid, events like the ones that led to the August 2003 blackout could become more 

common.  As we keep running the power system closer to its limits, thus making it less 

stable, something must be done to improve the monitoring technology in order to assist in 

stabilizing the grid.   
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 The research described in this document advocates the establishment of a long-

term research program whose goal is to establish a next generation communication 

networking infrastructure that will enhance the sharing of critical information about the 

status of the power grid amongst the various regions of the grid.  This infrastructure can 

be referred to as a utility intranet that connects the power grid to enable the sharing of 

time critical information about its status.  The infrastructure will take into consideration 

the various types of traffic expected to be found on the utility intranet and explore ways 

to reserve bandwidth in middleware and routers to ensure delivery of the most critical of 

traffic.   

Problem Statement 

 I read several chapters from the final report of the 2003 blackout [1] and one of 

the recurring themes from this report is the lack of situational awareness throughout the 

grid.  Lack of situational awareness has been a theme in every major blackout in North 

America in recent history, yet we are making slow progress in this critical infrastructure 

mission area.  While the situational awareness within one region may be sufficient, the 

regions lacked the insight into other areas of the grid to properly stabilize it.    

 The current communications technology that interconnects the grid is insufficient 

to handle the communication demands required to ensure its reliable operation as the grid 

becomes more stressed.  NERC consists of eight regional reliability councils, shown in 

Figure 2, which assist in improving the reliability of the North American power grid.  

The regions consist of members from all segments of the electric power industry.  To  
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Figure 2.  NERC Regions [8] 

 
 
assist with the operation of the power grid the various NERC regions contain balancing 

authorities.   

There are a total of 131 balancing authorities (Figure 3) in the North American 

Power Grid.  They have the responsibility to integrate resource plans ahead of time, 

maintain load-interchange-generations balance within a Balancing Authority Area, and  

supports interconnection frequency in real time [8].  Balancing authorities are spread  
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Figure 3.  NERC Balancing Authorities [9] 

 
 
throughout the NERC regions and are essential for the efficient operation of the power 

grid.  Along with the NERC regions, balancing authorities must have proper insight into 

the various parts of the grid, both within and among the different NERC regions, if they 

are to assist in preventing cascading outages. 

The key to preventing cascading outages is to enable better insight by different 

utilities into other utilities area of responsibility.  A communication system needs to be 

established to replace the archaic system currently being utilized by the power industry to 

meet these demands.  This proposed system is known as a utility intranet, as mentioned 

earlier in this paper.   
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 A scheme needs be put in place to monitor the power grid and provide detailed 

status of power generation and load on the grid.  The scheme used in this research is a 

special protection scheme (SPS).  The SPS monitors the grid via the use of agents and 

provides essential information via the utility intranet to other buses on the grid. 

 Previous work looked at how greater communication might impact the grid using 

a SPS as an example.  This thesis looks at the impact unreliable communication might 

have on such schemes.    

 This research will also take into account the different types of background traffic 

that may be found on the utility intranet.  To overcome the delays that can be caused by 

the background traffic, bandwidth reservation techniques are used to ensure mission 

critical traffic gets to its destination in a timely manner.  Delays of milliseconds can be 

costly when dealing with the effective and safe operation of the power grid.   

 When the Internet was created, it was not designed for the time sensitive, critical 

protection and control demands that is common with the power grid.  Also, the current 

communications structure of the power grid was not designed for this type of 

communication.  A lot of the components of the current power grid are proprietary and 

don't interact well with components from other manufacturers.  With the advent of the 

UCA 2.0 and IEC 61850, components are now being deployed that can support the 

increased communication needs of the power grid.  This will provide for better 

communication to meet the faster responses, better coordination, and increased 

correctness needed by the power community [10].   



 

9 

 Our experiments use the size and frequency of expected traffic while using 

different protocols with various levels of background traffic in a power protection and 

control scenario involving bandwidth reservations in network communication.  This 

research demonstrates how effective middleware can be if all the traffic is known, 

understood, and passes through the middleware layer.  Otherwise, the experiments 

demonstrate the best way to handle reservations is from making them in the router where 

all the utility intranet traffic will pass.      

 Where bandwidth reservations are made can have an impact on the QoS and 

reliability of network traffic and will be crucial to the development of a future utility 

intranet.  This thesis explores the consequences of no reservations, making reservations in 

middleware, and finally making reservations in routers while also dealing with competing 

background traffic and SPS agent traffic.     

Preview 

 In summary, the composition of a utility intranet based on Internet technology is 

needed is order to ensure reliable communication of an overburdened power grid and to 

help prevent cascading blackouts like the one on 14 August 2003.  Protocols based on 

Internet Protocol (IP) networks will be evaluated to ensure the utility intranet uses the 

most adequate protocol.  In this thesis we conduct experiments comparing the 

effectiveness of making reservations in middleware and routers, thus ensuring reliable 

delivery of SPS agent traffic using different protocols and different levels of background 

traffic.  The EPOCHS simulation system will be used to link Network Simulator 2 (NS2) 
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and Power System Simulator for Engineers (PSS/E) simulators into a federation of 

simulators for running the experiments.   

  This chapter provided an introduction of the research subject area and presented a 

brief overview of the problem set.  Chapter II introduces the reader to the subject matter 

and gives background information on research that has already been conducted in this 

area.  Chapter II also describes how this research is different from previous research on 

the same topic.  Chapter III gives a full explanation of the methodology and details the 

approach used in conducting the experiments.  Chapter IV compares the different 

experiments conducted and presents the results is a logical manner.  Finally, Chapter V 

summarizes the experiment results, explains the significance of the research, and presents 

areas for future research.         
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II. Literature Review 

Chapter Overview 

 This chapter gives an introduction to background material that gives a detailed 

overview of the research areas of this thesis.  It will also describe research that has been 

conducted in wide area protection and control systems and describe some of the basic 

concepts of the utility intranet.  Next, a discussion of the benefits of using networked 

communication in implementing a wide area protection and control system that meets the 

needs of the power grid is presented.  Finally, I will discuss how this thesis differs from 

the previous research that's been conducted in this area. 

Background 

 As stated earlier, since 1965 there have been 9 major North American Blackouts 

and from 1979 to 1995 there have been 162 disturbances reported by NERC.  Lack of 

situational awareness was a contributing factor in a majority of those cases.  In order to 

lessen the severity and number of blackouts and disturbances it's essential to share 

information about the status of the power grid in a timely manner amongst the various 

regions.  The dynamics of the power grid are normally global in nature, but the 

configuration of grid status data is normally constrained to a single substation where it 

originated.  Considering the complexity and interconnection of the power grid, it’s 

essential to share as much information as possible about its status.    

 Power system equipment is designed to operate within certain limits and any 

deviation to those limits can have serious consequences if actions to alleviate the 

situation are not taken immediately.  If an event occurs that causes the system to operate 
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outside valid limits, it may cause a further series of actions that switch other equipment 

out of service, thus causing cascading outages resulting in a widespread blackout [11].    

 An example of the above scenario is a single transmission line is open due to 

some type of event happening on the grid.  The result is extra megawatts (MW) being 

transmitted on the remaining lines.  If one of the remaining lines has too much load on it 

due to the opening of the other line, it could also open due to relay action.  Now the 

remaining lines have too much load on them and can overheat and also go down, thus 

causing that area of the grid to have a blackout.  If this situation is not observed by the 

other control centers the outage could cascade and eventually cause a widespread 

blackout. 

 The events of 14 August 2003 highlighted the inadequacy of the current 

communication system of the power grid.  A critical monitoring system failed and 

regions outside the region directly affected by the failure failed to notice the outage.  

Protection and control system operators were unable to make sense of fluctuating 

voltages and line frequencies that occurred over a period of several hours.  This 

prevented operators from taking corrective action that could have prevented or at least 

lessened the effect of the cascading outage [1].     

 Because of proprietary equipment traditionally used on the power grid, 

communicating high demand, time-sensitive traffic is often difficult, if not impossible.  A 

network structure should be built to enable effective communication on the next 

generation utility intranet.  In order to accomplish this we need to explore the different 



 

13 

protocols available on the Internet, bandwidth reservation techniques, and the architecture 

of a future utility intranet.    

 Recent efforts, such as the UCA 2.0, IEC 61850, and Wide Area Measurement 

Systems (WAMS) Project in the Western U.S., have shown the industry is committed to 

establishing a common architecture with real time intelligent agents to improve the 

functionality of the North American power grid.  A communication infrastructure that 

enables the sharing of time-sensitive information in a timely manner is essential.  The 

technology will be based on UCA 2.0 and IEC 61850 standards to ensure compatibility.  

IEC 61850 

 The electrical power grid of North America involves almost 3,500 utilities that 

keep supply and demand in balance while abiding by the loading constraints of 

transmission lines.  All along, transmission lines are operating nearer towards their safety 

limits.  Communication on the power grid is being conducted with rudimentary 

communications technology and is also being performed with power communication 

equipment that is decades old.  The result is stability problems being created much 

quicker than they can be corrected [5].  To correct this problem, components that will 

make up the future communications infrastructure of the power grid should be IEC 61850 

compliant.  IEC 61850 standard is a superset of the UCA 2.0 and is leading the way 

towards next-generation communication systems in order to meet the increased demands 

of the electric power grid.   

 The traditional approach to sharing information among substations is through the 

use of standard Remote Terminal Unit (RTU) protocols that are designed for operating 
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over bandwidth limited serial links.  While many of these systems still exist, the new 

standard is to use Ethernet technology, thus enabling high speed communication among 

substations.  IEC 61850 ensures standardization so communication on the grid can take 

advantage of technology and dramatically reduce the overhead cost of establishing 

substation automation that goes far beyond the simply RTU approach used in most 

systems today.      

 IEC 61850 is a new approach to substation integration and automation that 

leverages modern computer and networking technology to maximize reliability and 

performance while minimizing installation, design, and commissioning costs.  Since its 

inception in 2002, IEC 61850 is used in hundreds of substations world-wide for 

substation automation and is growing daily [4].  As legacy equipment is phased out it will 

most likely be replaced with IEC 61850 compliant equipment and standards.   

 The standard is based on object oriented models of how devices look and behave 

to network applications.  IEC 61850 standard specifies the protocol standard, 

communication requirements, functional characteristics, structure of the data in the 

devices, and how conformity to the standards should be tested for substation integration.  

The bottom line is IEC 61850 reduces the cost of substation design, installation, 

commissioning, and operation combined with the ability in implement new and improved 

functionality.  This is not available using legacy RTU communication schemes that have 

been used in substations of the past and are still used in substations throughout the North 

American power grid [4].   
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Wide Area Monitoring 

 The Department of Energy (DOE) conducted research beginning in 1989 to assess 

and determine research and development needs of the electric power system operation.  

As a result, the WAMS Project was launched in 1995 by the DOE jointly with Bonneville 

Power Administration and the Western Area Power Administration [12].  The WAMS 

project intent was to enhance control and operation of the power grid as a means for 

serving customer demands in an environment with increased competition, additional 

services, and narrower operating margins.  With the growth, increased strain, and pattern 

of instability on the Western power grid, this effort was deemed essential if the Western 

grid was to remain stable with increased system efficiencies and capacity.  While the 

WAMS project is promising it puts a lot of strain on the underlying communication 

infrastructure especially if it is going to be used in conjunction with a utility intranet.   

 To increase the efficiency and effectiveness of WAMS the concept of agents as 

used in this research could be incorporated.  Agents not only provide protection for local 

components, but they are also intelligent and can act, respond, monitor, and share 

information among other agents throughout the communication infrastructure of the grid.  

The current grid architecture can be categorized as information starved because of its lack 

of situational awareness.  By upgrading the communication infrastructure and 

implementing agents that examine system behavior and share information in near real-

time the grid will be better suited to meet the increased demands, improve stability, and 

more efficiently operate to improve profit margins.  This research uses SPS agents for 

communicating protection and control traffic among the various substations in the 
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simulations.  A detailed overview of agents and how they are utilized is given in Chapter 

III.    

Transport Layer Protocols 

 The utility intranet will almost certainly consist of COTS components that are 

compliant with current Internet technology and meet IEC 61850 standards because to do 

otherwise would be very expensive.  Based on this, it's important to evaluate the two 

most popular transport layer protocols of the Internet that will most likely be used for the 

utility intranet.   

 At the network layer, the IP service model provides a best effort delivery service.  

The best effort delivery service means the network layer will make every effort to ensure 

packets are delivered but it makes no guarantees.  IP does not guarantee sequential 

delivery of packets, doesn’t guarantee the integrity of the packets, and doesn't guarantee 

orderly delivery of the packets.  As the amount of traffic on the network increases, the 

probability of it being successfully delivered to the destination is hampered.  For these 

reasons, IP is said to be an unreliable service [13].  Because of this, it's required that we 

take a look at two of the more popular transport layer protocols on IP based networks.   

 Transmission Control Protocol   

 While the network layer provides logical communication between the hosts, it's 

the transport layer that provides logical end-to-end communication between processes.  

Since the IP layer doesn't guarantee delivery, it can be supplemented at the transport layer 

with Transmission Control Protocol (TCP).  TCP provides transmission guarantees to 

ensure packets aren't lost and never delivered to their destination host in an unreliable 
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manner.  This makes the combination of TCP/IP a viable choice of protocols for use on a 

utility intranet. 

 Reliability is ensured by guaranteeing transmissions through the use of 

acknowledgements (ACKs).  When the destination host receives a packet it responds with 

an ACK to inform the sending host the packet has been received.  If an ACK has not been 

received by the sending host after a certain amount of time it will retransmit the lost 

packet, thus ensuring reliable delivery.      

 TCP is said to be connection-oriented because the processes involved in the 

communication must send some preliminary information to each other in order to 

establish the session.  The connection is only maintained at the end processes.  The 

routers and link layer switches are not involved in establishing or maintaining the session 

except as a medium for packets to traverse.  State information is maintained by the end 

processes and the connection is taken down when all communication is finished. 

 A TCP connection is a full-duplex, point-to-point service.  Full duplex simply 

means one process can send packets to the destination process while at the same time 

receive packets from the destination process.  The connection between the two processes 

is said to be point-to-point because the connection is only between two hosts.  There is a 

single sending host and a single receiving host on each end of the communication.  It's 

not possible to send multicast messages with TCP since this involves having more than 

one receiving host.  If one wants to do this they will have to use User Datagram Protocol 

(UDP), which is discussed in the next section.   
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 TCP uses flow control and congestion control to help prevent hosts, routers, and 

data link layer switches from being overwhelmed with traffic.  With flow control each 

receiving host has a buffer for receiving incoming packets and the available space in the 

buffer is advertised to the sender so the sender doesn't send more traffic than the receiver 

can handle.  The amount of space left in the buffer is sent in the ACK messages from 

sender to receiver.  The sender needs to know the amount of space free in the buffer so it 

doesn’t overwhelm the receiver's ability to process traffic that is received.  Even though 

this action may prevent the sender from overwhelming the receiver with information, 

there are still a lot of nodes on the Internet that are competing for resources.  To ensure 

the other routers and data link switches on the network aren't overloaded with traffic, 

TCP uses congestion control.   

 Congestion is caused when too many sources on the network are sending data 

faster than the network can reliably handle.  Congestion can cause packets to be lost at 

the routers due to buffer overflows and can cause packets to be delayed due to queuing in 

the routers.  In order to handle these situations, TCP uses a three phase congestion control 

mechanism.  Congestion is tracked by each side of a connection by an additional variable 

called CongWin (congestion window).  CongWin limits the rate that data can be 

introduced to the network by the sender.  The first phase of congestion control is known 

as slow start.   

 When the connection is first established the sending host sends one packet.  Each 

subsequent round the sender exponentially increase the number of packets it sends until it 

reaches a threshold.  The sender will send one packet, followed by two packets the next 
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round, followed by four packets the next round, etc., and it keeps doubling until the 

threshold is reached.  At this point phase two begins with an additive increase.  In the 

additive increase phase one additional packet is sent each round until a timeout event 

occurs or the sender receives three duplicate ACKs.  If a timeout event occurs the 

CongWin is reset to one and the slow start phases begins again.  If the sender receives 

three duplicate ACKs the CongWin will be cut in half and the CongWin will grow 

linearly.  Receiving a timeout is more indicative of congestion in a network then 

receiving three duplicate ACKs.  The behavior of TCP's congestion control is shown in 

Figure 4. 
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Figure 4.  TCP Slow Start Graph 
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TCP is ideal for emails, file transfers, and other applications that are not time 

sensitive, but problems can arise when TCP is used to send data in a time critical manner.  

Since TCP is point-to-point it's not sufficient for sending data to more than one host 

which is needed in power monitoring systems.  Protection and control data must be 

priority number one and TCP doesn't provide any provisions for prioritizing traffic.  

Because of the overhead in establishing a session along with the slow start ramp up phase 

of TCP, timely delivery of time-sensitive data can be hampered.  As network utilization 

increases TCP’s congestion control mechanism begins taking action, which can delay 

time-sensitive data.  If a TCP connection is already established between hosts and a new 

event occurs that needs to be transmitted, it's difficult to establish a new TCP connection 

or ramp up an already established connection.  The above behavior is inherent to TCP 

and makes it less than ideal for protection and control data of the power grid.   

 We have identified sources of background traffic that we project will be present in 

a utility intranet, to include fault data that might be 2.4 Megabytes (MB) in size and is 

described in Chapter III.  The blackout of 14 August 2003 consisted of a series of 

cascading outages that originated in Ohio, traveled around the Great Lakes Region in 

Michigan, through Canada, and into New York.  In all, the blackout that began in 

Cleveland, Ohio and cascaded to the Northeastern U.S. took a total of seven minutes, 

lasted for four days in some areas, and cost billions of dollars [1].  As the blackout 

cascaded, event after event occurred on the power grid causing a significant increase of 
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