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Figure 1.3: This screen shot demonstrates the ability for users of Whats Up Gold
to create a graphical representation of equipment layout. This can then be used by
individuals to guess at who will be affected if equipment fails [2].

way of defining non-physical elements in the layout. The software can be used as a

baseline to develop a visualization that will determine the cumulative impact on a

specific mission plan and other tasks that exist beyond the hardware level.

The following scenario, composed of three situations, illustrates how even with

this data the NCC is unable to provide all of the information a commander needs. In

each case the network maps are up to date, the wiring diagrams are accurate, and the

location of the hardware is pinpointed. Yet, due to the lack of knowledge as to what

the equipment is used for and how that in turn affects the mission, failure is only

averted by heroic acts and fast thinking instead of prevented through good planning

and organization.

1.1 Scenario

This scenario consists of a commander of a typical moderate sized Air Force (AF)

base with warehouses, hangers, a flight line, office buildings, dining facility, dorms, a

theater and various small buildings ranging from communication and radar shelters

to guard shacks. The base housing and a large percentage of the communication

infrastructure and maintenance is run by general schedule (GS) employees and civilian

contractors, as are a substantial percentage of other functions on base. The flight line
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has a moderate to high operational tempo. All base personnel are in final preparations

for an Operational Readiness Inspection (ORI).

1.1.1 Situation One: Prior to the arrival of the inspectors, a power spike

causes an old uninterrupted power supply (UPS) in the base theater communications

closet to fail. This particular UPS is only used to provide power to the network

router which provides connectivity to the base theater. The night shift in the NCC

notices the router outage and verifies, via the network wiring diagram, that the router

in question is not listed as mission critical and only services the theater. It is then

added to the list of projects for the day shift to address. Upon arrival, the day shift

inspects the router, identifies the faulty UPS, and orders a new replacement unit since

the router is not listed as “mission critical”. At around the time the day shift is going

off duty, the Commander and others enter the theater for the final walk-through prior

to the ORI in brief the next day. During this walk-through, it was discovered the Star

Spangled Banner footage was not available for display as the theater no longer had

network connectivity. The projectionist then alerts the NCC that the Star Spangled

Banner video footage used by the theater is no longer kept at the theater. Instead,

it is now a digital file on the network file server and from there, it is streamed to the

screens for display.

As a consequence of the incomplete information the NCC possessed and the fact

that the NCC is unaware of what units use the network several consequences follow.

Not only was the commander involved in an incident that could have been resolved

the night before, but a scramble by NCC personnel would now take place to find

a replacement UPS, in order for the walk through to be completed and the theater

made ready for the ORI team. If the cascading failures beyond the hardware had

been identified in the visualization the NCC used, then the resulting consequences

would have been very different. Not only could the crisis have been handled without

commander involvement, it would not have developed into a crisis at all. Instead it

would simply have been an everyday problem quickly solved at the lowest level. In
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this situation to the best of the NCC’s knowledge there were apparently only three

relevant items.

• The UPS

• The router

• The Ethernet port on the wall

In reality, the chain of dependency and list of relevant items was much larger. A

more accurate list encompasses elements beyond that of hardware and includes things

such as mission tasks and files, as well as the elements needed to access or complete

these items.

• The Star Spangled Banner file

• The file server

• The router the file server connects to

• The link to the buildings router

• The UPS

• The buildings router

• The Ethernet port on the wall.

• The Air Force mandated task to play the Star Spangled Banner

If the NCC was aware of the requirement to access a file on the file server they

would have used other information at their disposal to learn of the about items on this

list. This in turn would have given them the a more accurate picture of the situation,

but still would have required personnel to put the pieces together and correlate the

information.

1.1.2 Situation Two: At 0600 on the second day of the ORI, the NCC de-

tects a failure of Router 0375x0122c. Based on their naming convention, this means

the third router in communications closet 122 of building 375 has gone down. The
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technician who first notices the problem opens a trouble ticket (A1123) and begins

to use the network wiring diagram to trace the hardware dependent on this router

to ascertain the impact of this outage. While the other two routers in that commu-

nications closet are at capacity, router 0375x122c is only providing connectivity to

two jacks in room 102 of building 375. By 0630, the technician has managed to reach

the building manager. The building manager states he believes room 102 is the tool

storage area for radar maintenance, but promises to call back once this is verified. At

0645 the building manager calls back verifying the room is not an office but is used

for tool storage. The building manager promises to notify the Chief of Maintenance

at the 0800 daily meeting. The technician marks trouble ticket A1123 for routine

repairs, once the day shift arrives. At 0730, during NCC shift change-over, a frantic

young airman calls the NCC Help Line because two of their office computers have lost

network connectivity. The technician tries to determine if any patches were pushed

out by the NCC, as the ORI inspectors were just in the shop to rate the Preventive

Maintenance Inspection (PMI) procedures. After some investigation, it is determined

these two computers are physically located in room 102 and used by the radar main-

tenance shop to track tool inventory, per AFI. Furthermore, the inventory database is

not actually housed on the machines in room 102; these computers are simply client

machines that must connect to a networked server. Trouble ticket A1123 is elevated

to a Priority 1 and a team is dispatched immediately to restore connectivity to the

tool room. The individuals being inspected then check out their tools and get to the

air field to perform the PMI, 30 minutes behind schedule.

Once again, this situation developed into a crisis because the NCC did not have

the scope of information needed to do the job that is expected of them. They had

all the information that they were supposed to have and performed every action that

policy and good judgment would require, but it still was not enough and as a result

the NCC personnel would most likely be blamed for the crisis. This is a direct result

of the NCC only being aware of a portion of the elements involved in the situation.

Specifically the following:
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• Router

• The Ethernet port on the wall in room 102

The chain of dependency and list of relevant items was once again much longer.

A more accurate list encompasses elements beyond that of hardware and includes

things such as mission tasks and files as well as the elements needed to acquire the

direct requirements.

• Tools database

• The database server

• The router the server connects to

• The link to the building’s router

• The building’s router.

• The router for room 102

• The Ethernet port on the wall of room 102.

• The computers in room 102.

• The mission requirement to use a database to track inventory and check out

tools

As in the previous situation, had the NCC been aware of the mission require-

ment, to use a remote database to track tools, the trouble ticket A1123 would have

been flagged as a priority 1 the night before, and a fix or workaround would have been

in place prior to anyone arriving for duty. The crisis would have been circumnavigated

and simply been an entry in the night shift’s log.

1.1.3 Situation Three: At 1400 on the third day of the ORI, the front gate

guards receive an exercise input; “A driver loses control of their vehicle. It swerves

off the road and drives through building 74, effectively destroying it”. Within min-

utes, the commander is aware of the situation and has personnel trying to determine
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who controls that building and who is impacted by its destruction. Personnel in ev-

ery squadron scramble through binders and records, attempting to determine who

controls that building and what it is used for. It is identified as a communications

building; however, the Communications Squadron is not responsible for it. Records

show that the base leases data services from an outside company, and that company

is listed as the POC for the building. While phone calls are being made to the com-

pany, individuals in the Communications Squadron are now going over lists of critical

equipment and facilities, such as the radar dishes and shelters, in an attempt to deter-

mine what impact the loss of this building will have. After an exhaustive search, four

entries in the document are found to reference building 74, all four of these are defined

as links. Specifically, the data links 12923 and 57352 and the phone links 16923 and

20363. The NCC, using the network and phone wiring diagrams, trace down what

those four links are used for, and discover that the affected data and phone links are

the primary and backup trunks coming into and out from the base. Without them,

the base has no outside phone or Internet connectivity.

In this situation the NCC had all of the relevant facts but they were not or-

ganized and visualized in a manner to allow quick access to them. Based on initial

reports there was only a single element in play, that being building 74. When in re-

ality there were five key elements, the building and the four trunks, with a cascading

impact affecting the entire base’s communications network. Yet, since the building

and trunks were under the purview of a contractor, the NCC was originally blind to

the significance of the situation and valuable time was lost while they tried to contact

the contractor and pored through documents trying to determine the significance of

the building.

1.2 Scenario Analysis

In these three situations the NCC did not have instant access to the complete

information needed to make the correct decisions or to pass on to the commander so

that an informed decision could be made. All of the information needed was avail-
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able via experts that the NCC could reach during normal operation hours. Though

this process would seem sufficient at first glance, when considered in the light of these

scenarios, the failure of the NCC to have immediate access to the entire scope of infor-

mation is shown to be detrimental to operational effectiveness. Currently, no system

traces the impact of equipment failures past its direct impact on other equipment and

server services, or addresses the cascade effect of such failures to the missions or tasks

above the machine and hardware level. This demonstrates the need for a system with

the ability to trace the physical network equipment up through all of the missions

and mission tasks that rely on the equipment, as well as to the missions that rely

on the mission tasks, then eventually to trace the impact of those mission failures on

other missions. Furthermore, this system must present the information in a format

that can be easily understood in a timely manner.

If the NCC had a system in place that captured all of the information directly

and indirectly at their disposal, the decisions the NCC makes and the priorities they

set would be much more informed. Information would include data concerning who

needs what equipment, network services, etc., as well as why they need it, along with

what that equipment also needs. Furthermore, if there was a system to visualize this

interconnection of needs and dependencies the decision process would be significantly

streamlined and accelerated.

1.3 Data Collection

Before any system can be designed to show the impact of equipment failure on

the mission, two sets of data must be captured: operational status and relationships

or dependencies. The operational status of the equipment must be collected as one of

the datasets. Preferably this data would be collected using an automated tie-in, such

as cybercraft, or existing network monitoring software. Another possible solution

would involve a manual process with an operator annotating a failure that has been

detected. This situation would result in a delay of the analysis but the overall result

would still be faster than attempting to determine the scope of affected systems and
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missions without a visualization tool. The relationships and dependencies between the

equipment and the mission is more difficult to capture or define, but could be captured

the same way the Air Force generates Mission Essential Task Lists (METL), reports

on single points of failure, and equipment lists. Other possibilities for collecting this

data are presented in recent research [13, 14].

1.4 Conveying the Information

The method chosen to convey the information is a critical component in any

system. As the scenario’s situations demonstrate, simply having access to the infor-

mation is not enough. It must be stored and presented in such a way as to allow

individuals to quickly and accurately assess a situation. This makes a visual repre-

sentation much more desirable, as opposed to a written report. Visualization allows

individuals to determine, at a glance, the level of impact from an event, quickly differ-

entiating the situation that only affects a single office from one affecting large sections

of the base.

This visualization would not necessarily need to display the dependencies be-

tween elements in a way that would allow a human to quickly trace what is affected.

Instead, it could be set up so that the computer keeps track of the dependencies and

in some manner brings the affected elements to the attention of the personnel. This

would simplify many of the difficulties facing attempts to create a visualization, such

as relating the physical location of equipment to a mission or task that takes place

on the other side of base. Or the difficulty of finding or developing a visualization

format to make clear which elements are physical, such as routers and wiring, and

non-physical elements, for instance tasks, reports, or software.

This research seeks to demonstrate that a visualization incorporating automated

mission impact analysis to generate an accurate overview is possible, thus greatly

enhancing the situational awareness of the NCC and commander. To this end it is

necessary to begin by examining other efforts and work that has been completed in

the area of mission impact analysis, as well as research in visualization of such data
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to form a starting place for the research at hand, contained in chapter two. Chapter

Three addresses the methodology utilized for generating the visualization capable of

providing enhanced situational awareness. Chapter Four will address the outcome,

while Chapter Five will provide conclusions drawn from this research and highlight

its potential impact.

In other words, I hypothesis that it by looking at the the problem in a different

manner that many current researchers it is possible to create a usable mission impact

visualization for enhanced situational awareness using current technology that will

meet the minimum needs of the United States Air Force. The to prove this I will

constructed such a visualization.
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II. Background Information

This chapter describes some issues critical for an understanding of the problem

and the development of a solution. Specifically, it covers the meaning of “mis-

sion impact assessment” as it pertains to this research. Next, is a brief overview

of issues related to the problem of creating an automated mission impact analysis

representation. Finally, the elements needed for a working solution are discussed.

2.1 Mission Impact Assessment

In order to provide increased situational awareness, mission impact assessment is

necessary. This problem breaks down into two segments. The first is data acquisition

and the second is visualization of that data. Though this research focuses more on

the visualization aspect of the problem, it is important to keep both aspects of the

problem in mind and plan accordingly. Without data the visualization would be

useless. In the case of automated mission impact analysis the visualization must

aggregate information and be easy to use and understand.

For the purposes of this research the term “mission impact analysis” is used

in reference to the identification of individual and/or cascading failures that can be

caused by equipment, system, or other failures. These other failures could include the

destruction of a building, a generator, or a mission task that is not accomplished. In

other words the mission impact analysis of the failure of any identified requirement

would be a list of the resulting failures, or possible failures. These failures and po-

tential failures could be equipment failures, mission tasks, or anything else affected

directly or indirectly as a result from the primary failure. This assessment could be

accomplished by a human, by a computer, or by some combination of the two.

For example take a situation with the following elements and needs, depicted

in Table 2.1. The situation begins when link A is cut by a road repair crew. This

link in turn provided connectivity for router B which in turn provides connectivity for

building C. It is at this point that most network diagrams would cease to be helpful.

In order to provide a useful mission impact analysis the chain of events would need to
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Table 2.1: Elements used in describing a theoretical cascading failure beginning
with a cut communication link.

Label Description Requirements
A a communications Link
B a router A
C a building C
D a computer D
E a task D
F a mission E
G another mission E
H a third mission E
I a forth mission E

be followed further, until the ramification on the mission (or missions) are revealed. In

this example building C contains a computer which we shall refer to as D. Computer D

is used to accomplish task E. Task E is an aspect of scheduling passengers and cargo for

air missions, specifically identifying passenger and cargo cancellations to determine if

any individuals or cargo on the wait list can be loaded. Task E is considered a critical

task necessary for successful planning and execution of air transport missions, as such

the air transport missions F, G, H, and I are now in danger of failing. These failures

could cascade and cause failures on other bases. Such failures may mean something as

simple as a soldier deploying to, or returning from, Iraq does not get his luggage. Or

it may be something much more life endangering. For example, cryptographic keys

being delayed so that units are not able to communicate in a secure manner. This

failure could force commanders to choose between risking lives by using unsecure

communications, or accepting mission failures by refusing to take actions and execute

missions until the cryptographic keys arrive.

The mission impact analysis, as defined for this research, identifies that the

failure of link A may cause B, C, D, E, F, G, H, and I to fail. However, this phase

of the research will not identify solutions to avoid these failures or take into account

non-standard methods personnel may take in order to avoid mission failure.
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2.2 Data Acquisition

Developing a procedure for the acquisition of the necessary data consists of two

stages. The first stage is to determine if the all, or some, of data is already being

acquired. The second stage is to determine at least one method capable of acquiring

any data not already being collected and to ensure it is usable. Once it can be

determined that the data can in fact be successfully collected through some method

focus can be given to the visualization.

2.2.1 Current Acquisition Method. Most organizations have some method

for acquiring information pertaining to what is required to accomplish a task. Current

US Air Force policies and procedures require the creation of Mission Essential Task

Lists and/or Critical Equipment Lists. One of the intents behind the creation of these

lists is to allow individuals to assess the impact on the mission if an element on the lists

fails. However, the lists do not always provide useful information, since they are often

split up between offices and normally take into account only first order requirements

and needs. The list may include a requirement for access to a server, but does not

take into account that the server requires access to the Internet. Consequently, the

final solution used in conjunction with the visualization must allow and/or encourage

the integration and immediate access to such data.

2.2.2 Possible Future Acquisition Methods. “A Survey of Active Network

Research” by D. L. Tennenhouse, et al in 1997, provided an excellent overview of

the concepts proposed in active network designs [10]. This research is important in

terms of data collection because one of the proposed abilities of an active network is

that the network itself can determine the interdependencies of not only the hardware,

but of missions and elements beyond the hardware level by monitoring and tracking

what information is sent by who or what and where that information is sent. Active

network research is characterized by the statement “nodes can perform computations

on and modification of packets.” With nodes being any computational device a packet

passes through such as a router, switch, or computer. In order to accomplish these
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computations and modifications, two primary branches of active network research are

being pursued: discrete and integrated active networks. For the discrete approach,

a packet is received by the router or switch and the header information is read and

appropriate changes are made based on programs already coded and waiting in the

device. Currently, both routers and switches already take in the packet, then based

on header information execute pre-stored programs, specifically the routing of that

packet to the appropriate port. As such, the discrete approach can be seen as an

extension of the functions that make up the routers and switches.

The integrated approach takes this concept one step further. Instead of the

router or switch making these computations based on pre-stored programs, every

packet contains the program to be executed. The router or switch compiles and/or

executes this program. This added flexibility comes at the cost of a more complex

router and switch, since it must be able to compile and run new programs on the fly

instead of only running programs it has been optimized for. While active networks

that utilize the integrated approach are potentially more flexible then networks that

utilize the discrete approach, both have the potential to collect a vast amount of useful

data. They could track who communicates with whom and what information is being

sent, identify who receives certain reports, what servers and systems are dependent

on others, or identify if a piece of information is reaching an office by multiple routes.

In short, an active network has the potential of collecting more statistical and

informational data on what and how information travels over the network then ac-

tually travels over the network. Thus the flexibility of both of these approaches and

the potential data available for collection make an active network tailor made for au-

tomated systems for mission impact analysis, since they could be set up to collect or

formulate virtually any information needed for the analysis. It is possible an active

network could, or would include the capability to perform impact analysis without

the need for additional programs.
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J. E. Stanley’s thesis, “Enabling Network Centric Warfare Through Operational

Impact Analysis Automation” [14] offers promising solutions to automated impact

analysis, and demonstrates that by automating network analysis via an active network

design it is possible to capture a great deal of information. This information can be

leveraged to not only optimize a network but to also correlate the impact of network

activity and outages on missions and mission objectives. This approach offers a

great deal of flexibility and tools for network configuration, network management,

and network monitoring. Once active networks are a reality and the future works

proposed in this research are realized, a system similar to the one proposed would be

invaluable for collecting the data needed for a mission impact analysis visualization.

Alfred K. Shaw, takes things a step further and proposes a model for determin-

ing the relationship between the various tasks and elements needed to accomplish a

mission impact analysis in his thesis “A Model for Performing Mission Impact Analy-

sis of Network Outages” [13]. This model does not require an active network to gather

the information correlating how various elements are interdependent and affect the

mission. Instead, he proposes a methodology that can be followed by expert human

analysts that will result in a 100% complete and accurate model of the dependencies

for a mission or task.

Another solution for gathering the data set representing the dependencies can

be accomplished without the use of active networks or expert analysts is to make use

of the individuals responsible for the operation of equipment or the accomplishment

of tasks. This would not necessarily yield a complete model, but it would capture

the local domain knowledge and information currently in existence. In this case, the

requirements and the dependencies would be generated by instructing individuals re-

sponsible for missions and tasks, to generate them and keep track of what they need

to accomplish the missions or tasks assigned to them. In the case of equipment, indi-

viduals would be instructed to generate and track what is needed for their equipment

to function and accomplish the tasks associated with it. While not a perfect solution,

this solution has the advantage of being able to be implemented immediately, not re-
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quiring all of the Air Force’s network architecture to be replaced, or hiring an expert

to model the dependencies for every mission and then have these models reevaluated

every time the Air Force changes how something is done.

2.3 Visualization Solution Requirements

With the data representing the dependency chain acquired, the focus shifts to

finding a way to represent these dependencies in a manner that can be quickly and

accurately interpreted. This research focuses on utilizing a graphical visualization

for this task. Any proposed visualization must satisfy several requirements for this

problem. First, it must support the needs of the United States Air Force (USAF).

Second, it must make the impact analysis easier to comprehend, not more difficult

or time consuming in situations where an outage occurs. Finally, scalability must be

considered. Scalability is composed of two aspects, the complexity of the visualization

and the amount of data the visualization is capable of representing. A solution that

limits either of these aspects to a size and complexity that would only support a flight

or squadron would not be beneficial.

To satisfy the needs of the Air Force, the solution must correspond to the current

USAF structure and align with the Department of Defense (DoD) goals for Network

Centric Warfare (NCW). The “Report on Network Centric Warfare Sense of the Re-

port” by General Money presented to congress in 2001 provides critical information

concerning the goals and objectives of NCW [11]. As does “Network Centric War-

fare: An Emerging Theory” by John J. Garstka published in 2000 and the 1999 text

“NETWORK CENTRIC WARFARE: Developing and Leveraging Information Supe-

riority” [5, 16]. Simply put, while any solution for a problem may be of academic

interest, if it runs contrary to the long term goals and needs of the US military it is

not feasible as a real world solution.

To acquire and maintain good situational awareness, all of the details about

every element of the network does not need to be available at a glance. However,

outages must be easy to identify and the scope of the outage must be readily appar-
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ent. If this is accomplished the overall impact of the situation and outage can be

easily understood and comprehension of the scope of the problem readily obtained.

Details can then be acquired in response to the source of the outage and the missions

impacted.

Scalability must be considered from the start. For example, Travis Air Force

Base has over 10,000 personnel, Wright Patterson has over 13,000 personnel, and

Tinker has more than 23,000 personnel. If you assume only 80 percent of these

individuals have computers and of these only 50 percent require these to accomplish

their missions, the resulting numbers are more than 4000 for Travis, 5200 for Wright

Patterson and 9200 for Tinker. This means that at Travis Air Force Base, the smallest

of these three examples, the visualization must simultaneously handle a bare minimum

of 4000 elements. Once you take into account the network links, the various routers,

servers, and switches, as well as the missions themselves, this number quickly grows

much larger. As a result, any solution needs to have the potential to handle several

thousand elements at a time.

2.4 Current Visualization Techniques

This research focuses on two dimensional visualizations. This focus is for three

reasons. First, the tools for creating two dimensional visualizations are mature. Sec-

ond, these types of visualization are more intuitive to create and display. Third, the

majority of the graphs and visual representations used in displaying information for

Air Force personnel, such as wiring diagrams, command structures, and various stop-

light charts are two dimensional in nature. This has the added benefit of reducing the

risk that the visualization will need to be rotated or manipulated in order to ensure

a critical piece of data is not obscured.

2.4.1 Node-Link Diagram Representations. There are three basic node-link

visualizations. Each of these is made up of a node or vertex and the link or edge. This

allows for a very clear and concise visualization of the information elements. Each
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element becomes a node. The links in turn represent how these elements relate to

each other.

2.4.1.1 Graphs. While all node-link representations are technically

graphs, in this particular case the term graph refers to a system of nodes and links

that have no limitation on how they are connected. The links have no direction

associated with them. It may also be possible to traverse all or part of the graph

in such a way as to arrive back at the node you started from without ever traveling

back over the same node or link a second time. Figure 2.1 is an example of such a

representation.

Figure 2.1: Example of a graph using node-link representation without direction
associated with the links, consisting of 7 nodes and 9 links

2.4.1.2 Directed Graphs. Directed graphs are identical to graphs ex-

cept they have the constraint that each link in the graph must have at least one

direction associated with it. This allows for the structure of the graph to display

more information. For example, not only representing that two nodes are associated

with each other, but how they are associated. Figure 2.2 is an example of such a

representation.

2.4.1.3 Trees. Trees contain information within the structure of the

graph concerning how nodes are associated with each other. In the case of trees this

information is not represented by adding directionality to the links, but instead by
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Figure 2.2: Example of a directed graph consisting of 4 nodes and 4 links

the placement of one node in relation to other nodes. Figure 2.5 is an example of

such a representation.

Figure 2.3: Example of a tree graph consisting of 10 nodes and 9 links

2.4.2 Other Representations. There are a variety of other visual represen-

tations that convey relationships between elements that are more complex than basic

node-link representation. Some of these representations use an underlying node-link

structure to store the data used in the visualization and others augment node-link

representations. Examples include flow maps, tree maps, radial representations, and

fish-eye representations.
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2.4.2.1 Flow Maps. Flow maps work as excellent visual representa-

tions of the movement of something from one location to another (See Figure 2.4),

even if the element moving is not physical in nature such as the flow of informa-

tion over a computer network. The paper “Flow Map Layout” provides an excellent

demonstration of this concept using three examples [17]. Figure 2.4 (a) shows the

export of wine from France. Figures 2.4 (b) and 2.4 (c) illustrate the migration of

individuals from California to other places in the country.

Figure 2.4: Flow Maps. (a) Minard’s 1864 flow map of wine exports from France
(b) and (c) show migration from California from 1995 - 2000.

2.4.2.2 Tree Maps. Tree maps represent in their structure the ex-

act same information as trees. However, instead of displaying this information in a

node-link format it uses layers to demonstrate the relationships. The paper “Flow

Map Layout” has a good graphical representation of this though not all nodes are

labeled [17], shown in Figure 2.5.

Figure 2.5: Example of a tree map and its corresponding tree graph representation
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2.4.2.3 Radial Representations. Radial representations are most often

seen associated with trees though they can also be used with any type of node-link

representation. These are designed to make more efficient use of space as well as show

everything in relation to a selected node. An example of a radial graph represent-

ing a node-link representation can be found in the paper “Animated Exploration of

Dynamic Graphs with Radial Layout” [7], which is depicted in Figure 2.6.

Figure 2.6: Example of radial representation based on a node-link graph with 15
labeled nodes and 20 non-directed links

2.4.2.4 Fish-Eye Representation. A fish-eye representation can be

applied to any other representation. The basic premise behind this modification is

that the user selects an element of the visualization to focus on. The representation

is then distorted via a gradient zoom, with the greatest amount of zoom applied to

the focus element and an ever decreasing amount of zoom to surrounding elements

based on their relation to the focus element. As a result, elements furthest away from
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the focus may be unreadable. An example is shown in Figure 2.7 from “Generalized

Fisheye Views of Graphs” [8].

Figure 2.7: Example of fish-eye representation based on a node-link graph

2.4.3 Summary of Visualization Techniques. Each of these techniques seems

suitable as they are represented. However, once the type of data and the interdepen-

dencies of that data is taken into account complications develop with some of them.

All types of trees fall into this category since, in a real world system an element or

node may be needed by more than one other element or node. For example, imagine

the relatively simple task of verifying every individual in a squadron has completed

mandatory security training. To complete this task, several elements are needed. The

first of these is an accurate squadron roster, which in turn requires access to the AF

personnel database via a regional server. Next a list of who has completed the train-

ing, which is kept up to date by the security manager via an Excel document stored

on the shared drive. Access to the shared drive is also required. In this scenario all

computers in the squadron access the network and thus the server via a single router.

As can be seen in Figure 2.8, this example situation cannot be represented via a tree

without duplicating the element that represents the router. Figure 2.9 shows how this

duplication can be avoided if a true graph is used.

The difficulties surrounding the use of trees lead to a focus on various repre-

sentations of a directed graph. This was reinforced by the fact that all other data

structures used in computer science can be built or derived utilizing a directed graph
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structure [6]. Therefore, a directed graph of some form should be able to satisfy our

needs. This research focuses on various representations of a directed graph: a radial

view, a basic directed graph, and a force directed graph.

Final Reportp

PC3 Report Training Report

Router 123 Router 123

Figure 2.8: Four element example as a tree. Note that router 123 has to be repeated

Final Report

PC3Report Training Report

Router 123

Figure 2.9: Four element example as a graph
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2.5 Visualization Tools

There are a great number of Java graph visualization tool kits available. This

research evaluated three to determine which was the most suitable for the needs of the

research. In order to determine which three to evaluate, I looked for tools that claimed

to include the following benefits. First, an auto layout capability in order to avoid

writing a method to optimize placement of the visualization elements representing

the graph manually. Second, the ability to handle large data sets in order to increase

the scalability of the resulting visualization. Third, reported ease of use of the toolkit

and documentation. As a result, this research looked at three toolkits. The first is

a commercial product titled “JGraphpad Pro”. The second toolkit to be examined

is open source toolkit titled “JGraphT”, which is optimized for large datasets. The

third toolkit to be examined was prefuse, another open source toolkit.

2.5.1 JGraphpad Pro. JGraph was originally developed by Gaudenz Alder in

2000 and underwent further development via the open source community. JGraphpad

Pro is a commercial product that according to the manufacturer includes all of the

functionality of JGraph, tools for rapid development and deployment of visualization

solutions and functionality for auto layout of the visualization [1]. These features

avoid the necessity to write an algorithm to determine node placement or manually

place all of the nodes and made this version of JGraph appear perfect for the research.

However, I found the documentation to be poor and the toolkit difficult to use. As a

result, I decided not to use this toolkit to produce the Visualization for this research.

2.5.2 JGraphT. JGraphT is an open source Java library designed to use

JGraph for visualization. It expands JGraph to include additional mathematical

Graph-Theory objects and algorithms and implements a simplified application pro-

gramming interface (API). JGraphT is also optimized for data models and algorithms

and designed to handle graphs with millions of vertices and edges. This library has

the distinct advantage of being designed to handle very large data sets. However, as

I learned during my evaluation of JGraphT, it uses the base JGraph library for its
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