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Abstract

Pulsed laser ablation is a rich field of research with numerous industrial, academic, and military applications. Decades of research have lead to deep understanding in many application-driven regimes, such as pulsed laser deposition of thin films. Consequently, comparison of ablation effects across disparate experimental regimes can be difficult, and unifying trends can be hidden under regime-specific effects. To attempt to address that problem, the aim of this dissertation is to study pulsed laser ablation over several orders of magnitude in pulse duration, fluence, and material properties. Chapter 1 provides a more detailed picture of the problem space, and Chapter 2 covers the phenomenology of the primary temporal regimes of laser ablation.

In Chapter 3, laser ablation of aluminum, silicon, titanium, germanium, and indium antimonide at 1064 nm in ambient laboratory air with pulse durations ranging from 100 picoseconds to 100 microseconds has been characterized with optical microscopy. Highly focused spots of 10 µm yields fluences of 0.004-25 kJ/cm² and irradiances spanning $4 \times 10^6-10^{14}$ W/cm². Single pulse hole depths range from 84 nm to 147 µm. A quasi-one dimensional thermal model establishes a set of non-dimensional variables, $h^*$, $f^*$, and $t^*$, for hole depth, fluence, and pulse duration, respectively. For pulse durations shorter than the radial diffusion time, the hole depth exceeds the thermal diffusion length by a factor of 1 to 30 for more than 90% of the data. For pulses longer than this critical time, transverse heat conduction losses dominate and holes as small as $10^{-3}$ times the thermal diffusion depth are produced. For all cases, the ablation efficiency, defined as atoms removed per incident photon, is $10^{-2}$ or less, and is inversely proportional to volume removed for pulse durations less than 100 ns. At high fluences, more than 10-100 times ablation threshold, explosive boiling is identified as the likely mass
removal mechanism, and hole depth scales approximately as fluence to 0.4-0.5 power. The power-law exponent is inversely proportional to the shielding of the laser pulse by ejected material, and shielding is maximum at the 1 ns pulse duration and minimum near the 1 μs pulse duration for each material. Using the thermal scaling variables, the high-fluence behavior for each material becomes strikingly similar.

Chapter 4 builds on the non-dimensional variables from Chapter 3 by exploring shorter pulse durations, lower background pressures, and multi-mode beams. Low transverse order Gaussian beams at 1064 nm wavelength and 28 ps pulse duration were used to ablate Al, Si, Ti, Ge, and InSb in air, and Ge in vacuum. Crater depths and volumes, as well as volume of material above the surface were measured using a laser confocal microscope. Crater depths were found to plateau with increasing fluence on each material, and crater depths on Ge in vacuum were slightly higher than in air. Crater volume above and below the surface was found to increase linearly with fluence for all materials in air. In vacuum, the volume of material above the surface was less than in air, and increased at a lower rate with increasing fluence. The ratio of volume above the surface to volume below the surface was found to plateau for all materials to approximately 0.7 in air, and 0.4 for Ge in vacuum. The ablation efficiency was higher at low fluences, and decreased to approximately 0.004 for all materials at higher fluences. Simulations using the Directed Energy Illumination Visualization (DEIVI) tool showed that bulk melt flow out of the crater caused by the evaporation recoil pressure dominated at higher fluences. Plateauing of crater depth with fluence was caused by melt re-flow into the crater, which effects smaller crater widths more than larger ones, as evidenced by comparing multi-mode results to TEM_{00} simulations. Recondensation of evaporated material was identified as the main difference between craters formed in air versus vacuum, and the Knudsen layer jump conditions in DEIVI were modified to account for an estimated \( \approx 20\% \) recondensation rate. The simulations showed a resulting reduction in evaporation, which
created less recoil pressure, driving less melt out of the crater. Higher resolution simulations and additional experimental data comparing different order modes are needed to further explore the effects of diverse spatial fluence distributions.

Finally, Chapters 5 and 6 investigate optical emission spectroscopy from the plume formed during laser ablation of aluminum and titanium. The long pulse ablation of aluminum wafers in ambient air using an Er:YAG laser at 2.94 μm wavelength is presented. Visible emission spectra collected during ablation are assigned to the $B^2Σ^+ → X^2Σ^+$ molecular electronic transition of aluminum monoxide (AlO). A rovibronic model including self-absorption within the plume is developed to determine the molecular temperature. A 60.2 μs pulse at a fluence of 249.92 ± 40 J/cm², a temperature of 2843 ± 32 K and 3013 ± 30 K was found with the linear and nonlinear models, respectively. A greybody background, with an emissivity of approximately $1.3 \times 10^{-6}$ was observed, implying a low volume mixing fraction of particulates in the plume. A linear fit of the $\Delta ν = −1$ sequence was developed to rapidly analyze hundreds of spectra taken as a background pressure was varied from 400 mbar to 1000 mbar. The AlO temperature is approximately independent of background pressure. Finally, comparisons to other laser ablation studies at shorter wavelengths and shorter pulse durations are made wherever possible.

Ablation of titanium wafers in air is accomplished with 60-300 μs pulsed, 2.94 μm laser radiation. Titanium monoxide spectra are measured in the wavelength range of 500 nm to 750 nm, and molecular signatures include bands of the $C^3Δ → X^3Δ \alpha, B^3Π → X^3Δ γ′, \text{ and } A^3Φ → X^3Δ γ$ transitions. The blackbody background signal was found to have a temperature between 2350 K and 2600 K from 1 to 1000 mTorr background pressure. With background pressures $P = 200−1000$ mTorr the total spectrally integrated emission intensity scaled as $P^{1/3}$. The spatially and temporally averaged spectra appear to be in qualitative agreement with previous temporally resolved studies that employed shorter wavelengths and shorter pulse durations than utilized in this work. Simulations in DEIVI
show that peak temperature and pressure in the plume are not sufficient to create significant atomic and ionic emissions seen in such other studies. A peak temperature of approximately 4000 K is inline with molecular temperatures at long time delays as measured by Parigger and Giacomo. A simple chemical kinetics model, using the temperature and evaporated Ti volume from DEIVI predicts temporal behavior of the total TiO emission intensity in ambient air that matches the measured signal relatively well.

Overall, the non-dimensional variables defined in Chapter 3 provide a simple and intuitive description of laser ablation effects covering pulse durations in the tens of picoseconds to the hundreds of microseconds and fluences up to thousands of times the ablation threshold. For a vast majority of the data collected in this dissertation, $f^* \gg 1$ and $t^* \ll 1$ resulted in $h^* \gg 1$, and the simple quasi-one dimensional model collapsed the dissimilar materials to a common trend. Conversely, if either $f^* \lesssim 1$ or $t^* \gtrsim 1$, then $h^* \lesssim 1$ and craters were much smaller in both depth and lateral extent. In this case, the spectroscopic signals measured in Chapters 5 and 6 were correspondingly weaker as well. Taken together, the broad set of experimental conditions studied in this dissertation combined with a simple quasi-one dimensional thermal model provide a more unifying view of pulsed laser ablation than might otherwise be expected.
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\( \alpha \) Absorption coefficient, cm\(^{-1}\)

\( C \) Specific heat capacity, J/(kg·K)

\( \Delta \nu \) Change in vibrational energy level associated with molecular electronic transition

\( \eta \) Ablation efficiency, atoms/photon

\( f/# \) \( f \)-number of a lens or optical system

\( f^* \) Non-dimensional fluence: applied fluence relative to the material's vaporization threshold

\( F \) Fluence, J/cm\(^2\)

\( F_{th}, F_m \) Vaporization threshold fluence and melt fluence, J/cm\(^2\)
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\( h^* \) Non-dimensional hole depth: measured hole depth relative to the thermal diffusion length during the laser pulse duration
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\( \kappa \) Thermal diffusivity defined as \( \frac{K}{\rho C} \), m\(^2\)/s

\( K \) Thermal conductivity, W/(m·K)
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\( L \) Thermal diffusion length \( \approx \sqrt{\kappa t} \), m
\( L_m \)  Latent heat of melt or fusion, J/kg
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\( r_a \)  Condensed matter atomic radius, m
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\( t_o, t_d \)  Thermal diffusion time of a material relative to a length \( \omega \) or \( d \), s

\( T \)  Temperature, K

\( T_m, T_v, T_c \)  Melt, vaporization, and critical temperatures, K

\( t^* \)  Non-dimensional time: pulse duration relative to the thermal diffusion time of the laser spot area

\( V, V_+, V_- \)  Crater volume, volume of crater above surface, and volume of crater below surface, m

\( \omega \)  Spot radius (at 1/e point of Gaussian fit to transverse spatial extent) as a function of distance along propagation direction, m
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\( z \)  Direction of laser propagation and also depth into material from surface, m

\( z_R \)  Rayleigh range, m
ON THE PULSED ABLATION OF METALS AND SEMICONDUCTORS

1. Introduction and Problem Statement

Laser ablation is an incredibly active field, including research in fundamental physics (e.g. non-equilibrium thermodynamics), industrial (e.g. laser peening) and medical (e.g. laser dentistry) applications, and even security and defense applications (e.g. chemical detection and laser lethality). Over such a broad range of applications with varying degrees of precision required, it is often difficult to find unifying trends that allow researchers and practitioners to understand and compare effects across disparate physical regimes. Furthermore, differences in research goals, experimental apparatus, and theoretical approaches create barriers to creating a broad physical intuition capable of translating results from study to study. To that end, the fundamental goal of this dissertation is to build from a broad set of experimental and theoretical data to a narrower set of scaling relations, heuristics, and trends that provide a roadmap for understanding laser ablation across relevant regimes. Specifically, the objective is to quantify the effects of ablation including: crater morphology, ablation efficiency, and plume spectral emissions across metals and semiconductors using pulse durations spanning picoseconds to microseconds and fluences from ones to thousands of J/cm\(^2\).

The laser ablation problem can be broken down into three independent groups of variables describing the laser, material, and environmental conditions. Key laser parameters are wavelength, pulse duration, pulse energy, and spot size. The primary material variables are the bulk optical and thermochemical properties. Environmental conditions of interest are the sample temperature, the interface conditions, and the background pressure above the sample.
For the purposes of this dissertation, the primary wavelength of interest is 1064 nm. This is due to the large body of literature available at this wavelength and the plethora of affordable optical equipment. While there is substantial literature on ultraviolet (UV) laser ablation as well, the results at 1064 nm are more easily translatable to longer wavelengths. This is because UV laser ablation involves significant photoionization of the plume, whereas the effect is much reduced at 1064 nm. Thus, interpreting results at longer wavelengths is more straightforward due to the laser-plume interaction consisting of mostly the same physical processes. Another reason is that mass removal is primarily thermal at longer wavelengths, where a photon is absorbed by an electronic state in the material that couples to a lattice vibration thereby raising the macroscopic temperature. Ultraviolet ablation often involves direct ejection of surface electrons (i.e. the photoelectric effect) that remove mass by Coulombic attraction with positive ions left behind.

The primary pulse durations of interest in the present study are 10’s of picoseconds (ps) to 100’s of microseconds (µs). Similar to the choice of wavelength, this is to narrow down the space to include only the processes which are “similar” enough to be able to meaningfully compare. While the goal of this dissertation is to create ways to interpret ablation effects across these wildly different regimes, some lines have to be drawn in order to derive tools simple enough to be of actual use. For that reason, femtosecond (fs) or ultrashort laser ablation is not included in this effort. Below the 10’s of ps, the laser-material interaction is entirely different, and the laser-plume interaction is completely absent. Furthermore, there is extension published research on continuous wave (CW) laser ablation, especially in the laser welding and laser lethality communities. No attempt is made to include CW effects in the heuristics developed in this dissertation; there is enough physics in the 7+ decades of pulse duration between 100 ps and 100 µs.

Pulse energy and spot size are mainly combined to create fluence, but ablation ef-
Effects do not just depend on fluence. As will be seen in Chapter 3, the fluence needs to be applied fast enough for mass removal to occur. And Chapter 4 will show that the spot size really does effect ablation, even if the fluence is the same. In this dissertation, pulse energies on the order of 10’s of micro Joules ($\mu J$) to 100’s of milliJoules (mJ) are of interest. Only at the shortest pulse durations can $\mu J$ cause significant mass removal, and as pulse durations enter the ms regime, Joules of energy are typically required. The spot size (typically defined as the $1/e$ point of a Gaussian intensity or fluence distribution, which will be more rigorously defined as applicable in each chapter) is generally between 10 $\mu m$ and 100’s of $\mu m$. Smaller spot sizes make direct measurement of the intensity profile difficult, as well as complicate the damage measurements. Larger spots are not of interest mainly because the fluence would end up being too low to cause significant mass removal. The numerical aperture is also an important laser parameter, but it affects the laser-plume interaction more than crater formation in general. The experiments in this dissertation all use relatively low f/# lenses, but there is no direct comparison of different numerical apertures under otherwise identical conditions.

There are myriad parameters to describe a given material, so, again, a line has to be drawn somewhere. For this dissertation, thermochemical properties are of interest because they relate to phase change. The thermal ablation process includes the material changing from solid to liquid to gas, so any description must include (or at least mention) heat of fusion and heat of vaporization. Primarily, macroscopic properties (e.g. density, thermal conductivity, heat capacity, etc.) are pertinent to this effort, and quantum mechanical or electronic properties, are not. For example, crystal structure and electronic energy levels are beyond the scope of this dissertation. The thermochemical properties provide a way to compare laser characteristics relative to each material. For example, the laser fluence required to cause melting can be compared across each material, which can help with interpreting and presenting results across diverse materi-
als and laser conditions. Additionally, mechanical properties are not included, although some “mechanical” ablation effects, such as spalling or cracking, can occur primarily at ps or shorter time scales. Moreover, optical properties (absorption coefficient and reflectivity, specifically) are of interest as nominal discriminators between materials. For example, 1064 nm is approximately in band on germanium, but highly reflected by metals such as aluminum. Thus, the optical properties at a particular laser wavelength are of interest, and combining materials and wavelength creates a sort of contour in the problem space. This hints at the main purpose of the dissertation: to compare effects across disparate physical regimes, e.g. how does 1 µm ablation of germanium compare to 4 µm ablation of indium antimonide?

The environmental conditions are last, but not least. While the sample temperature is technically a state of the material, it is treated in this dissertation as an environmental condition since it is externally controlled as an independent variable. Temperatures of interest are from cryogenic (i.e. 77 K) to near the melting temperature of the material being studied. For practical purposes, experimental apparatuses have a limited range of operating conditions, and the highest temperature consistently available is approximately 700 K. The physical interface condition in this dissertation is the material in air (or vacuum), with no forced air flow over the sample, and the sample oriented with its surface normal parallel to the ground. Laser ablation of solids submersed in liquid is an active field of research, but not considered here. Ablation of layered materials, or ablation occurring at the interface between two solid materials is also beyond the scope of this dissertation. However, even just considering a material in air (or some gas) encompasses a wide range of phenomena. Chapter 2 will discuss this more, but consider an evaporated aluminum atom (≈ 27 AMU) colliding with a 1 atmosphere (atm) background of diatomic nitrogen (≈ 28 AMU) versus a $10^{-3}$ atm background of diatomic helium (≈ 8 AMU). The background gas of interest is normal air, e.g. not an inert gas, with
pressures between approximately $10^{-9}$ atm ($\approx 10^{-6}$ Torr and $\approx 10^{-4}$ Pascal) and ambient air pressure. Thus ultra high vacuum and ablation in pressurized backgrounds are not included in this dissertation.

The format of this dissertation is as follows: Chapter 2 is an overview of the various physical regimes of laser ablation applicable to this dissertation. High-level phenomenology is discussed and results from subsequent chapters are previewed. A detailed literature review of relevant prior work is presented in each chapter as needed. Chapter 3 covers the largest single experiment of this dissertation, which was the laser ablation of 5 different materials at 7 pulse durations and 7 different fluence levels. Chapter 4 presents a laser ablation experiment that builds on Chapter 3 by going to a shorter pulse duration and using a more complex spatial fluence distribution. While the experiment covered in Chapter 3 is done in ambient air, Chapter 4 investigates background pressure effects from $10^{-6}$ to 760 Torr. Chapters 3 and 4 have not been published yet, but are ready to be submitted to a peer-reviewed journal. Chapters 5 and 6 cover aluminum monoxide and titanium monoxide emission spectroscopy of the plume, respectively. Chapter 5 was presented as a poster by Dr. Glen Perram at the 2018 High Power Laser Ablation Conference, and was published as a paper in the Journal of the Optical Society of America B in October 2018. Parts of Chapter 6 were presented as a poster at the 2018 International Conference on Spectroscopic Lineshapes by Dr. Christian Parigger, and is expected to be published in the associated conference proceedings. A poster comparing aluminum and titanium emission spectroscopy was accepted to the 2018 SciX Conference, but was not presented due to scheduling conflicts. Chapter 7 concludes the dissertation and discusses potential future research directions building on this work. Finally, while Chapters 3-6 are going to be published or already have been published with co-authors, Mr. Van Woerkom is the primary author and principal investigator on all of them.
2. Ablation Phenomenology

There are myriad physical processes involved in laser ablation, which can typically be discussed in terms of the dominant effects in a particular temporal regime. The purpose of this chapter is to present a mostly qualitative overview of the temporal regimes relevant to this dissertation and discuss how the effects within those regimes change as a function of laser parameters and material conditions. The figures are from experiments performed as a part of this dissertation, and the descriptions of various physical effects are cited as appropriate. Figure 1 shows the temporal regimes of pulsed laser ablation using damage images observed in this work. The fluence was approximately 15 kJ/cm\(^2\) at each pulse duration, resulting in an irradiance, \(I \approx 10^8 - 10^{14} \text{ W/cm}^2\).

![Figure 1. Examples of dominant phenomenological temporal regimes in laser ablation. \(\lambda = 1064 \text{ nm, } \tau_p:\) varied, \(\omega_0 \approx 10 \mu\text{m, } F \approx 15 \text{ kJ/cm}^2, \text{ Material: Ge, } P = 1 \text{ atm, } T = 300 \text{ K. Red bars are } 100 \mu\text{m length in each image.}]

The optical images of damage effects are taken from laser ablation of Ge in air at 1064 nm wavelength with s spot size of 10 \(\mu\text{m}\) (unless otherwise stated, wavelength is 1064 nm and the spot size for all cases discussed in this chapter is 10 \(\mu\text{m}\)). The laser pulse duration, \(\tau_p\), is taken as the full-width half-max (FWHM) of the temporal profile. The details of that experiment are in Chapter 3. The red bar in each image is 100 \(\mu\text{m}\), and the dominant physical processes are listed at the top. For the purposes of the following discussion, the pulse durations of interest are between 100 picoseconds (ps) and 100 microseconds (\(\mu\text{s}\)). The occurrence of ablation depends on both the energy incident on
the surface and the timescale over which it is applied. To facilitate direct comparison, the fluence values here are nearly the same at each pulse duration, so that the discussion is more focused on the temporal aspects of ablation.

### 2.1 Shielding Regime

Shielding in this context is typically defined as significant laser energy being absorbed by the plume of ejected material, and manifests itself in damage effects by a plateauing of crater depth with increasing fluence\(^{[1]}\). The plume typically consists of atomic and ionic species early in its evolution, where high temperatures (> \(10^4\) K) and pressures (> \(10^9\) Pa) in the shock front prevent molecule formation\(^{[1]}\). The plume becomes ionized either by photoionization or collisions between the ejected atoms and the background gas\(^{[2]}\). Photoionization dominates at shorter wavelengths, e.g. ultraviolet, whereas collisional ionization occurs more at longer wavelengths where it would take many photons to ionize an atom in the plume\(^{[2]}\).

Laser light is absorbed in the plume by inverse Brehmsstrahlung absorption, which has a cross section that scales as \(\lambda^3\), and thus affects infrared light more than ultraviolet\(^{[2]}\). In some cases, however, the electron density is lower after ablation with longer wavelengths, which would decrease the amount of laser energy absorbed in the plume\(^{[3]}\). The absorption of laser light by the plume can increase the kinetic energy of the plume, resulting in very high (Mach 40) forward-directed (i.e. towards the laser source) streaming speeds, and increased lateral expansion\(^{[1]}\). In the shielding regime, additional pulse energy gets absorbed in the plume, rather than removing more mass\(^{[4]}\). Shielding occurs in vacuum and at ambient background pressure, and the higher pressure confines the plasma at the surface, thus increasing the laser-plasma interaction\(^{[5]}\).

Figure 2 shows craters formed in the present study on Si (for reference, Figure 1 showed ablation of Ge) with fluences from \(0.03 \text{ – } 15\, \text{kJ/cm}^2\) in the shielding regime. As
can be seen, the lateral extent of surface damage, most of which is superficial, is almost 2000 µm, or 2 mm, in diameter for the highest fluence. The extent of the central feature, i.e. the crater, remains approximately the same, while the hole depth grows slightly. The surface damage shows virtually no signs of melt displacement, and re-deposited (or re-condensed) material appears to have been in the vapor phase.

![Figure 2. Craters from laser ablation in the shielding regime. λ = 1064 nm, τ_p = 100 ns, ω_0 ≈ 10 µm, F: varied, Material: Si, P = 1 atm, T = 300 K.](image)

At the high irradiances caused by short pulse laser ablation, structural effects, such as cracking can occur as shown in Figure 3.

![Figure 3. Structural cracks formed on InSb in the shielding regime. λ = 1064 nm, τ_p = 1 ns, ω_0 ≈ 10 µm, F ≈ 3 kJ/cm², Material: InSb, P = 1 atm, T = 300 K.](image)

Chapter 3 will show that shielding effects peak in the 1-100 ns regime, and fall off dramatically on either side. At shorter pulse durations, the pulse is largely over before
the highly absorbing plume is formed[6]. For longer pulse durations, if the pulse energy is held constant, the intensity can be insufficient to evaporate and ionize significant material during the pulse[7]. In the shielding regime, the plume content is almost entirely atomic and ionic species, dominated by continuum emissions at short time delays after ablation[8]. At longer time delays (tens of microseconds) when the plume temperature decreases, molecules can form, and if there is oxygen in the background gas, oxides can form as well[8]. Temporally- and spatially-resolved emission spectroscopy of the plume (see [9, 10, 11]), as well as plume imaging (see [12, 13, 14]), provide details of the plume evolution in the shielding regime.

2.2 Melt Flow Regime

As the pulse duration increases into the hundreds of nanoseconds, a significant portion of the laser pulse interacts with liquid phase material, and bulk melt flow effects can become significant[1]. Figure 4 shows crater scaling with increasing fluence in the present study.

![Figure 4. Craters from laser ablation in the melt flow regime. $\lambda = 1064$ nm, $\tau_p = 1$ $\mu$s, $\omega_0 \approx 10$ $\mu$m, $F$: varied, Material: Si, $P = 1$ atm, $T = 300$ K.](image)

In the melt flow regime, as the fluence is increased, the evaporation rate increases, which in turn increases the recoil pressure on the melt layer, driving bulk flow[1]. At very
high fluences, significant melt ejection and splatter can occur\cite{1}. Figure 5 shows such effects on InSb after laser ablation with a 100 ns pulse, where the spot size was again approximately 10 µm, and the overall image is approximately 456 µm across.

![Figure 5. Significant splatter in the melt flow regime.](image)

\textbf{Figure 5.} Significant splatter in the melt flow regime. $\lambda = 1064$ nm, $\tau_p = 100$ ns, $\omega_0 \approx 10$ µm, $F \approx 3$ kJ/cm$^2$, Material: InSb, $P = 1$ atm, $T = 300$ K.

The interconnected effects of recoil pressure and melt displacement can cause significant crater formation long after the pulse has ended\cite{1}. It will be shown in Chapter 3 that the melt flow regime of laser ablation is where the largest craters are formed in this study. At shorter wavelengths on metals, the absorption coefficient, $\alpha$, can be as high as $10^6$ cm$^{-1}$ or more, and the laser light will be absorbed more at the surface which can cause more efficient evaporation\cite{15}. Semiconductors, however, can be weakly absorbing over a large wavelength range and strongly absorbing near their bandgap\cite{16}. Thus, the optical properties of the material affect how deep the laser energy is deposited, and
determines whether the heat source is treated as a boundary source (i.e. applicable to metals) or a volume heat source (i.e. more applicable to dielectrics and semiconductors)[17]. However, even at slightly elevated temperatures, most semiconductors have additional absorption processes, such as free-carrier absorption, that rapidly increase the coupling of laser light to the material[16]. So the absorption coefficient must be considered with wavelength and temperature dependence when interpreting experimental results.

In the melt flow regime, there is still a plume of ejected material, though typically not as hot or highly ionized as in the shielding regime. Streaming speeds can still be large since laser energy will likely be absorbed at the shorter pulse durations and higher fluences, but not as high as the shielding regime. The atomic and ionic signals are less than those in the shielding regime, and molecular plume content can form more easily due to the lower temperatures and slower streaming speeds. The same spectroscopic and imaging techniques can be used in this regime to characterize the plume evolution.

2.3 Heat Conduction Regime

At pulse durations long compared to the thermal timescale of the material ($\tau \approx L^2/\kappa$, where $L$ is a characteristic length and $\kappa$ is the thermal diffusivity), significant energy is lost to heat conduction[1]. While the melt volume can still be significant, evaporation is reduced, and therefore recoil-pressure-induced melt displacement is correspondingly subdued[1]. Figure 6 shows craters from this study with increasing fluence in the heat conduction regime. In this regime, since the material has time to conduct the laser energy away as heat, craters scale poorly with fluence under most conditions[1]. Figure 6 shows 10 $\mu$s ablation on Si, with no visible melt flow effects. However, the amount of melt displacement also depends strongly on material parameters. At a constant irradiance, the melt displacement effects would be more significant on InSb than Si, even in the heat conduction regime, due to its lower melt temperature and lower heat of fusion.
Figure 7 shows melt effects on InSb when the pulse is long compared to the thermal diffusion timescale.

**Figure 6.** Craters from laser ablation in the heat conduction regime. $\lambda = 1064$ nm, $\tau_p = 10$ $\mu$s, $\omega_0 \approx 10$ $\mu$m, $F$: varied, Material: Si, $P = 1$ atm, $T = 300$ K.

**Figure 7.** Melt flow effects in the heat conduction regime. $\lambda = 1064$ nm, $\tau_p = 10$ $\mu$s, $\omega_0 \approx 10$ $\mu$m, $F \approx 17$ kJ/cm$^2$, Material: InSb, $P = 1$ atm, $T = 300$ K.
This scanning electron microscope (SEM) image of InSb shows considerable melt effects, some of which flowed back into the crater. It will be shown in Chapter 4 that melt re-flow into the crater can cause diminishing hole depth with increasing fluence. Another notable effect that can occur in the heat conduction regime is extrusion formation due to the thermocapillary effect[1]. Figure 8 shows such an extrusion formed in this work on Ge at a fluence of 3 kJ/cm².

![Image](image.png)

**Figure 8.** Extrusions formed during laser ablation in the heat conduction regime. $\lambda = 1064$ nm, $\tau_p = 100 \, \mu s$, $\omega_0 \approx 10 \, \mu m$, $F \approx 3 \, kJ/cm^2$, Material: Ge, $P = 1$ atm, $T = 300 \, K$.

Similar extrusions are seen on materials with liquid phase densities higher than their solid phase density. As the molten material cools, it expands up out of the surface[1]. In the heat conduction regime, there is often a very weak or non-existent plume, due to less evaporation occurring. It will be seen in Chapters 5 and 6 that aluminum monoxide (AlO) and titanium monoxide (TiO) emissions can still be seen while there is little to no evidence of atomic or ionic emissions, suggesting comparatively lower plume temperatures and pressures. In this regime, the signal is often too weak for spatially or temporally resolved measurements, so average measurements are necessary to study the plume. Unfortunately, average measurements do not provide the same quality and
quantity of insights as the resolved measurements that can be made in the shielding and conduction regimes.

2.4 Spatial and Temporal Beam Shape

To end this chapter, a brief discussion of the beam profile is necessary. Typically laser ablation or laser-induced breakdown spectroscopy experiments use a Gaussian profile in both space and time[1, 8]. Gaussian temporal profiles are common in many laser systems, such as the ubiquitous Q-switched Nd:YAG, and a reasonable approximation of hyperbolic secant profiles that can be produced by mode-locked lasers[18]. However, some laser systems, such as flashlamp-pumped Er:YAG, have very non-Gaussian temporal distributions that can complicate attempts to compare results to other damage experiments[19]. Other Q-switched and gain-switched laser systems can exhibit the classic giant pulse temporal profile which begins with a large narrow spike followed by a much longer envelope of relaxation oscillations[20]. Again, care must be taken to compare ablation results between lasers with dramatically different temporal profiles.

Spatial beam profiles require the same attention. Often only the spot size is given, and that is not always a commonly agreed-upon parameter[18]. For example, the spot size can refer to the half width at the $1/e$ point of a Gaussian fit to the spatial intensity profile (the approach this dissertation will mostly use), or it can refer to the $1/e^2$ point. Non-Gaussian spatial distributions can often be approximated by a Gaussian, with most of the deviation occurring in the tails[21]. Typically a Gaussian TEM$_{00}$ mode will have a higher peak fluence than multi-mode or non-Gaussian fluence distributions, resulting in narrower craters[22]. The spatial distribution of laser energy can induce complicated melt flow effects, even if the pulse duration is short, as will be seen in Chapter 4.
3. Laser Ablation of Metals and Semiconductors with 100 ps to 100 µs Pulses

Laser ablation of aluminum, silicon, titanium, germanium, and indium antimonide at 1064 nm in ambient laboratory air with pulse durations ranging from 100 picoseconds to 100 microseconds has been characterized with optical microscopy. Highly focused spots of 10 µm yields fluences of 0.004-25 kJ/cm² and irradiances spanning $4 \times 10^6 - 10^{14}$ W/cm². Single pulse hole depths range from 84 nm to 147 µm. A quasi-one dimensional thermal model establishes a set of non-dimensional variables for hole depth, fluence, and pulse duration. For pulse durations shorter than the radial diffusion time, the hole depth exceeds the thermal diffusion length by a factor of 1 to 100 for more than 90% of the data. For pulses longer than this critical time, transverse heat conduction losses dominate and holes as small as $10^{-3}$ times the thermal diffusion depth are produced. For all cases, the ablation efficiency, defined as atoms removed per incident photon, is $10^{-2}$ or less, and is inversely proportional to volume removed for pulse durations less than 100 ns. At high fluences, more than 10-100 times ablation threshold, explosive boiling is identified as the likely mass removal mechanism, and hole depth scales approximately as fluence to 0.4-0.5 power. The power-law exponent is inversely proportional to the shielding of the laser pulse by ejected material, and shielding is maximum at the 1 ns pulse duration and minimum near the 1 µs pulse duration for each material. Using the thermal scaling variables, the high-fluence behavior for each material becomes strikingly similar.

3.1 Introduction

Laser ablation has been an intense area of research for over 40 years, with applications including materials processing, thin film deposition and characterization, space debris remediation, and optical component damage testing[23, 24, 25, 26, 27]. Most of
the recent research has utilized short wavelengths (<1064 nm) and short pulse durations < 100 ns. Depending on experimental conditions, mass removal may occur via several different mechanisms, including normal evaporation, direct ion and electron emission, or explosive boiling. Normal evaporation occurs when the energy deposited is sufficient to raise the temperature of the material to the boiling temperature. At moderate fluence, < 10 J/cm$^2$, nanosecond pulses lead to electron and positive ion emission[28]. This electronic ablation mechanism can delay the onset of thermal effects, leading to a dynamic ablation threshold[28]. In contrast, explosive boiling or the phase explosion mechanism, induces sample transparency and leads to a deeper, superheated layer, droplet formation, and significantly greater mass removal.

The threshold for explosive boiling is considerably higher than typical ablation conditions, occurring at 440 J/cm$^2$ in Si for a 355 nm, 44 ns laser (11.5 GW/cm$^2$)[29], and at 66 J/cm$^2$ in Si for a 266 nm, 3 ns laser (22 GW/cm$^2$)[30]. Phase explosion has also been observed at a considerably lower threshold, for example, in Al at 5 J/cm$^2$ for a 1064 nm, 5 ns laser (1 GW/cm$^2$)[31], matching computational efforts [32, 33], and in graphite, niobium and YBCO at 15-22 J/cm$^2$ for a 1064 nm, 3 ns laser (5-7GW/cm$^2$)[34]. The threshold fluence probably depends on pulse duration and wavelength, increasing at longer wavelengths and longer pulse durations[35, 36]. For example, explosive boiling has not been observed in Si at 1064 nm for fluences as high as 40 J/cm$^2$[35]. Material ejected during explosive boiling in Si occurs near the critical temperature[31, 35]. Explosive boiling in titanium has been investigated at irradiances between 1.397 and 1.450 GW/cm$^2$, finding that droplet size and ejected distance both increased with increasing pulse durations from 200 to 250 ns[37].

The ablation process of converting incident photons to ejected atoms is inefficient. Bauer, et al. showed that the ablation efficiency, defined as photons/atom, was 35-170 for UV ablation of Ti at 25 ns pulse duration[5]. Even at low fluences above the ablation
threshold, significant shielding of the laser due to ejected material can occur, and additional laser energy primarily goes into the initial shock front energy and velocity [14]. At fluences as high as 2000 J/cm$^2$, ablation efficiency, defined as the hole volume relative to the laser pulse energy, $\mu m^3/J$, of picosecond and nanosecond Nd:YAG lasers on aluminum increased as wavelength decreased[36]. That study also showed that the hole depth saturated with fluence, but the hole volume grew linearly.

Substantial modeling efforts have tried to capture the diverse physical processes present during laser ablation. For example, Zhang, et al. showed that phase explosion is the dominant mass removal mechanism in aluminum ablation by 1064 nm 5 ns pulses at fluences above 10 J/cm$^2$[33]. Furthermore, plasma shielding plateaus as fluence increases, and that the ablation rate (ablation depth per pulse) increases as background pressure decreases[33]. For silicon ablation, Bulgakova et al., demonstrated that reflectivity decreased with increasing fluence, heat conduction losses decreased with increasing fluence, and the energy absorbed by the plume eventually plateaus as a function of fluence[4]. Coupling the melt-phase flow and plume expansion dynamics provides a useful tool to augment experimental investigations[38].

Most of the prior work is performed on a single material, with few comparisons across metal and semiconductor materials in a single apparatus. Aluminum and silicon have been studied extensively from a mass removal and hole depth perspective. Numerous studies have investigated aluminum combustion and aluminum monoxide emissions during laser ablation[39, 40] including Chapter 5 of this dissertation. Titanium ablation research has been conducted primarily as a means to study titanium monoxide emissions[41]. Bartoli et. al. studied thermal-based ablation of semiconductor materials and developed an extensive model that has been anchored with a few specific experimental data points[17, 42]. The theoretical and measured damage thresholds for germanium and silicon matched very well at 0.69 $\mu m$ and 1.06 $\mu m$ wavelength[42]. The
Bartoli model and experiments also do not predict or discuss mass removal and mass re-deposition effects, and specifically that model does not include explosive boiling.

This experiment aims to investigate laser ablation for pulse durations of 100 ps to 100 µs on aluminum, silicon, germanium, titanium, and indium antimonide at a wavelength of 1064 nm. The materials were chosen to provide a comparison of metals (aluminum and titanium) to indirect semiconductors (silicon and germanium) to direct and compound semiconductors (indium antimonide) spanning a wide variety of material thermal and optical properties. A wide range of irradiances, $4 \times 10^4$ to $4 \times 10^{14}$ W/cm$^2$, is enabled by a variable pulse duration, excellent beam quality Nd:YAG laser. We seek an appropriate choice of non-dimensional scaling factors to describe laser ablation across diverse materials and experimental conditions.

### 3.2 Apparatus and Methodology

The experimental setup and representative beam profile is shown in Figure 9. A Spectral Energies QuasiModo laser operating at 1064 nm was used to ablate the samples because of its unique capability of providing continuously varied pulse durations from 100 picoseconds to 100 microseconds [43]. The laser consists of a quasi-continuous wave (CW) source (Figure 9(a)), with portions of the desired pulse duration picked using an electro-optic modulator (EOM) in an arbitrary waveform generator (Figure 9(b)). The pulse is then sent through a diode-pumped amplifier bank (Figure 9(c)) consisting of two single-pass diode-pumped amplifier stages and one double-pass amplifier. Finally, the beam is focused through a pinhole in a vacuum cell to maximize beam quality. The temporal pulse shapes are Gaussian, with the duration being defined as the full-width at half-maximum (FWHM), and typical shot-to-shot variation in pulse duration was less than 1% for all configurations. The pulse energy from the laser was a constant 100 mJ. Fluence on the sample was controlled by two half waveplates on rotation stages.
and polarizing beamsplitting cubes (Figure 9(d)), providing a dynamic range of over 10^3. The pulse energy at the sample was measured and averaged over many pulses to get the pulse energy as a function of angle of the half waveplates. A 50.8 mm diameter, 60 mm focal length lens (Figure 9(e)) was used to focus the beam onto the sample mounted on a 3-axis MTN stage system from Newport (Figure 9(f)). The spot size, defined here as the half-width at the 1/e point of a Gaussian fit of the measured spatial beam profile (in x and y), was measured at the sample location (in z) with a pinhole. A full 3-dimensional beam profile was measured to characterize the spot size as a function of focus (Figure 9(g)). The beam quality is good, with $M^2 \approx 1.6$ or better. The spot size was the smallest at 8.8 µm for the 100 µs configuration, and the largest at 11.3 µm at the 10 ns configuration, with no clear dependence on pulse duration. Typical measurement uncertainty in the spot size was 1 µm.

The aluminum, titanium, silicon, and germanium wafers were 25.4 mm diameter and 0.5 mm thick, with single-side polished from MTI Corp. The indium antimonide wafers were the same dimensions, but purchased from University Wafer. Each sample was ablated with one shot per test site. A row of shots for each test case (e.g. pulse energy and pulse duration) was performed to provide statistical significance to the hole
measurement. The post-ablation samples were analyzed with a Zeiss laser confocal microscope, with better than 10 nm accuracy and sub-micron repeatability in the vertical and lateral directions.

### 3.3 Results

Figure 10 shows an example laser confocal microscope image of laser damage on germanium with a 60 mJ pulse and a pulse duration of 1 µs. With a spot size (defined as the half-width at the 1/e point of a Gaussian fit of the spatial beam profile) of 10.9 µm, this corresponds to a fluence of 16 kJ/cm² and an irradiance of 16 GW/cm². Images like this were taken at 5 locations in each row of damage spots on each material. The high lateral and vertical resolution and multiple objectives of the laser confocal microscope enables the accurate measurement of not only hole depth, but also crater width, volume, and splatter and material redeposition at distances up to 800 µm from the laser spot center. Crater features varied significantly over the experimental conditions. Low fluence shots for each pulse duration created shallow craters (typically 1 µm or less) whose spatial extent approximately matching the radial beam profile. Pulse durations less than 10 ns showed very little splatter, while for longer pulse durations, splatter features increased dramatically in both volume and distance from center spot. Some shots showed evidence of phase explosion, which includes rough craters with peaks and valleys and redeposited droplets[30, 44].

From the laser confocal image, depth profiles were determined as shown in Figure 11. The crater depth is the minimum value of $h$, and the crater volume is the volume below the $h = 0$ line. For the 1 µs case on Ge shown in Figure 10, the crater depth is 21.26 µm and the crater volume is almost 81,000 µm³. For comparison, the 13.99 J/cm² 10 ns case on Ge produced a crater depth and volume of 1.12 µm and 266 µm³, respectively.
Figure 10. Laser confocal microscope image of laser-induced damage. $\lambda = 1064$ nm, $\tau_p = 1$ $\mu$s, $\omega_0 \approx 10$ $\mu$m, $F \approx 16$ kJ/cm$^2$, Material: Ge, $P = 1$ atm, $T = 300$ K.

Figure 11. Depth profile of laser-induced damage. $\lambda = 1064$ nm, (-) $\tau_p = 1$ $\mu$s and (-) $\tau_p = 10$ ns, $\omega_0 \approx 10$ $\mu$m, (-) $F \approx 16$ kJ/cm$^2$ and (-) $F \approx 14$ J/cm$^2$, Material: Ge, $P = 1$ atm, $T = 300$ K.

Typical statistical uncertainty from averaging maximum hole depth of multiple shots
was < 10%. The two main sources of error in fluence were uncertainty in the spot size, and the $z$ location of the target. The three-axis stages had a bidirectional position uncertainty of less than a micron. For a spot radius of 10 $\mu$m, this led to an approximately 10% uncertainty in spot radius, or a 20% uncertainty in fluence (neglecting pulse-to-pulse energy jitter of < 1%). Gaussian beam propagation with $M^2 = 1.6$, $\lambda = 1064$ nm, and an effective $f/# = 1.7$ yields a predicted diffraction-limited spot size of 2 $\mu$m and a Rayleigh range of $z_R = 25$ $\mu$m. A deviation in focus of $\Delta z = 10$ $\mu$m increases the spot size by nearly 10%.

### 3.3.1 Crater Depth

Figures 12-16 show the hole depth for aluminum, silicon, titanium, germanium, indium antimonide, and aluminum, respectively. For all cases, the wide variation and sparseness in ablation conditions preclude a careful examination of the ablation threshold (either for normal ablation or explosive boiling). Hole depths on Al ranged from 861 nm at a fluence of 126.9 J/cm$^2$ and a pulse duration of 9.3 ns to 76.78 $\mu$m at a fluence of 16.1 kJ/cm$^2$ and pulse duration of 1 $\mu$s. Low fluence shots at all pulse durations showed signs of slight melt displacement and resolidification. Higher fluence shots in the 100 ns and 1 $\mu$s cases showed significant melt displacement up to 100 $\mu$m from the center. The 10 $\mu$s shots showed less melt displacement, but several large droplets re-solidified less than 50 $\mu$m from crater center. Lutey found that the threshold for explosive boiling increased approximately as the square root of pulse duration between 1 and 20 ns[32]. Assuming the trend holds to even longer pulse durations, the threshold for explosive boiling at 1 $\mu$s would be less than 100 J/cm$^2$, so most of the data presented here likely corresponds to explosive boiling.
Figure 12. Hole depth from laser ablation with $\lambda = 1064$ nm, $\tau_p = 10$ ns (X), 100 ns (□), 1 $\mu$s (♦), 10 $\mu$s (△), $\omega_0 \approx 10$ $\mu$m, $F$: varied, Material: Al, $P = 1$ atm, $T = 300$ K.

Figure 13. Hole depth from laser ablation with $\lambda = 1064$ nm, $\tau_p = 100$ ps (○), 1 ns (+), 10 ns (X), 100 ns (□), 1 $\mu$s (♦), 10 $\mu$s (△), $\omega_0 \approx 10$ $\mu$m, $F$: varied, Material: Si, $P = 1$ atm, $T = 300$ K.

For silicon, hole depths ranged from a minimum of 363 nm at a fluence of 2.8 kJ/cm$^2$ and a pulse duration of 9.2 $\mu$s to a maximum of 97.2 $\mu$m at a fluence of 16.1 kJ/cm$^2$. 
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and a pulse duration of 1 µs. For the 100 ps and 1 ns configurations, the craters show very little melt displacement and surface deformations usually much larger than the beam’s spatial extent. High-fluence shots between 10 ns and 1 µs show significant melt displacement and evidence of splatter is seen up to 150 µm from the crater center. The 1 µs 16.1 kJ/cm² case shows signs of multiple occurrences of radial melt displacement, resulting in distinctly separate melt re-solidification regimes. This is consistent with the “alternation of explosions” discussed by Martynyuk with regards to long pulse (i.e. not Q-switched) laser-induced phase explosion[45]. The ablation threshold at 1064 nm and a pulse duration of 20 ns is approximately 20 J/cm²[42] and the threshold for explosive boiling at a 355 nm, 44 ns laser pulse is 440 J/cm²[29], thus it is likely that explosive boiling is the primary mass removal mechanism for most of the experimental conditions in this study.

Figure 14. Hole depth from laser ablation with \( \lambda = 1064 \) nm, \( \tau_p = 1 \) ns (+), 10 ns (X), 100 ns (□), 1 µs (☉), 10 µs (△), 100 µs (⋆), \( \omega_0 \approx 10 \) µm, \( F \) : varied, Material: Ti, \( P = 1 \) atm, \( T = 300 \) K.

On titanium, the hole depths ranged from 85.4 nm at a fluence of 262.96 J/cm² and pulse duration of 9.19 µs to 95.75 µm at a fluence of 16.1 kJ/cm² and pulse duration of
1 µs. Like silicon, the shorter pulse durations resulted primarily in surface deformation, and no melt displacement. The 10 ns also resulted in only surface deformation, with the features seen nearly 300 µm from the center. The 100 ns and 1 µs configurations showed significant melt displacement, up to 150 µm from crater center. These cases showed the same multiple melt displacement events that were seen on silicon, as well. Celen reported explosive boiling in titanium at 1064 nm and 200 ns at a fluence of 214 J/cm²[37], so it is again expected that most of the data presented here corresponds to mass removal by explosive boiling.

**Figure 15.** Hole depth from laser ablation with λ = 1064 nm, τᵣ = 100 ps (○), 1 ns (+), 10 ns (X), 100 ns (□), 1 µs (♦), 10 µs (△), 100 µs (★), ω₀ ≈ 10 µm, F: varied, Material: Ge, P = 1 atm, T = 300 K.

For germanium, the hole depths ranged from a minimum of 135 nm at a fluence of 155.4 J/cm² and a pulse duration of 90.5 ns to a maximum of 25.46 µm at a fluence of 16.1 kJ/cm² and pulse duration of 1 µs. Again the 100 ps and 1 ns cases showed wide area surface deformation, rather than crater formation. The 10 ns through 1 µs cases showed significant melt displacement as well as repeated melt displacement events. Additionally, the 100 ns and 1 µs cases showed splatter deposited beyond the re-solidified melt.
There is apparently no published literature on explosive boiling in germanium, but assuming its threshold is on the order of $10^{-100}$ times the normal ablation threshold, it is likely that a significant number of experimental conditions produced explosive boiling.

**Figure 16.** Hole depth from laser ablation with $\lambda = 1064 \text{ nm}$, $\tau_p = 100 \text{ ps (\textcircled{\textdegree})}$, $1 \text{ ns (\textdagger)}$, $10 \text{ ns (\texttimes)}$, $100 \text{ ns (\square)}$, $1 \mu\text{s (\textlozenge)}$, $10 \mu\text{s (\triangle)}$, $100 \mu\text{s (\textstar)}$, $\omega_0 \approx 10 \mu\text{m}$, $F$: varied, Material: InSb, $P = 1 \text{ atm}$, $T = 300 \text{ K}$.

Hole depths on InSb ranged from 197 nm at a fluence of 369.4 J/cm$^2$ and a pulse duration of 95.2 $\mu$s to 147.4 $\mu$m at a fluence of 16.1 kJ/cm$^2$ and pulse duration of 1 $\mu$s. The 100 ps and 10 ns cases showed shallow craters with surface deformation at distances up to 800 $\mu$m from center. The 1 ns case was particularly striking with surface deformation seen over 1 mm from crater center, much further than on any other material in the current study. The 100 ns and 1 $\mu$s cases produced a comparatively large area of re-solidified melt nearly 400 $\mu$m across, with additional droplets splattered even further.

Table 1 shows the highest fluence where no measurable damage occurred for each pulse duration on each material. In some instances, there was visual evidence of damage, but it was not measurable, i.e. the feature depth was comparable the surface roughness. In the table, a dash corresponds to a pulse duration where no measurable damage
occurred for any fluence, and an asterisk denotes cases where the lowest fluence tested produced measurable damage. Due to the coarseness of the steps in fluence, a more detailed analysis of the ablation threshold is prohibited. As mentioned above, an in-depth graphical analysis of crater morphology will occur in a separate publication.

<table>
<thead>
<tr>
<th>( \tau_p )</th>
<th>Al</th>
<th>Si</th>
<th>Ti</th>
<th>Ge</th>
<th>InSb</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 ps</td>
<td>-</td>
<td>28</td>
<td>-</td>
<td>13</td>
<td>*</td>
</tr>
<tr>
<td>1 ns</td>
<td>-</td>
<td>371</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>10 ns</td>
<td>27</td>
<td>14</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>100 ns</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>*</td>
</tr>
<tr>
<td>1 ( \mu s )</td>
<td>260</td>
<td>260</td>
<td>27</td>
<td>27</td>
<td>*</td>
</tr>
<tr>
<td>10 ( \mu s )</td>
<td>2806</td>
<td>263</td>
<td>127</td>
<td>127</td>
<td>27</td>
</tr>
<tr>
<td>100 ( \mu s )</td>
<td>-</td>
<td>-</td>
<td>3227</td>
<td>127</td>
<td>127</td>
</tr>
</tbody>
</table>

### 3.3.2 Volume Removed and Ablation Efficiency

In addition to hole depth, the volume removed was measured with the laser confocal microscope. Figure 17 shows the crater volume for all experimental cases on Ge. As with hole depth, the largest volume removed occurs at the 1 \( \mu s \) pulse duration. Typical uncertainties in volume measurements were approximately 10%. Crater volume scaled with fluence similarly to depth, with both measurements strictly increasing within experimental uncertainty for almost all cases. Increasing crater volume also coincided with increased splatter size and distance from center of the crater. The volume removed discussed here only includes mass removed from below the surface of the material, and does not include melt displaced above the surface or redeposited matter.
Figure 17. Hole volume from laser ablation with $\lambda = 1064$ nm, $\tau_p = 100$ ps (○), 1 ns (+), 10 ns (×), 100 ns (□), 1 $\mu$s (◇), 10 $\mu$s (△), 100 $\mu$s (⋆), $\omega_0 \approx 10$ $\mu$m, $F$ : varied, Material: Ge, $P = 1$ atm, $T = 300$ K.

From the volume, the ablation efficiency defined as atoms removed per incident photon was characterized. On germanium, for pulse durations less than 100 ns, the ablation efficiency decreased with increasing fluence, while for the 100 ns and 1 $\mu$s cases, ablation efficiency increased as fluence increased. For 10 $\mu$s and 100 $\mu$s, there are fewer data points and the trend is not as clear. The other materials followed similar trends where data was available. Figures 18 and 19 show the ablation efficiency and volume removed for the 10 ns and 1 $\mu$s pulse durations on germanium, respectively. Table 2 summarizes the minimum and maximum volume removed and ablation efficiency for each material. The maximum ablation efficiency corresponded to the maximum volume removed, which occurred at 1 $\mu$s for each material. The minimum ablation efficiency corresponded to the minimum volume removed for each material, occurring at 10 ns on Al, 10 $\mu$s for Si and Ti, 100 ns for Ge, and 100 $\mu$s on InSb.
Figure 18. Ablation efficiency (×, left axis) and crater volume (○, right axis). \( \lambda = 1064 \text{ nm}, \tau_p = 10 \text{ ns}, \omega_0 \approx 10 \mu \text{m}, F \): varied, Material: Ge, \( P = 1 \text{ atm}, T = 300 \text{ K}. \)

Figure 19. Ablation efficiency (×, left axis) and crater volume (○, right axis). \( \lambda = 1064 \text{ nm}, \tau_p = 1 \mu \text{s}, \omega_0 \approx 10 \mu \text{m}, F \): varied, Material: Ge, \( P = 1 \text{ atm}, T = 300 \text{ K}. \)
Table 2. Volume removed and ablation efficiency

<table>
<thead>
<tr>
<th>Material</th>
<th>Min Vol (µm³)</th>
<th>Max Vol (µm³)</th>
<th>Min Eff</th>
<th>Max Eff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>347</td>
<td>96,000</td>
<td>$1.3 \times 10^{-2}$</td>
<td>$1.8 \times 10^{-2}$</td>
</tr>
<tr>
<td>Si</td>
<td>82</td>
<td>61,000</td>
<td>$9.7 \times 10^{-5}$</td>
<td>$9.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>Ti</td>
<td>2</td>
<td>101,000</td>
<td>$2.3 \times 10^{-5}$</td>
<td>$1.9 \times 10^{-2}$</td>
</tr>
<tr>
<td>Ge</td>
<td>302</td>
<td>81,000</td>
<td>$4.6 \times 10^{-3}$</td>
<td>$1.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>InSb</td>
<td>126</td>
<td>361,000</td>
<td>$3.9 \times 10^{-4}$</td>
<td>$1.7 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

It is worth mentioning that there are alternative definitions of ablation efficiency that might be of use. For example, in describing the efficiency of a laser, the ratio of output energy to input energy is typically used. In the present case, the values in Table 2 for maximum efficiency can also be converted to output energy (i.e. the mass removed converted to energy via the heat of vaporization) relative to input energy (i.e. laser pulse energy) from atoms per photon. The resulting ablation efficiencies for Al, Si, Ti, Ge, and InSb are: 4.1%, 2.1%, 7.1%, 2.4%, and 6.5% assuming vaporization is the primary mass removal mechanism. The relatively low efficiency implies that well above the ablation threshold, most of the energy does not go into removing mass, but likely into plume kinetic energy as in Reference [14] for short pulse durations, or conducted away into the material for long pulse durations. Without plume imagery or time-dependent temperature measurements, it is beyond the scope of this dissertation to ascertain where specifically the rest of the laser energy went.

3.4 Discussion

The thermal response of a material to the absorbed laser energy is well-developed in References [20, 46]. Thermal response generally controls ablation for pulse durations exceeding the electronic relaxation time, which is typically on the order of 1 ps
for most materials[1], and should broadly apply to the current study. Given the high-
dimensionality and relative sparseness of the collected data set, scaling factors were
sought first to identify trends rather than attempt to accurately capture the many phys-
ical mechanisms involved. For a semi-infinite slab illuminated by a flat-top beam, in-
cluding axial (z-direction) and radial (r-direction) thermal diffusion, the temperature
rise at the center of the beam (r = 0) evolves as:

\[ \Delta T(z, t) = \left( \frac{2I(1-R)}{K} \right) \sqrt{\kappa t_p} \left[ \text{ierfc} \left( \frac{z}{\sqrt{4\kappa t_p}} \right) - \text{ierfc} \left( \frac{\sqrt{z^2 + \omega_0^2}}{\sqrt{4\kappa t_p}} \right) \right] \]

where \( I \) being the incident irradiance in W/m\(^2\) and \( R \) the reflectivity, \( K \) is the thermal
conductivity in W/(m-K), \( \kappa \) is the thermal diffusivity equal to \( K/\rho C \) with units m\(^2\)/s, \( \rho \)
is the material density in kg/m\(^3\), \( C \) is the specific heat capacity with units J/(kg-K), \( t_p \) is
the pulse duration, \( z \) is depth into the material, and \( \omega_0 \) is the beam extent in the radial
direction[20, 46]. The function ierfc is the integral of the complementary error function.
Radial (transverse) heat conduction is accounted for by the second term, whereas the
first term alone is appropriate for a uniform illumination with no radial diffusion. Con-
vection and radiative heat transfer contribute less than 0.3\% and 1\%, respectively for the
current experimental conditions.

Note that Equation 1 does not include phase changes or temperature dependent
properties and is intended to illustrate fundamental thermal scaling. Furthermore, it
does not include liquid-phase material parameters, such as viscosity. Again, for the pur-
poses of this chapter, first order scaling parameters are sought. Chapter 4 will discuss
the liquid-phase effects in more detail. Since the material absorptivity is not included in
 Equation 1, it is assumed that the incident radiation is absorbed entirely at the surface.

The relative sizes of the thermal diffusion length, \( L \) (see definition below), the ab-
sorption depth, \( \alpha^{-1} \), and the spot size, \( \omega_0 \), determine the dimensionality of the prob-
lem. For example, if $\omega_0 \gg L \gg \alpha^{-1}$, then the problem is primarily one-dimensional (i.e. $\omega_0 > \max(L, \alpha^{-1})$) and energy is absorbed at the surface and then conducted deeper into the material (i.e. $L > \alpha^{-1}$)[17]. If $\omega_0 \gg \alpha^{-1} \gg L$, then the problem is still one-dimensional, but the energy is deposited over a length larger than the thermal diffusion length, and the absorption depth becomes the primarily depth scale. Finally, if either $L > \omega_0$ or $\alpha^{-1} > \omega_0$, then the problem is not one-dimensional.

Figure 20 shows the relevant length scales, $L$ and $\alpha^{-1}$, for the materials and pulse durations in the current study with the absorption properties for 1064 nm wavelength and a spot size of $\omega_0 \approx 10 \mu m$. For all materials, $\omega_0 > L$ up to approximately 1 $\mu s$, and for all materials except Si, $\omega_0 > \alpha^{-1}$ (for all pulse durations, since the absorption coefficient is not a function of time). For Si, however, the nominal absorption depth at 1064 nm wavelength is orders of magnitude larger than both the thermal diffusion depth and the spot size.
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Figure 20. Relevant length scales, $L$ (solid lines) and $\alpha$ (dashed lines), for Al (-), Si (-), Ti (-), Ge (-), and InSb (-) at $\lambda = 1064$ nm. Spot size is $\omega_0 \approx 10 \mu m$.

The absorption coefficient of Si increases dramatically with rising temperature[47]. For the highly energetic pulses used in this study, temperature increases induced on the leading edge of the pulse will lead to the rest of the pulse being absorbed much closer to
the surface, and the quasi-one dimensional approximation becomes more reasonable. Thus, for the purposes of this experiment, it is assumed that $\omega_0 > \alpha^{-1}$ and the energy is effectively absorbed at the surface for all conditions on all materials.

As for the thermal diffusion length during longer pulse durations (e.g. $\tau_p > 1 \, \mu s$), even though the thermal diffusivity of most materials tends to decrease with temperature (leading to a decrease in thermal diffusion length), the application of a quasi-one dimensional model is no longer rigorously correct. However, the purpose of this approach is not to formulate a rigorous, predictive model of laser ablation, rather, the goal is to provide the simplest data transformation in order to discern common features and trends in the measured data. To that end, the quasi-one dimensional approach will be used for the remainder of this dissertation.

<table>
<thead>
<tr>
<th>Material</th>
<th>m (AMU)</th>
<th>$\rho$ (kg/m$^3$)</th>
<th>$L_v$ (J/kg)</th>
<th>$L_m$ (J/kg)</th>
<th>K (W/m/K)</th>
<th>C (J/kg/K)</th>
<th>$\kappa$ (m$^2$/s)</th>
<th>$\nu$ (mPa·s)</th>
<th>$T_m$ (K)</th>
<th>$T_v$ (K)</th>
<th>$T_c$ (K)</th>
<th>$F_{th}$ (J/cm$^2$), $t_p = 100$ns</th>
<th>$L$ (µm), $t_p = 100$ns</th>
<th>$t_\omega$ (µs), $\omega_0 = 10$µm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>27</td>
<td>2700</td>
<td>$10.5 \times 10^6$</td>
<td>$3.87 \times 10^5$</td>
<td>210</td>
<td>900</td>
<td>$8.64 \times 10^{-5}$</td>
<td>1.3</td>
<td>933</td>
<td>2743</td>
<td>6700</td>
<td>7.14</td>
<td>2.94</td>
<td>1.15</td>
</tr>
<tr>
<td>Si</td>
<td>28</td>
<td>2329</td>
<td>$1.28 \times 10^7$</td>
<td>$1.8 \times 10^6$</td>
<td>124</td>
<td>740</td>
<td>$7.19 \times 10^{-5}$</td>
<td>0.57</td>
<td>1687</td>
<td>3538</td>
<td>5160</td>
<td>6.42</td>
<td>2.73</td>
<td>1.34</td>
</tr>
<tr>
<td>Ti</td>
<td>48</td>
<td>4500</td>
<td>$8.85 \times 10^6$</td>
<td>$4.55 \times 10^5$</td>
<td>17</td>
<td>528</td>
<td>$7.15 \times 10^{-6}$</td>
<td>3.0</td>
<td>1941</td>
<td>3560</td>
<td>5850</td>
<td>3.31</td>
<td>0.82</td>
<td>14.83</td>
</tr>
<tr>
<td>Ge</td>
<td>73</td>
<td>5323</td>
<td>$4.58 \times 10^6$</td>
<td>$4.78 \times 10^5$</td>
<td>60.2</td>
<td>322</td>
<td>$3.51 \times 10^{-5}$</td>
<td>0.74</td>
<td>1211</td>
<td>3106</td>
<td>8900</td>
<td>3.18</td>
<td>1.87</td>
<td>1.83</td>
</tr>
<tr>
<td>InSb</td>
<td>237</td>
<td>5775</td>
<td>$1.8 \times 10^6$</td>
<td>$8.03 \times 10^4$</td>
<td>18</td>
<td>144</td>
<td>$2.16 \times 10^{-5}$</td>
<td>1.16</td>
<td>800</td>
<td>2127</td>
<td>5925</td>
<td>2.07</td>
<td>2.07</td>
<td>2.85</td>
</tr>
</tbody>
</table>

The material parameters and physical scales relevant to the current study are given.
in Table 3. Here, $m$ is the atomic mass, $\rho$ is the density, $L_v$ is the latent heat of vaporization, $L_m$ is the latent heat of fusion (melting), $K$ is the thermal conductivity, $C$ is the specific heat capacity, $\kappa = K/\rho C$ is the thermal diffusivity, $\nu$ is the viscosity, $T_m$ is the melt temperature, $T_v$ is the vaporization temperature, and $T_c$ is the critical temperature.

For the current study, several physical scales are presented as well: $F_{th}$ is the fluence threshold for vaporization for a 100 ns pulse duration, $L = \sqrt{Kt}$ is the thermal diffusion length, and $t_\omega = \omega_0^2/\kappa$ is the thermal diffusion time relative to the incident spot size. The latent heat of vaporization and vaporization temperature for InSb are estimated by averaging the respective parameters for indium and antimony.

The transverse heat conduction is insignificant for shallow depths $z \ll \omega_0$ such that in Equation 1, $\sqrt{z^2 + \omega_0^2} \approx \omega_0$ and

$$\text{ierfc} \left( \frac{\omega_0}{\sqrt{4\kappa t_p}} \right) \ll 1$$

or

$$t_p \ll \frac{\omega_0^2}{\kappa} \equiv t_w.$$  

For a nominal spot size of 10 $\mu$m on germanium, $t_w = 2.85$ $\mu$s. Thus for pulse durations less than $t_w$, radial diffusion is expected to be negligible during the pulse, but for pulse durations greater than this value, conduction losses in the material are expected to reduce mass removed. Radial diffusion is fastest for Al, but slow for Ti.

The energy required to vaporize a volume, $V$, of material assuming that all energy goes into raising the temperature of the volume and causing phase changes is

$$E = \rho [C (T_m - T) + L_m + C (T_v - T_m) + L_v] V.$$  

The temperature near the surface and within the laser spot (i.e. for some $\delta z \ll \omega_0$) after
the pulse duration, $t_p$, is derived from Equation 1:

$$\Delta T(\delta z, t_p) = \left( \frac{2I(1-R)}{\sqrt{\pi K}} \delta t_p \right)^{\frac{1}{2}}.$$  \hspace{1cm} (5)

where the transverse heat conduction term in Equation 1 has been dropped because only shallow depths into the material are of concern for this threshold calculation (i.e. $z \ll \omega_0$). Equation 5 assumes nominal solid-phase material parameters, but for a first-order threshold calculation, this is sufficient. Zero reflection at the surface (the reflectivity of almost all materials decreases with increasing temperature) and no shielding of the surface by the ionized plume (i.e. the shielding would not occur until the fluence is above threshold anyway) are assumed. Multiplying the right hand side of Equation 5 by the density and specific heat results in the energy density required to vaporize a unit volume of material:

$$\frac{2\rho CI}{\sqrt{\pi K}} \sqrt{\kappa t_p} = \rho \left[ C (T_v - T_0) + L_m + L_v \right]$$ \hspace{1cm} (6)

which can be solved for $I$ to find the vaporization threshold irradiance

$$I_{\text{th}} = \frac{\sqrt{\pi}}{2} \rho L_v \sqrt{\frac{\kappa}{t_p}} \left[ C \Delta T + L_m + L_v \right].$$ \hspace{1cm} (7)

According to Table 3, the heat of fusion, $L_m$, is typically an order of magnitude less than $L_v$ for the materials of interest, so for an approximate threshold, it can be ignored. The energy required to raise the temperature, $\rho C \Delta T$, can also be left out because it is typically much less than the heat of vaporization. For example, for silicon at an initial temperature of 300 K, the energy required to raise the temperature to the vaporization point is $\rho C \Delta T = 5.4 \times 10^9$ J/m$^3$, or 22% of $\rho L_v$, which can be ignored for a first-order threshold calculation. With these assumptions, the irradiance and fluence thresholds simplify to:
The fluence thresholds for a 100 ns pulse shown in Table 3 were calculated using Equation 9. In order to interpret effects across different materials, fluences, and pulse durations shown in Figures 13-12, non-dimensional scaling factors were developed. The non-dimensional hole depth is

\[ h^* = \frac{h}{L} = \frac{h}{\sqrt{\kappa t_p}} \]  

where \( h \) is the measured hole depth, and \( L \) is the thermal diffusion length during the pulse duration, \( t_p \). This allows comparison of hole depth relative to both different materials (e.g. different \( \kappa \)) and different pulse durations. Hole depth was chosen as the primary response variable because the thermal model is quasi-one dimensional. The non-dimensional pulse duration is

\[ t^* = \frac{t_p}{t_\omega} = \frac{\kappa t_p}{\omega_0^2} \]  

where \( t_p \) is again the pulse duration, and \( t_\omega \) is the time it takes for heat to diffuse a length equal to the spot radius, \( \omega_0 \). Values for \( t_\omega \) assuming a 100 ns pulse duration an a spot radius (1/e) of 10 µm are shown in Table 3. And finally, the non-dimensional fluence is

\[ f^* = \frac{F}{F_{th}} = \frac{F}{\rho L_v \sqrt{\kappa t_p}} \]  

where \( F \) is the incident fluence and \( F_{th} \) is the fluence threshold of the material at a particular pulse duration, \( \rho \) is the density, and \( L_v \) is the latent heat of vaporization. Example
values of $F_{th}$ assuming a 100 ns pulse duration are shown in Table 3. Intuitively, $f^*$ is a measure of the excess fluence. Note that $f^* = 1$ is the threshold for evaporation, and the threshold for explosive boiling, or any other mass removal mechanisms, will likely occur at higher values of $f^*$.

The hole depth relative to the thermal diffusion length, $h^*$, increase with fluence above threshold, $f^*$, for all materials as shown in Figure 21. The thermal analysis significantly improves the correlation of the data and simplifies the material dependence. The current study emphasizes fluences of $10^{-10^5}$ times the normal ablation threshold, and approximately $0.5 - 10^4$ times the threshold for phase explosion. Significant mass is removed, with hole depths approaching 100 times the thermal diffusion length.
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**Figure 21.** Non-dimensional hole depth as a function of non-dimensional fluence. $\lambda = 1064 \text{ nm}$, $\tau_p$ : varied, $\omega_0 \approx 10 \mu\text{m}$, $F$ : varied, $P = 1 \text{ atm}$, $T = 300 \text{ K}$. Inset: power-law fit of $f^* > 10$ and $t^* < 0.1$ data.

There are two prominent clusters of data in Figure 21. First, for $t^* \gg 1$, almost all of the data points have $h^* \ll 1$, the scatter is significant, and there is no clear trend with increasing $f^*$. Second, for $t^* \ll 1$, the hole depths are much greater than the thermal diffusion length, the scatter in the data is reduced, and the scaling with fluence appears
to follow a power law form. This implies that somewhere in $0.1 < t^* < 10$ is a temporal transition point between two distinct physical regimes.

Considering only data with $t^* < 0.1$ and $f^* > 10$, corresponding roughly to the onset of explosive boiling, it is found that $h^*$ does indeed follow a power law of the form $h^* = a f^{*b}$ with $a = 0.18 \pm 0.08$ and $b = 0.47 \pm 0.06$. The uncertainty in the fit parameters correspond to the 95% confidence intervals. Lutey found a similar power law depending on the value of the shielding coefficient used in the model when fitting to experimental data at 5 ns on Al from [31], with the power found to be between approximately 0.5 and 0.8[32].

Figure 22 shows $h^*$ versus $t^*$ for all materials and pulse energies. The distinct regimes based on the pulse duration relative to the radial diffusion time of $t^* \ll 1$ and $t^* \gg 1$ are again clearly visible. A vast majority (more than 90%) of the data resides in two quadrants of the graph. First, for $t^* \ll 1$, most holes have $h^* > 1$, physically corresponding to the situation where heat being deposited by the laser faster than it can be conducted away from the laser spot. In this regime, for sufficiently high $f^*$, explosive boiling is the dominant mass removal mechanism, which requires that a volume be heated to near the critical temperature for long enough to allow homogenous nucleation to facilitate ejection of the super-heated layer. Thus, the faster the heat is deposited and the slower the heat is conducted away, the larger the $h^*$ is expected to be. Second, for $t^* \gg 1$, almost all of the data has $h^* < 1$. Heat is conducted away from the laser spot area before temperature rises sufficiently to cause mass removal. Thus, for shorter pulse durations (relative to the time it takes heat to conduct a length comparable to the spot size), the heat transfer is more more one-dimensional, whereas for longer pulse durations, transverse heat transfer becomes important.

It is interesting to note that for all materials, the largest absolute hole depth (e.g. not necessarily the largest $h^*$) occurred near $t^* \approx 1$. For Al, Si, Ti, Ge, and InSb this occurred
at a $t^*$ value of 0.73, 0.63, 0.11, 0.3, and 0.36, respectively. As mentioned above, the decrease in hole depth for $t^* \gg 1$ is due to heat conduction away from the laser spot. However, the decrease in hole depth (as opposed to the increase in $h^*$) with $t^* \ll 1$ requires explanation. Martynyuk found that the time to heat the surface to near the critical temperature needed to be less than $10^{-5}$ s in order to induce transparency in the surface liquid layer and superheat the material beneath[45]. Due to induced transparency, the heated depth can be many times the thermal diffusion length (in terms of the incident pulse duration), and $t^* \approx 1$ corresponds (in this quasi-one dimensional model) to the maximum thermal diffusion length before heat conduction losses become dominant. Thus, maximum hole depth is expected in the broad neighborhood of $t^* \approx 1$.

Figure 23 shows the shielding parameter as a function of $t^*$ for each material. As $t^*$ becomes much less than 1, the shielding of the material by ejected material increases. By using the power-law fit described above on each material, and identifying the $b$ in $h^* = af^{*b}$ as being inversely proportional to the shielding coefficient from Reference [32], then $b^{-1}$ can be interpreted as a measure of shielding. It can be seen that the
shielding peaks at a value of $t^* < 1$ and decreases as $t^* \to 1$ and reaches a minimum in the neighborhood of $t^* \approx 1$. The shielding also begins to decrease as $t^*$ decreases from the peak (e.g. for $t^* < 0.066$ for InSb). Since shielding effects are still expected to be significant into the low 10’s of picoseconds pulse durations[36], this is likely due to less mass being removed at a constant fluence as pulse duration decreases. It is possible that less mass is removed for a given fluence as pulse duration decreases due to the spoiling of the homogeneous nucleation process in explosive boiling[45]. For very short pulses (e.g. 1 ns or less), the surface liquid layer is not completely transparent before the pulse ends, and the heating of the sub-surface layer does not occur. The material removed in that case mostly consists of the unstable liquid layer being directly dissociated from the surface[45]. Thus, less mass is removed at shorter pulse durations, which produces less shielding as evidenced by the decrease in the shielding parameter, $b^{-1}$.

Figure 23. Shielding coefficient for $\lambda = 1064$ nm, $\tau_p$ : varied, $\omega_0 \approx 10$ µm, $F$ : varied, Material: Al (×), Si (○), Ti (□), Ge (♦), and InSb (△), $P = 1$ atm, $T = 300$ K.
3.5 Conclusion

Five materials (two metals, two indirect semiconductors, and one compound semiconductor) were ablated across seven decades in pulse duration (84 ps to 100 µs) and fluence (0.004-25 kJ/cm²), and craters were measured using a laser confocal microscope. Crater depths ranged from a minimum of 85.4 nm on Ti with a fluence of 263 J/cm² at a pulse duration of 9.19 µs to a maximum of 147.4 µm on InSb at 16.1 kJ/cm² at 1 µs. Crater volume was found to increase with increasing fluence, but the ablation efficiency, defined as atoms removed per incident photon, actually decreased with increasing fluence for pulse durations less than 100 ns. Overall, ablation efficiency was between $10^{-5}$ and $10^{-2}$ for all materials. Thermal scaling of the data using a simple quasi-one dimensional heat transfer approach were introduced to analyze the data. A clear trend with respect to $t^*$ was seen in that for $t^* \ll 1$, holes were made that were deeper than the thermal diffusion depth at that pulse duration. For $t^* > 1$, it appears that transverse heat conduction dominates, and holes much shallower than the thermal diffusion depth are made. Moreover, for $t^* < 0.1$ and $f^* > 10$, explosive boiling appears to be the dominant mass removal mechanism for all materials. The non-dimensional hole depth scales as fluence to approximately the 0.4-0.5 power, consistent with other experimental and numerical investigations. Further, the power-law exponent is related to the shielding of the laser pulse by ejected material, and this shielding reaches a maximum at some $t^* < 1$ for each material. The shielding is found to be at a minimum near $t^* \approx 1$, and decreases again at the shortest pulse durations due to less mass being removed. The craters made by explosive boiling are strikingly similar once transformed by the scaling variables, indicating a more universal behavior that is less dependent on specific material properties, e.g. semiconductor versus metal. Additional crater morphology analysis is needed to possibly identify changes in mass removal mechanism, specifically to investigate the spoiling of the homogeneous nucleation process in explosive boiling as pulse duration
decreases. This formalism allows the comparison of laser ablation data across different materials at the same wavelength and background pressure. More data needs to be collected in order to extrapolate damage data across various wavelengths and background pressures, and specifically, more data at lower fluence levels are needed to connect this study to typical ablation investigations.
4. Picosecond Laser Ablation of Metals and Semiconductors with Low Transverse Order Gaussian Beams

In order to expand the non-dimensional scaling variables derived in the previous chapter (e.g. to lower values of $t^*$), a separate experiment was performed in which low transverse order Gaussian beams at 1064 nm wavelength and 28 ps pulse duration were used to ablate Al, Si, Ti, Ge, and InSb in air, and Ge in vacuum. Crater depths and volumes, as well as volume of material above the surface were measured using a laser confocal microscope. Crater depths were found to plateau with increasing fluence on each material, and crater depths on Ge in vacuum were slightly higher than in air. Crater volume above and below the surface was found to increase linearly with fluence for all materials in air. In vacuum, the volume of material above the surface was less than in air, and increased at a lower rate with increasing fluence. The ratio of volume above the surface to volume below the surface was found to plateau for all materials to approximately 0.7 in air, and 0.4 for Ge in vacuum. The ablation efficiency, defined as atoms removed per incident photon was higher at low fluences, and decreased to approximately 0.004 for all materials at higher fluences. Simulations using the Directed Energy Illumination Visualization tool showed that bulk melt flow out of the crater caused by the evaporation recoil pressure dominated at higher fluences. Plateauing of crater depth with fluence was caused by melt re-flow into the crater, which effects smaller crater widths more than larger ones, as evidenced by comparing multi-mode results to TEM$_{00}$ simulations. Recondensation of evaporated material was identified as the main difference between craters formed in air versus vacuum, and the Knudsen layer jump conditions in DEIVI were modified to account for an estimated $\approx 20\%$ recondensation rate. The simulations showed a resulting reduction in evaporation, which created less recoil pressure, driving less melt out of the crater. Higher resolution simulations and additional experimental data comparing different order modes are needed to further explore the effects of di-
verse spatial fluence distributions.

4.1 Introduction

Laser ablation encompasses a wide variety of phenomena that depend on material parameters as well as laser wavelength, pulse duration, and fluence. Mass removal at short wavelengths (e.g. ultraviolet) and short pulse durations (< nanoseconds) occurs primarily by electronic means, and thermal effects are minimal[28]. Longer wavelengths (compared to the work function of the material) remove mass by raising the temperature of the material to the vaporization point, resulting in potentially significant melt flow effects and resolidification[48]. As pulse duration decreases, the material is heated faster, and phase explosion or explosive boiling, can occur resulting in significantly more mass removed than simple evaporation[45].

Numerous studies have investigated how mass removal changes as pulse duration decreases[48, 36, 49]. Yoo et al studied explosive boiling in silicon with 3 ns pulses at 266 nm wavelength, and found a steep increase in crater depth and volume at an irradiance of $2.2 \times 10^{10} \text{ W/cm}^2[30]$. The homogeneous nucleation time was estimated to be 300-400 ns, matching laser shadowgraph images of droplet ejection[30]. Leitz et al studied laser ablation of steel in air from femto- to microseconds pulse durations, finding that explosive boiling was the primary mass removal mechanism for femto- and picosecond pulses, and craters were marked by jagged features and re-solidified droplets[44].

As the laser pulse duration becomes comparable to or shorter than the electron-phonon relaxation time, modeling approaches have been developed to describe non-thermal effects. In the hundreds of femtoseconds regime, a two-temperature model can be used to describe the ablation process, where photons are absorbed by electrons in the material, leading to high electron temperatures that couple to the bulk material on timescales longer than the pulse duration[48]. Some molecular dynamics simulations of
ps laser ablation show that phase explosion is the dominant mass removal mechanism, and for pulse durations shorter than the mechanical equilibrium time of the material, mass removal is enhanced by stress confinement\cite{50, 51}. Lorazo et al performed molecular dynamics simulations of fs and ps ablation of Si, and showed that although homogeneous nucleation occurred in the super-heated volume, the vapor and liquid phases equilibrated on a timescale of 1-10 ps\cite{52}. In that study, it was found that mass was removed not by phase explosion, but by bulk fragmentation of the near-critical material into liquid droplets\cite{52}. Although these different microscopic mass removal processes involve very different physical phenomena, the macroscopic effect is bulk mass removal in liquid phase. Evidence of liquid-phase material will present as droplets, splatter, and re-solidified melt displacement in optical and laser confocal microscopy.

When vaporization is the primary mass removal mechanism and occurs when the laser pulse is still on, plasma shielding can occur in which laser photons are absorbed by free electrons in the ionized plume of ejected material. It was found in Chapter 3 that at a constant fluence, shielding was maximal with pulse durations between 1 and 100 ns. With a pulse duration of 100 ps, Lorazo et al found that only approximately 3% of the incident laser energy was shielded. In the shielding regime, however, as discussed in Chapter 1, additional photon energy is converted preferentially to plume expansion velocity rather than more mass removal\cite{14, 5}. Thus, the ablation efficiency will decrease after a certain fluence as more energy goes into the plume. In contrast, the liquid phase mass removal processes discussed above typically occur after the laser pulse is over. Thus, the ablation efficiency can decrease after a certain fluence, but it is not due to additional energy going into the plume. Instead, the additional photon energy is converted to some secondary effect in the material.

Laser ablation using non-TEM$_{00}$ spatial energy distributions is of interest to numerous fields including material processing, microfabrication, laser-induced breakdown
spectroscopy, and laser dentistry[53, 54, 22, 19]. Lednev et al studied crater differences between single mode and multi-mode Gaussian beams, including the effect on Beam profile impact on crater[22]. That study found that for equal pulse energies, the multi-mode crater was approximately 10 times wider but nearly 5 times shallower than the single mode crater, and marked by ripples associated with the spatial distribution of energy[22]. After 100 shots, crater volume for the multi-mode case was found to be approximately 3 times larger than the single-mode case, and the volume in the rim above the surface was 1-3 times smaller[22]. Vadillo et al found that craters with almost completely flat bottoms could be formed using a flat-top irradiance profile[55], and Cabalin and Laserna showed that annular-shaped beams lead to ringed craters were very little splatter or melt displacement[56].

Multi-mode illumination will induce complex temperature gradients in the material, causing non-uniform evaporation. Furthermore, multi-mode beams are typically difficult to quantify unless only a small number of modes are present. Thus, low-order Gaussian modes, of the form TEM$_{lm}$, provide a non-uniform fluence distribution that is also exactly quantifiable. Additionally, for single-mode irradiation, the recoil pressure from evaporation drives the melt flow radially out from the crater center where the evaporation rate and recoil pressure are the largest. It is expected that melt flow effects from the TEM$_{lm}$ modes will be significantly more complex.

This paper investigates the crater morphology from 28 ps laser ablation of Al, Si, Ti, Ge, and InSb in air, and Ge in vacuum, using low-order Gaussian mode beams. Shielding is negligible for the 28 ps pulse duration in this study, and mass removal is expected to be largely dependent on liquid phase material properties. As such, this set of materials provides a wide variety of thermo-chemical properties to investigate liquid-phase mass removal with complex fluence distributions. In order to study the complex interplay between fluence distribution, melt flow effects, and ambient background pressure,
the Directed Energy Illumination Visualization (DEIVI) tool created by the Air Force Research Laboratory will be used. DEIVI is a two-dimensional finite element model that couples condensed phase phenomena with plume gas dynamics[38].

4.2 Apparatus and Methodology

An Ekspla PL2251A-10 modelocked Nd:YAG laser with a diode-pumped solid state master oscillator and flashlamp-pumped regenerative amplifier operating at 1064 nm produced 28 ps full-width $1/e$-max Gaussian pulses at 10 Hz. Typical shot-to-shot variation in pulse duration was less than 1%, and the pulse energy from the laser was constant at approximately 30 mJ split equally between TEM$_{40}$ and TEM$_{02}$ modes. Fluence on the sample was controlled by three half waveplates on rotation stages and polarizing beam-splitting cubes, providing a dynamic range of over $10^4$, although ultimately the damage threshold of the cryostat window limited the maximum fluence. The measured pulse energy at the sample was varied from 37 $\mu$J to 1.833 mJ and averaged over many pulses to get the pulse energy as a function of angle of the half waveplates. The beam was focused onto the sample with a 50.8 mm diameter, 100 mm focal length aspheric lens. The location of the focus along the direction of propagation, $z$, was found by performing a 3-dimensional beam scan using a 25 $\mu$m pinhole and detector mounted on a 3-axis MTN stage system from Newport using 1 $\mu$m steps in $x$ and $y$ and 100 $\mu$m steps in $z$. An MTI Instruments Protrak-G laser with 9.4 $\mu$m axial resolution was used to measure the offset between the beam profiling setup and the wafer surface in the cryostat. With a Rayleigh range of just over 10 mm, the uncertainty in spot size was due to the uncertainty in stage position during the measurement of the beam's lateral extent, resulting in a total fluence uncertainty of approximately 7% or less. The spatial shot-to-shot jitter, both radially and axially, was negligible.

The samples where held in an ARS LN-400 cryostat. The wafer temperature was
measured and controlled using a Lakeshore 336 temperature controller. All tests were performed at ambient room temperature, but data was also collected on Ge with wafer temperature ranging from 77 to 700 K. The background pressure was controlled using a Pfeiffer Hi-Cube Eco 2 turbo pump with a thermocouple vacuum gauge and manual bellows valve. The ultimate vacuum of the system was approximately $1.2 \times 10^{-4}$ Pa, and the uncertainty on the pressure measurement was approximately 20%. The pressure in the cryostat was ambient air for each material, but data was also collected on Ge with pressures ranging from $2.2 \times 10^{-3}$ to 6.4 Pa.

The silicon, titanium, and germanium wafers were 25.4 mm diameter and 0.5 mm thick, with single-side polished from MTI Corp. The aluminum and indium antimonide wafers were the same dimensions, but purchased from University Wafer. Each sample was ablated with one shot per test site. The samples were stored in a desiccator prior to use. No thermal cycling was performed in the cryostat, and an oxidation layer is assumed to be present. Over 700 laser shots were performed, and a row of 13 shots for each test case (i.e. pulse energy and pressure) was used to provide statistical significance to the crater measurements. The post-ablation samples were analyzed with a Zeiss laser confocal microscope, with better than 10 nm accuracy in the axial direction and sub-micron accuracy in the radial direction. Uncertainty in crater depth and volume is reported as the standard deviation of measurements made on multiple craters formed under the same conditions.

4.3 Results

4.3.1 Laser Spatial Energy Distribution

At the lowest pulse energy, each material showed surface features matching the spatial energy distribution of the incident beam. The spatial extent of the laser spot was characterized by examining the damaged area on Si wafers. Figure 24 shows craters
formed on Si that match the $\text{TEM}_{40}$ and $\text{TEM}_{02}$ Gaussian modes.

Figure 24. Measured crater (left) and simulated Gaussian $\text{TEM}_{40}$ and $\text{TEM}_{02}$ transverse spatial modes (right). $\lambda = 1064$ nm, $\tau_p = 28 \mu s$, $\omega_0 \approx 6.7 \mu m$, $F \approx 3.1 \text{ J/cm}^2$, Material: Si, $P = 1$ atm, $T = 300$ K.

The spatial extent is approximately $21 \mu m$ in $x$ and $10.5 \mu m$ in $y$ measured center-to-center of the craters. The corresponding $\text{TEM}_{00}$ beam waist in $x$ and $y$, $\omega_0$, was found to be $6.7 \mu m$ by matching the calculated fluence distribution to the measured crater pattern. The central peak of both modes is not visible because of the Gouy phase difference $\Delta \phi = (l + 1) - (m + 1) = 2$ causes destructive interference. For higher mode spots, $\omega_0$ can still be interpreted as the standard deviation of the spatial energy distribution, but it is no longer useful as a measure of overall extent. A rectangle with sides $2\omega_l = 40.2 \mu m$ and $2\omega_m = 30 \mu m$ captures all of the peaks for the $\text{TEM}_{40}$ and $\text{TEM}_{02}$ modes, and is a more useful measure of beam extent[21]. Using this approach, the fluence in this study ranges from $3.1 \text{ J/cm}^2$ to $152.2 \text{ J/cm}^2$.

4.3.2 Ablation in Air

Optical and laser confocal microscopy were used to measure the craters. Measurement uncertainty was negligible compared to the statistical uncertainty across shots under same conditions, which was typically around 10%. Optical images were taken at each of the 13 ablation sites per condition, while laser confocal images were taken at every other site. Figure 25 shows optical images chosen to best represent the observed
features of each material and test case. Each image has a field of view of $232 \times 232$ µm, except for all of Ti and InSb at the two highest fluences (images 5e and 5f), which have increased field of view of $456 \times 456$ µm to account for larger area of effect.

![Image of optical microscopy images](image)

**Figure 25.** Optical microscopy images of laser ablation with $\lambda = 1064$ nm, $\tau_p = 28$ µs, $\omega_0 \approx 6.7$ µm, $F$ varied, Material: Al (row 1), Si (row 2), Ti (row 3), Ge (row 4), InSb (row 5), $P = 1$ atm, $T = 300$ K. Red lines in each image are 100 µm in length.

The optical microscopy images show surface features such as diffraction rings, scorch marks, sub-micron droplets, melt displacement, and splatter, as shown in Figure 26. The diffraction rings are consistent with the 22.6 mm circular aperture of the waveplates, and similar effects were seen after 80 ps ablation of steel in Reference [48]. Scorch marks might imply the presence of hydrocarbons on the surface, but a more detailed explanation is not known at this time. A sharp scorch feature can be seen in images 1e and 1f as well as 3d-f of Figure 25. The cause of this feature is unknown. On Al, it is accompa-
nied by broad scorching around the crater, while on Ti, the scorch mark appears with a spatially similar but lighter marking. On both Al and Ti, the sharp scorch mark also coincides with marked asymmetry of the surface features. InSb shows a similar feature in 5d, but the scorching is light and there is no increase in asymmetry like with Al and Ti. Droplets appear to have been re-deposited in solid phase with no other signs of liquid attributes, and sub-micron sized droplets are potentially an indication of explosive boiling, or phase explosion[30]. In Figure 26(c) there are approximately 65 droplets with diameter \( d < 1 \mu m \) and approximately 20 with \( d > 1 \mu m \). Typical droplet sizes are between 0.5 and 1 \( \mu m \).

**Figure 26.** Damage effects from ps laser ablation. \( \lambda = 1064 \text{ nm}, \tau_p = 28 \mu s, \omega_0 \approx 6.7 \mu m \), (a) diffraction rings on Si at \( F = 12.2 J/cm^2 \), (b) scorch marks on Al at \( F = 22.1 J/cm^2 \), (c) sub-micron droplets on InSb at \( F = 22.1 J/cm^2 \), (d) melt displacement on InSb at \( F = 101.6 J/cm^2 \), and (e) splatter on InSb at \( F = 101.6 J/cm^2 \), \( P = 1 \text{ atm}, T = 300 \text{ K} \).

Melt displacement presents as a smoothed surface with obvious liquid-phase mo-
tion that has been cooled in place. There may be droplet-like features but they are still connected to the displaced melt front. In Figure 26(d) there are two distinct melt flow rings. The first (inner) ring starts approximately 13 µm from the crater center, and has a thickness of approximately 23 µm. The outer melt ring begins 53 µm from center and is nearly 5 µm thick. Finally Figure 26(e) shows splatter evidenced by droplets (the largest being just over 3 µm in diameter and almost 90 µm from crater center) that were clearly disconnected from the melt front and re-deposited some distance away still in the liquid phase. Splatter will often include liquid-phase tails showing the path of ejection, with higher aspect ratio splatter indicating higher ejection velocities. Comparable size splatter features (i.e. a few microns in diameter and tens of microns from crater center) have been seen in nanosecond ablation in Si, with increasing irradiance leading to splatter being thrown further from the crater with longer liquid-phase tails[29].

At low fluences, the damage outside of the central area was mostly superficial for all materials, and the deepest portion of the crater corresponded to the peaks of the TEM\textsubscript{02} mode. At higher fluences the deepest portion of the crater was still in this central region for all materials, but the specific mode features were distorted by melt displacement. The high fluence spots on InSb include a smooth central crater with no trace of the beam spatial profile. The laser confocal microscope measurements provide three-dimensional spatial profiles of the craters. Figure 27 shows a two-dimensional slice across the TEM\textsubscript{40} mode in Figure 24, showing the crater depth profile with maximum crater depth, \( h_m \) (dashed line), volume of the crater below the surface, \( V_\text{−} \) (blue fill), and volume of material above the surface, \( V_+ \) (red fill). Figure 28 shows the maximum crater depth, \( h_m \), for each material.
Figure 27. Measured crater depth profile. $\lambda = 1064$ nm, $\tau_p = 28 \mu s$, $\omega_0 \approx 6.7 \mu m$, $F = 3.1 \text{ J/cm}^2$, Material: Si, $P = 1 \text{ atm}$, $T = 300 \text{ K}$.

Figure 28. Measured crater depths, $h_m$. $\lambda = 1064$ nm, $\tau_p = 28 \mu s$, $\omega_0 \approx 6.7 \mu m$, $F$ varied, Material: Al ($\times$), Si ($\circ$), Ti ($\square$), Ge ($\diamond$), InSb ($\triangle$), $P = 1 \text{ atm}$, $T = 300 \text{ K}$.
With the exception of the minimum crater depth of 370 nm occurring on Si at a fluence of 3.1 J/cm$^2$, all of the crater depths were between Ti (red line) and InSb (green line). Si has the highest initial growth rate at low fluence, while Ti has the lowest. The maximum crater depth was 6.35 $\mu$m on InSb with a fluence of 152.2 J/cm$^2$. From the lowest to highest fluence (an increase of approximately 49×), max crater depth increased on InSb and Ti by a factor of 4.8 and 2.9, respectively. This plateauing is well known in the nanosecond regime, and was seen in Chapter 3 at a pulse duration of 84 ps, as well.

Table 4 shows relevant length and fluence scales to help interpret the crater measurements: the covalent radius in solid phase ($r_a$), absorption depth ($\alpha^{-1}$), thermal diffusion length ($L = \sqrt{\kappa t}$), thermal diffusion time ($t_d = d^2/\kappa$), melt fluence threshold ($F_m$), and heat of vaporization ($L_v$).

In terms of atomic layers ablated (i.e. $h_m/r_a$), the minimum was $3 \times 10^3$ occurring on Ti at a fluence of 3.1 J/cm$^2$, and the maximum was $4.5 \times 10^4$ on InSb at a fluence of 152.2 J/cm$^2$. Si has the largest absorption depth (at room temperature) and the smallest crater depth, $h_m$, at the lowest fluence. The high initial slope for Si is likely due to the well-known sharp increase of absorption coefficient with temperature[47]. Al has the smallest absorption depth, but also the highest reflectivity. The thermal diffusion length of Ti is the smallest by a factor of 2, and the craters were almost a factor of 2 smaller as well. However, InSb had the largest $h_m$ by far, and its thermal diffusion length is comparable to Ge. With the exception of Ti, the crater depths do scale somewhat similarly.

<table>
<thead>
<tr>
<th>Source</th>
<th>$r_a$ (pm)</th>
<th>$\alpha^{-1}$ (nm)</th>
<th>$L$ (nm), $t_p = 28$ps</th>
<th>$t_d$ (ps), $d = 1 \mu$m</th>
<th>$F_m$ (mJ/cm$^2$), $t_p = 28$ps</th>
<th>$L_v$ (kJ/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Al</td>
<td>Si</td>
<td>Ti</td>
<td>Ge</td>
<td>InSb</td>
<td></td>
</tr>
<tr>
<td>[57]</td>
<td>121</td>
<td>111</td>
<td>160</td>
<td>120</td>
<td>141</td>
<td></td>
</tr>
<tr>
<td>[58, 59, 60, 61, 42]</td>
<td>8</td>
<td>$1 \times 10^6$</td>
<td>21</td>
<td>714</td>
<td>233</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24.5</td>
<td>23</td>
<td>7</td>
<td>15.5</td>
<td>17.5</td>
<td></td>
</tr>
<tr>
<td>calculated</td>
<td>725</td>
<td>825</td>
<td>9275</td>
<td>1775</td>
<td>1450</td>
<td></td>
</tr>
<tr>
<td>calculated</td>
<td>5.3</td>
<td>19.1</td>
<td>2.7</td>
<td>0.6</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>[62, 63, 63, 63, 62]</td>
<td>10.5</td>
<td>12.8</td>
<td>8.85</td>
<td>4.57</td>
<td>1.86</td>
<td></td>
</tr>
</tbody>
</table>
to thermal diffusion time, but still no clear trend. The lowest fluence is higher than the melt threshold (calculated from one-dimensional energy balance) for all materials. The heat of vaporization will be discussed later in terms of the ablation efficiency.

The crater depths of Al, Si, and Ge are very similar in both magnitude and plateauing with increasing fluence. The plateauing is indicative of a decrease in ablation efficiency, e.g. more photons are needed to remove one additional atom from the material. Ti and InSb, however, show threshold behavior between a fluence of 56.5 and 101.6 J/cm², where \( h_m \) increases by 113% and 101%, respectively. In Figure 25, these fluences correspond to the onset of significant scorching on Ti and dramatically increased melt displacement on InSb.

Before further evaluating the hole depths and associated phenomenology, it is worth examining the crater volumes. Figures 29 and 30 show the measured volume below the surface, \( V_- \), and volume above the surface, \( V_+ \), respectively. In contrast with hole depth, the volume below the surface and the volume above the surface increased linearly for each material. InSb exhibits larger volume growth rate, consistent with larger hold depths. However, Ti has larger crater volume than Al, Si, and Ge for each fluence, despite having significantly more shallow craters. The trends are similar for Al, Si, and Ge, just as with crater depth. The slope for \( V_+ \) is inversely proportional to material surface tension (see Table 6), and the slope for \( V_- \) is inversely proportional to the enthalphy \( H = \rho C T_m + L_m \) (see Table 3). At the higher fluences, the ratio \( V_+/V_- \) is approximately 0.7 for all materials (except Ti), which will be discussed in greater detail later. The craters on Ti had substantially higher statistical uncertainty than the other materials, especially at the lower fluence points, so it will be omitted from most of the remaining analysis.
Figure 29. Measured crater volume below surface, $V_-$, $\lambda = 1064 \text{ nm}$, $\tau_p = 28 \mu s$, $\omega_0 \approx 6.7 \mu m$, $F$ : varied, Material: Al ($\times$), Si ($\circ$), Ti ($\Box$), Ge ($\Diamond$), InSb ($\triangle$), $P = 1 \text{ atm}$, $T = 300 \text{ K}$.

Figure 30. Measured crater volume above surface, $V_+$. $\lambda = 1064 \text{ nm}$, $\tau_p = 28 \mu s$, $\omega_0 \approx 6.7 \mu m$, $F$ : varied, Material: Al ($\times$), Si ($\circ$), Ti ($\Box$), Ge ($\Diamond$), InSb ($\triangle$), $P = 1 \text{ atm}$, $T = 300 \text{ K}$.
4.3.3 Ablation in Vacuum

Ge was also ablated in vacuum, and background pressure was varied from $2.2 \times 10^{-3}$ to 6 Pa ($2.2 \times 10^{-8} - 6 \times 10^{-5}$ atm or $1.6 \times 10^{-5} - 6 \times 10^{-2}$ Torr). Figure 31 shows high fluence craters formed in vacuum and air. At the lowest pressure, the low fluence shots on Ge appeared visually similar to the low fluence shots at ambient air pressure. At higher fluences, the craters in vacuum show more droplets and less well-defined melt flow rings. In vacuum, some melt flow appears to have re-solidified radially, while some melt appears to have left the surface in the normal direction. The craters in air show much smoother melt features with less well-defined directions. The crater depths ($h_m$) in vacuum and air are similar up to approximately 20 J/cm$^2$, at which point the craters in vacuum grow to nearly 17% deeper, as shown in Figure 32. Within the experimental uncertainty, $h_m$ in vacuum is less than 17% greater than in air. In both vacuum and air, $h_m$ plateaus with increasing fluence, approaching 3 µm and 2.5 µm, respectively. The mean free path in air at standard temperature and pressure is approximately 68 nm, while in vacuum it is approximately 100 nm. The plume stopping distance also scales inversely with background pressure[64]. Thus, the difference between craters formed in air and vacuum are expected to be due to plume confinement and recondensation effects, as will be discussed later.

Figure 31. Optical microscopy of craters. $\lambda = 1064$ nm, $\tau_p = 28$ µs, $\omega_0 \approx 6.7$ µm, (left) $F = 122.5$ J/cm$^2$ and (right) $F = 152.2$ J/cm$^2$, Material: Ge, (left) $P = 2.2 \times 10^{-3}$ atm and (right) $P = 1$ atm, $T = 300$ K.
**Figure 32.** Measured crater depth, \( h_m \). \( \lambda = 1064 \) nm, \( \tau_p = 28 \) \( \mu \)s, \( \omega_0 = 6.7 \) \( \mu \)m, \( F \) : varied, Material: Ge, (□) \( P = 1 \) atm and (×) \( P = 2.2 \times 10^{-3} \) atm, \( T = 300 \) K.

Figures 33 and 34 show the crater volume beneath the surface, \( V_- \), and volume above the surface, \( V_+ \), as a function of fluence in air and vacuum. The volume above and below the surface grows approximately linearly with fluence for all materials in air, with the slopes for volume below surface being higher. However, in vacuum, \( V_- \) grows faster at low fluences than in air. \( V_- \) also appears to plateau in vacuum, with the growth rate slowing above \( F \approx 40 – 50 \) J/cm\(^2\). The crater volume above the surface, \( V_+ \), is comparable in vacuum and air up to \( F \approx 40 – 50 \) J/cm\(^2\), at which point \( V_+ \) in vacuum grows much slower than in air. Above \( F \approx 100 \) J/cm\(^2\), \( V_+ \) in vacuum is greater than 35% lower than in air. Note that the approximate fluence value above which \( V_- \) starts to plateau in vacuum is also where \( V_+ \) in vacuum substantially deviates from \( V_+ \) in air. Thus, the efficiency of the ablation or mass removal process clearly depends on background pressure as will now be discussed.
Figure 33. Measured volume below the surface, $V_\lambda$. $\lambda = 1064$ nm, $\tau_p = 28 \mu s$, $\omega_0 \approx 6.7 \mu m$, $F$ : varied, Material: Ge, (□) $P = 1$ atm and (×) $P = 2.2 \times 10^{-3}$ atm, $T = 300$ K.

Figure 34. Measured volume above the surface, $V_\lambda$. $\lambda = 1064$ nm, $\tau_p = 28 \mu s$, $\omega_0 \approx 6.7 \mu m$, $F$ : varied, Material: Ge, (□) $P = 1$ atm and (×) $P = 2.2 \times 10^{-3}$ atm, $T = 300$ K.
4.3.4 Mass Removal and Ablation Efficiency

The ablation efficiency, defined as atoms removed per incident photon was calculated as

\[\eta = \frac{\text{atoms}}{\text{photon}} = \frac{\rho(V_- - V_+) / (M/N_A)}{E/(h\nu)} \quad (13)\]

where \(\rho\) is the solid phase density, \(V_-\) and \(V_+\) are the measured volume below and above the surface, \(M\) is the molar mass in kg/mol, \(N_A\) is Avagadro's number, \(E\) is the pulse energy in Joules, \(h\) is Planck's constant, and \(\nu\) is the frequency of the laser light. Figure 35 shows the calculated ablation efficiency for all materials in air except Ti, due to the aforementioned statistical variability in the volume measurements.

![Figure 35. Ablation efficiency, \(\eta\). \(\lambda = 1064\) nm, \(\tau_p = 28\) \(\mu s\), \(\omega_0 \approx 6.7\) \(\mu m\), \(F\) varied, Material: Al (\(\times\)), Si (\(\circ\)), Ge (\(\bigcirc\)), InSb (\(\triangle\)), \(P = 1\) atm, \(T = 300\) K.](image)

It can be seen that Al has the highest efficiency at low fluence, with \(\eta = 0.066\) and Si has the lowest with \(\eta = 0.011\). At the highest fluence, the ablation efficiency for all materials decreases and approach similar values between \(4 - 5 \times 10^{-3}\). An upper bound
on the ablation efficiency can be found by using the heat of vaporization (see Table 4) to convert the measured mass removed to the energy required to remove it purely by evaporation. With this approach, $\eta_{\text{lim}} = 26 - 44\%$, which is substantially higher than measured. There is no observed correlation between $\eta$ and $L_v$: the heat of vaporization of Si is 5 times greater than InSb, but the efficiency is half. This implies that the primary mass removal mechanism is not vaporization alone, as will be discussed later.

The ablation efficiency at low fluence is inversely proportional to absorption depth, as seen in Figure 36, and proportional to viscosity at high fluence, as shown in Figure 37. It should be noted that these are slight dependencies: absorption depth varies over five orders of magnitude, while the low fluence ablation efficiency only decreases by approximately a factor of six. Furthermore, the nominal liquid phase viscosity of the materials only varies by less than a factor of three, and the high fluence ablation efficiency only increases by about a quarter.

![Figure 36. Low fluence ablation efficiency versus optical absorption depth. $\lambda = 1064$ nm, $\tau_p = 28\mu$s, $\omega_0 \approx 6.7\mu$m, $F$: varied, Material: varied, $P = 1$ atm, $T = 300$ K.](image-url)
Figure 37. High fluence ablation efficiency versus viscosity. $\lambda = 1064$ nm, $\tau_p = 28 \mu s$, $\omega_0 \approx 6.7 \mu m$, $F$: varied, Material: varied, $P = 1$ atm, $T = 300$ K.

Figure 38 compares the ablation efficiency on Ge in vacuum and air. The efficiency curves in air and vacuum have similar shape, but the efficiency is nearly two times higher on average in vacuum at each fluence. The efficiency is higher in vacuum because there is less material volume above the surface, as shown by the volume ratio $V_+/V_-$ in Figure 39. It can be seen that the volume ratio is very different for each material at low fluence, ranging from 0.17 on Si to 0.62 on InSb. However, at high fluences, the ratio converges for all materials in air to approximately 0.7. The ratio for Ge in vacuum is flatter than in air and is 0.4 at the highest fluence compared to 0.75 in air. Thus, while crater depth and volume below the surface are comparable on Ge in vacuum and air, the almost factor of two difference in the volume ratio is due to the reduction in displaced and redeposited material on the surface.
Figure 38. Ablation efficiency, $\eta$. $\lambda = 1064$ nm, $\tau_p = 28 \mu$s, $\omega_0 \approx 6.7 \mu$m, $F$ : varied, Material: Ge, ($\Box$) $P = 1$ atm and ($\times$) $P = 2.2 \times 10^{-3}$ atm, $T = 300$ K.

Figure 39. Volume ratio, $V_+/V_-$. $\lambda = 1064$ nm, $\tau_p = 28 \mu$s, $\omega_0 \approx 6.7 \mu$m, $F$ : varied, Material: Al ($\times$), Si ($\circ$), Ge ($\Diamond$), InSb ($\triangle$), $P = 1$ atm and ($+$) $P = 2.2 \times 10^{-3}$ atm, $T = 300$ K.
4.3.5 Results Summary

Table 5 summarizes the key measured results. Craters were marked by melt displacement, droplets, splatter, and scorch marks at high fluence. Crater depth, $h_m$, on Ti increased the least with fluence, while $h_m$ on InSb grew the most. In air, $V_+$ and $V_-$ grew linearly with fluence with slopes inversely proportional to surface tension and volumetric enthalpy, respectively. In vacuum, $h_m$ grew faster than in air above $F \approx 20 \text{ J/cm}^2$ and plateaus approximately 17% higher, while $V_-$ grows faster initially in vacuum but starts to roll over above $F \approx 40 - 50 \text{ J/cm}^2$. At low fluences, $V_-$ is comparable in air and vacuum, but starts to roll over above $F \approx 40 - 50 \text{ J/cm}^2$. Ablation efficiency in air is inversely proportional to absorption depth at low fluence and proportional to viscosity at high fluence. The volume ratio, $V_+/V_-$, increases with fluence and plateaus to $\approx 0.7$ for all materials. Ablation efficiency increases in vacuum compared to ambient air, but $V_+/V_-$ decreases and plateaus to $\approx 0.4$.

<table>
<thead>
<tr>
<th>Material</th>
<th>$h_m$ (µm)</th>
<th>$l_a$ ($10^4$ layers)</th>
<th>$V_-$ ($\mu$m³)</th>
<th>$V_+$ ($\mu$m³)</th>
<th>$\eta$ (atoms photon$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>1.06</td>
<td>2.5</td>
<td>434</td>
<td>216</td>
<td>0.0049</td>
</tr>
<tr>
<td>Si</td>
<td>0.37</td>
<td>2.5</td>
<td>85</td>
<td>16</td>
<td>0.0039</td>
</tr>
<tr>
<td>Ti</td>
<td>0.51</td>
<td>0.9</td>
<td>1754</td>
<td>1012</td>
<td>-</td>
</tr>
<tr>
<td>Ge (air)</td>
<td>1.02</td>
<td>2</td>
<td>245</td>
<td>125</td>
<td>0.0042</td>
</tr>
<tr>
<td>Ge (vac)</td>
<td>0.9</td>
<td>2.4</td>
<td>303</td>
<td>61</td>
<td>0.013</td>
</tr>
<tr>
<td>InSb</td>
<td>1.31</td>
<td>4.5</td>
<td>619</td>
<td>381</td>
<td>0.0046</td>
</tr>
</tbody>
</table>
4.4 Discussion

4.4.1 Non-dimensional Scaling Variables

Before discussing the numerical simulations of the ablation conditions in this study, it is useful to briefly discuss the crater depth results in terms of the non-dimensional variables from Chapter 3. Recall that a set of three variables: \( h^* \), \( t^* \), and \( f^* \) were defined as the non-dimensional hole depth, pulse duration, and fluence, respectively, using the one-dimensional heat transfer equation. It was found that for \( f^* \gg 1 \) and \( t^* \ll 1 \), \( h^* > 1 \). As pulse duration decreased, craters many times the thermal diffusion length during the pulse were created.

Figure 40 shows data from the current study converted to the non-dimensional variables, \( h^* \) and \( f^* \). The non-dimensional hole depth ranges from 8.1 to 183.4 and non-dimensional fluence from 27.4 to 4092.6. The data was fit to the functional form \( h^* = a(f^*)^b \) (see Chapter 3), with \( a = 2.65 \pm 0.9 \) and \( b = 0.48 \pm 0.05 \). The dashed lines are the standard uncertainty on the fit variables.

\[ \lambda = 1064 \text{ nm}, \quad \tau_p = 28 \mu s, \quad \omega_0 = 6.7 \mu m, \quad F: \text{ varied}, \quad \text{Material: varied}, \quad P = 1 \text{ atm}, \quad T = 300 \text{ K}. \]

![Figure 40](image.png)
Figure 41 shows $h^*$ from the current study compared to the aggregate (i.e. all materials grouped together) data set from Chapter 3 (see Figure 21). The 28 ps data ($157 \text{ ns} < t^* < 2 \mu\text{s}$ using the rectangle with area $A = 4\omega_1\omega_m$ in place of $\omega_0^2$ in Equation 11) continues the trend seen in Figure 22 in Chapter 3, where $h^*$ increases as $t^*$ decreases. The maximum $f^*$ is much lower in the current study compared to Chapter 3, i.e. $4 \times 10^3$ versus $2 \times 10^5$. However, the maximum $h^*$ is higher here, at 183 versus 48. In Chapter 3, the exponent of the power-law fit was found to be $0.47 \pm 0.06$ for $t^* < 0.1$ and for $f^* > 10$. Looking only at the 84 ps pulse duration from Chapter 3, the exponent is $0.49 \pm 0.09$. Within the uncertainty in the fit variables, the 28 ps data in the current study matches the 84 ps data from Chapter 3.

![Figure 41](image)

**Figure 41.** Non-dimensional crater depth, $h^*$, versus non-dimensional fluence, $f^*$. $\lambda = 1064$ nm, ($\circ$) $26 \mu\text{s} < t^* < 106 \text{ s}$ and ($\times$) $157 \text{ ns} < t^* < 2 \mu\text{s}$, ($\circ$) $\omega_0 \approx 10 \mu\text{m}$ and ($\times$) $\omega_0 \approx 6.7 \mu\text{m}$, $F$: varied, Material: varied, $P = 1 \text{ atm}$, $T = 300 \text{ K}$.

The shielding coefficient, defined as $b^{-1}$ in Chapter 3, is shown in Figure 42. The 28 ps data, although multi-mode, follows the trend observed at 84 ps in that shielding is reduced by a factor of approximately 2-3 from the peak for each material. It will
be seen in the next section that while shielding explains the reduction in ablation efficiency seen with increasing fluence under most experimental conditions, other physical mechanisms, such as melt re-flow, can occur in the absence of shielding and cause similar plateauing effects. Furthermore, when compared with single mode TEM$_{00}$ ablation, the multi-mode beams in the current study show increased plateauing, corresponding to a lower value for $b$, and a higher value for $b^{-1}$. Thus, the modality of the beam affects the slope of the red circles in Figure 41, with multi-mode beams producing a smaller slope than single mode beams.

![Graph](image)

**Figure 42.** Shielding parameter, $b^{-1}$, versus non-dimensional pulse duration, $t^*$. $\lambda = 1064$ nm, $\tau_p$ : varied, $\omega_0$ : varied, $F$ : varied, Material: Al (×), Si (●), Ti (□), Ge (△), InSb (◆), $P = 1$ atm, $T = 300$ K.

### 4.4.2 Simulations

In order to fully understand the differences in ablation efficiency across materials and especially on Ge in air and vacuum, the DEIVI simulation environment was used to model the experimental conditions. DEIVI was developed by the Johns Hopkins University Applied Physics Laboratory for the Directed Energy Directorate of the Air Force
Research Laboratory based on phenomenology and numerical methods described in References [15, 65, 66, 67, 68]. DEIVI numerically solves a set of coupled equations governing: material heating, phase change, evaporation, recoil pressure, plasma formation, plasma shielding, melt flow, and moving interface between different phases[69]. The discretized radially-symmetric condensed phase and gas dynamics are fully coupled with an artificially thin Knudsen layer[65, 67, 68]. Key time-resolved outputs include: the spatial locations of the phase boundaries; plume speed, temperature, and pressure; and melt flow speed and direction.

The laser radiation has normal incidence with no focusing of the beam, and absorption in the material (condensed, liquid, and gas phases can absorb the laser energy) is described by Beer’s law. Heat transfer in the material is modeled using the Fourier heat conduction equation with convective transport, and is solved in both liquid and solid phases. The volumetric enthalpy formulation is used to solve for \( H \) and \( T \) in both phases simultaneously. The melt phase flow is described by the incompressible viscous Navier-Stokes equation, and the pressure driving the flow is taken to be the maximum of the recoil pressure from evaporation and the pressure in the plume. The gasdynamics are modeled with the Euler equations assuming local thermodynamic equilibrium. The plume is assumed to contain only the ablated atomic and ionic species, and the material does not mix with the ambient background gas, i.e. there are no chemical kinetics modeled in the plume. The boundary of the gas dynamics grid is transparent to the plume. At the discontinuity between the melt phase and the plume, a Knudsen layer approach is used as described in Reference [15]. Recondensation effects are not included, and the Knudsen layer conditions are functions only of surface temperature and density. The pressure across the layer is found via the ideal gas law. The background pressure only affects the gas dynamics and not the condensed phase, since the recoil pressure from evaporation is greater than the ambient background pressure for all cases simulated.
The plume is assumed to be ionized by thermal collisions, and photoionization is not included. The ionic population is given by the Saha equation, and inverse Bremsstrahlung is the mechanism by which laser light is absorbed in the plume. Phase explosion is modeled by DEIVI, but it is not included in this analysis. There is not convincing visible evidence of phase explosion in the craters, and the homogeneous nucleation times for the materials of interest are not precisely known. Thus it was decided to set the homogeneous nucleation time to be greater than the simulation run time and thereby not include phase explosion effects. The geometry is assumed to be axially symmetric, and the number of points and grid spacing can be independently specified for both the condensed phase grid and the gas dynamics grid. DEIVI implements an adaptive time step to satisfy the Courant-Friedrichs-Lewy stability condition for heat transport, viscous and convective melt flow, and capillary wave speed effects. User-specified temporal and spatial fluence distributions are integrated between each time step in order to supply the correct fluence to the surface grid cells.

One final limitation needs mentioned and regards splatter. The condensed phase grid is doubled in DEIVI to extend above the material interface in order to account for displaced melt effects. Under very intense laser irradiation, the melt can have a high velocity and be ejected far from the crater. Not only does this high melt speed drive up computation time (by reducing the time step as previously mentioned), but the melt is artificially reflected at the boundary of the condensed phase grid. The grid can be enlarged, but computational resource limitations constrain this approach. Grid size (including the temporal aspect) is primarily limited by computer memory and run time is typically dependent on single-core processor clock speed.

Material properties in DEIVI can be temperature-independent or values can be interpolated from user-provided inputs. The solid phase material parameters are given in Table 3 in Chapter 3, and Table 6 lists relevant liquid-phase properties of each material.
in this study.

<table>
<thead>
<tr>
<th></th>
<th>Al</th>
<th>Si</th>
<th>Ti</th>
<th>Ge</th>
<th>InSb</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Density, ( \rho )</strong> (kg m(^{-3}))</td>
<td>2375</td>
<td>2570</td>
<td>4000</td>
<td>5600</td>
<td>7030</td>
</tr>
<tr>
<td><strong>Thermal Conductivity, ( K )</strong> (W m(^{-1}) K(^{-1}))</td>
<td>90</td>
<td>56</td>
<td>27</td>
<td>39</td>
<td>18</td>
</tr>
<tr>
<td><strong>Heat Capacity, ( C_p )</strong> (J kg(^{-1}) K(^{-1}))</td>
<td>1127</td>
<td>1037</td>
<td>938</td>
<td>379</td>
<td>283</td>
</tr>
<tr>
<td><strong>Viscosity, ( \eta )</strong> (mPa s)</td>
<td>1.3</td>
<td>0.57</td>
<td>3.0</td>
<td>0.74</td>
<td>0.619</td>
</tr>
<tr>
<td><strong>Surface Tension, ( \mu )</strong> (Pa m)</td>
<td>0.87</td>
<td>0.874</td>
<td>1.557</td>
<td>0.6</td>
<td>0.29</td>
</tr>
<tr>
<td><strong>References</strong></td>
<td>[70, 71]</td>
<td>[72]</td>
<td>[73, 74]</td>
<td>[72]</td>
<td>[72, 75]</td>
</tr>
</tbody>
</table>

Nominal solid phase material parameters were used for \( T < T_m \) and constant liquid phase parameters were used for \( T > T_m \), evaluated at just below the vaporization temperature. For Si, an absorption coefficient of \( 10^3 \) cm\(^{-1}\) was used to account for the rapid increase in absorption with temperature\([47]\). A 16 µm \( \times \) 16 µm grid with uniform spacing of 4 cells/µm and a simulation duration of 300 ns were used after convergence tests were run. The spatial grid was refined until the solution (e.g. crater depth) stabilized, and the max simulation time was increased until no cell contained melt-phase material. The gas dynamics grid was set to the same spatial extent since long term plume evolution far from the material surface was not of interest in this study. The grid spacing corresponded to 250 nm between grid points, which means the laser light was absorbed within the first cell for all materials except Si. The grid spacing is also larger than the thermal diffusion length during the pulse for all materials. The grid spacing is \( \sim 3 \lambda \) at ambient pressure. There were typically 8 grid points across the crater at higher fluences. At these conditions, simulation run times would approach 24 hours or more, and the requisite convergence tests add even more time. Thus, realistic tradeoffs between simulation resolution and run time were made, and very high resolution runs were not
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performed at the time of this writing.

The incident fluence spatial distribution from Figure 27 and a 28 ps full-width half-max Gaussian temporal pulse profile were used. Some minor conversions must be made in order to match fluence in the simulation to measured fluence. First, it was assumed that half of the incident energy was contained in each mode, the measured fluence is divided by 2 before simulating in DEIVI. Second, DEIVI uses the half-width at half-max to define the spatial extent of the fluence distribution, whereas the measured fluence uses the $1/e$ point, so the measured fluence is further divided by $(2.355/2)^2$. Finally, DEIVI normalizes the fluence assuming a TEM$_{00}$ distribution, which can be accounted for by multiplying the measured fluence by a factor of $\omega_l/\omega_0 = \sqrt{2l+1}$. Thus, the conversion is $F_{DEIVI} = F_{meas}/8.32$. Simulations are primarily run with $F < 60$ J/cm$^2$, because as will be seen, around that fluence, the effects of the TEM$_{02}$ mode and splatter effects become significant for the materials in this study. Above this fluence, the assumption of the radially symmetric beam, the run time increase associated with melt ejection, and the artificial interaction between the melt phase and the simulation boundary reduce the utility of a comparison between simulated and measured data.

Figure 43 shows the low fluence craters on Si produced in DEIVI. The crater pattern matches the incident irradiance pattern, as shown in Figure 24. The crater shapes show very good agreement (< 5% normalized root-mean-square deviation) at low fluence and at larger radial distances (i.e. $r > 7 \mu$m). The inner crater shows signs of displaced melt, and the outer crater is asymmetric, matching the fluence distribution. Since DEIVI models a radially symmetric beam, it does not include contributions from the TEM$_{02}$ mode, which affect the lobe closer to the beam center.

The simulated craters at a fluence of 12.2 J/cm$^2$, shown in Figure 44, match the order of the measured depths (i.e. Ti is the shallowest and InSb is the deepest). Though the maximum crater depth does not exactly agree with measured data, the relative features
of the different materials do. InSb shows the most displaced melt, while Ti shows the least, which is in agreement with Figure 25. Furthermore, the maximum crater depth, $h_m$, is similar for Al and Ge, in accordance with Figure 28.

**Figure 43.** Simulated (red) and measured (×) craters. $\lambda = 1064 \text{ nm}$, $\tau_p = 28 \mu s$, $\omega_0 \approx 6.7 \mu m$, $F = 22.1 \text{ J/cm}^2$, Material: Si, $P = 1 \text{ atm}$, $T = 300 \text{ K}$.

**Figure 44.** Simulated craters. $\lambda = 1064 \text{ nm}$, $\tau_p = 28 \mu s$, $\omega_0 \approx 6.7 \mu m$, $F = 12.2 \text{ J/cm}^2$, Material: Al (•), Si (•), Ti (•), Ge (•), InSb (•), $P = 1 \text{ atm}$, $T = 300 \text{ K}$.
Since only one mode is simulated, the melt flow effects from the TEM\(_{02}\) mode are not included. Furthermore, the TEM\(_{02}\) has fewer lobes than the TEM\(_{40}\) mode, so the energy is more concentrated. The craters are made at the site of each lobe and are primarily formed by recoil-induced melt displacement. Since each lobe is not completely symmetric, melt flow occurs primarily from the outer lobe into the inner lobe. These effects due to the multi-mode structure of the beam cause a plateauing of crater depth at a lower fluence compared to a TEM\(_{00}\) mode, as shown in Figure 45.

![Figure 45. Simulated crater depths using (dashed line) TEM\(_{00}\) and (solid line) TEM\(_{40}\) modes, and (◊) measured crater depth, \(h_m\). \(\lambda = 1064\) nm, \(\tau_p = 28\) \(\mu s\), \(\omega_0 \approx 6.7\) \(\mu m\), \(F\) : varied, Material: Ge, \(P = 1\) atm, \(T = 300\) K.](image)

The multi-mode beam appears to have a higher threshold for significant mass removal, with a 1 \(\mu m\) crater being formed at a fluence of \(F \approx 19\) J/cm\(^2\) compared to a 1 \(\mu m\) crater being formed with the TEM\(_{00}\) beam at a fluence of \(F \approx 7.5\) J/cm\(^2\). The TEM\(_{00}\) ablation also shows faster growth with increasing fluence and less plateauing compared to the TEM\(_{40}\) mode. The measured data shows plateauing more consistent with the multi-
mode case than the single mode case. The plateauing is partially caused by melt re-flow into the crater and is exacerbated by the multi-mode structure of the fluence distribution. The severity of the melt re-flow effects (e.g. the ratio of volume flowing back into the crater to the total volume of the crater) scales inversely with crater size. Thus, the simulated crater depths plateau at lower fluences than the measured data due to the melt re-flow affecting smaller widths of the TEM$_{40}$ lobes.

In order to compare the difference in craters formed in air versus vacuum, the temporal evolution of the crater needs to be assessed. Figure 46 shows the instantaneous evaporated density at time $t$ and maximum crater depth as a function of time for different incident fluence values on Ti in air. The laser pulse is centered at $t = 100$ ps. Melt flow starts due to the recoil pressure from the evaporation process, but after evaporation is complete, the melt flows continues inertially, i.e. without the recoil pressure source term in the Navier-Stokes equation.

![Figure 46. Instantaneous evaporated density (left axis, black lines) and crater depth (right axis, blue lines).](image)

- $\lambda = 1064$ nm, $\tau_p = 28$ $\mu$s, $\omega_0 \approx 6.7$ $\mu$m, $F$: varied, Material: Ti, $P = 1$ atm, $T = 300$ K.
The plateauing of crater depth with fluence is partially due to melt flow back into the crater, which does not occur as much with a Gaussian TEM\textsubscript{00} fluence distribution. The amount of re-flow is proportional to the material surface tension, with InSb having the lowest surface tension and the largest increase in crater volume with increasing fluence (see Figure 29).

The noticeable plateauing of hole depth cannot be due to plasma shielding alone, since the plasma initiation from the early ejection of electrons is expected to produce only weak absorption, if any at all\cite{6}. Furthermore, the bulk of plasma shielding occurs from the plume of vaporized material, which does not form until several hundred picoseconds after the initial plasma initiation\cite{6}. Under the current conditions, additional pulse energy causes a higher recoil pressure and more melt re-flow effects, whereas for longer pulse durations and shorter wavelengths, additional laser energy is converted primarily to plume kinetic energy\cite{14}. Thus the multi-mode beam is much less efficient than the single mode TEM\textsubscript{00} beam.

As previously mentioned, DEIVI does not include recondensation effects, so simulations in air and vacuum produce nearly identical craters. However, the recondensation, or backstreaming coefficient, can be calculated using the Knudsen layer jump conditions and including negative evaporation velocities, following Reference \cite{76}. Using this approach, the recondensation coefficient for Al was found to be 18.4\%. Another approach assuming a one-dimensional expansion into vacuum yields a recondensation coefficient of approximately 10\%\cite{77}. Thus, crater depths in air would be approximately 10-20\% lower than in air.

The Knudsen layer jump conditions in DEIVI were modified to include a 20\% reduction in evaporation across the layer, and the resulting crater evolution is shown in Figure 47. With recondensation, there is reduced evaporation as well as reduced crater depth. Physically, the plume is more confined to the surface at higher pressures, with the plume
stopping distance scaling as \((E/p)^{1/3}\), where \(E\) is the energy in the plume, and \(p\) is the background pressure\(^{64}\). Assuming equal energy in the plume at ambient air and vacuum (as previously discussed there is very little laser-plume coupling here), the stopping distance in air is approximately 1000 times shorter than in vacuum. Thus, more matter evaporated into the plume is expected to recondense to the surface. The peak instantaneous evaporation rate is 20\% lower (as expected from modifying the jump conditions) and the final crater depth is only 3\% lower. Within experimental uncertainty, the crater depths in vacuum are only slightly larger than those in air, and are not inconsistent with the simulated value.

**Figure 47.** Instantaneous evaporated density (left axis, solid lines) and crater depth (right axis, dashed lines) with (blue lines) and without (black lines) recondensation effects. \(\lambda = 1064\) nm, \(\tau_p = 28\) \(\mu\)s, \(\omega_0 \approx 6.7\) \(\mu\)m, \(F = 22.1\) J/cm\(^2\), Material: Ge, \(P = 1\) atm, \(T = 300\) K.

While the actual recondensation effects are time-dependent, this simple approximation implies that recondensation explains most of the difference between the measured craters on Ge in air and vacuum. Recondensation also explains why the volume ratio \(V_a/V_-\) is larger in air than in vacuum: more mass left the wafer entirely via evaporation.
in vacuum than in air, and $V_+$ consisted of recondensed mass in addition to displaced melt. The recondensation effects are expected to be similar for all materials since the volume ratio plateaued to a similar value at high fluences. The increase in efficiency going from ambient air to vacuum is primarily due to reduction in recondensation.

4.5 Conclusion

Low transverse order Gaussian beams at 1064 nm wavelength and 28 ps pulse duration were used to ablate Al, Si, Ti, Ge, and InSb in air, and Ge in vacuum. Crater depths and volumes, as well as volume of material above the surface were measured using a laser confocal microscope. Crater depths were found to plateau with increasing fluence on each material, and crater depths on Ge in vacuum were slightly higher than in air. Crater volume above and below the surface was found to increase linearly with fluence for all materials in air. In vacuum, the volume of material above the surface was less than in air, and increased at a lower rate with increasing fluence. The ratio of volume above the surface to volume below the surface was found to plateau for all materials to approximately 0.7 in air, and 0.4 for Ge in vacuum. The ablation efficiency, defined as atoms removed per incident photon was higher at low fluences, and was proportional to the material optical absorption coefficient. At high fluences, the ablation efficiency on each material was substantially lower, with a very slight dependence on material viscosity. Simulations using the Directed Energy Illumination Visualization tool showed that evaporation was the dominant mass removal mechanism at low fluences, whereas bulk melt flow out of the crater caused by the evaporation recoil pressure dominated at higher fluences. Plateauing of crater depth with fluence was caused by melt re-flow into the crater, which effects smaller crater widths more than larger ones, as evidenced by comparing multi-mode results to TEM$_{00}$ simulations. Recondensation of evaporated material was identified as the main difference between craters formed in air versus vac-
uum, and the Knudsen layer jump conditions were modified to account for an estimated ≈ 20% recondensation rate. The simulations showed a resulting reduction in recoil pressure, which drove less melt out of the crater. Higher resolution simulations and additional experimental data comparing different order modes are needed to further test these explanations.
5. Visible Aluminum Monoxide Emission During Long Pulse mid-Infrared Ablation of Aluminum in Air

The long pulse ablation of aluminum wafers in ambient air using an Er:YAG laser at 2.94 µm wavelength is presented. Visible emission spectra collected during ablation are assigned to the $B^2Σ^+ \rightarrow X^2Σ^+$ molecular electronic transition of aluminum monoxide (AlO). A rovibronic model including self-absorption within the plume is developed to determine the molecular temperature. A 60.2 µs pulse at a fluence of 249.92 ± 40 J/cm², a temperature of $2843 \pm 32$ K and $3013 \pm 30$ K was found with the linear and nonlinear models, respectively. A greybody background, with an emissivity of approximately $1.3 \times 10^{-6}$ was observed, implying a low volume mixing fraction of particulates in the plume. A linear fit of the $Δν = −1$ sequence was developed to rapidly analyze hundreds of spectra taken as a background pressure was varied from 400 mbar to 1000 mbar. The AlO temperature is approximately independent of background pressure. Finally, comparisons to other laser ablation studies at shorter wavelengths and shorter pulse durations are made wherever possible.

5.1 Introduction

Pulsed and continuous wave (CW) laser ablation of aluminum has applications in a wide variety of fields, such as thin film deposition and laser sintering [24, 78]. Pulsed ablation of Al and Al$_2$O$_3$ targets in low pressure background gases generates plumes with strong shocks, and atomic emission from neutral and ionized aluminum[79]. For example, plume kinetic energies of 50 eV/atom and Mach > 40 arise from significant target shielding, limiting emission to atomic species[14]. For ablation at atmospheric pressures and significant delays of > 10 µs, AlO B-X emission is readily observed[11, 80, 81, 40]. The $Δν = 0, ±1, ±2, ±3$ sequences are observed at 450-550 nm and have been used to discern rovibrational product distributions and temperatures[82]. The molecular emis-
sion is favored for plume temperatures of 3000-6000 K[81]. This oxidation influences the atomic stoichiometry and complicates calibration for laser induced breakdown spectroscopy (LIBS) applications.

The oxidation of aluminum during pulsed laser ablation and various combustion applications may proceed via several mechanisms. The direct Al + O₂ → AlO + O reaction is nearly isoenergetic and produces ground state AlO(X²Σ⁺) primarily in the lowest vibrational levels. Electronically excited AlO(B²Σ⁺) may be produced by three body recombination via the AlO₃ complex[83], excitation of AlO(X) by high speed impact in the shock front[11, 80], electron impact [10], or from absorption of thermal photons in an optically thick plume. The visible B-X emission observed during pulsed laser ablation depends on target material, plume confinement, and background gas composition[81].

Most aluminum pulsed ablation studies for near ambient atmospheric pressures have been conducted with Q-switched (~10 ns) Nd:YAG laser sources, yielding peak irradiances of 1-100 GW/cm²[11, 80, 81, 40]. At these shorter wavelengths the laser radiation couples strongly with the material and the plume, which reduces the impact of thermal effects. AlO(B) is first observed in the shock front, and increases dramatically in the interior of the plume after long delays of 10-50 µs[10]. Most studies examine spatially and temporally averaged spectra, with a few studies dedicated to the temporal evolution of the rovibrational AlO(B,v′J′) distributions[11, 10]. While the AlO emission relative to atomic emission grows dramatically with time, the rovibrational temperatures evolve in a narrow band from 4500-3000 K, and somewhat lower than the atomic and ionic temperatures of nearly 7000 K[10]. Rotational and vibrational temperatures can differ for some conditions[80].

The formation mechanism for AlO(B) is not well-established. Varenne et al discussed whether excited AlO is formed via a long-lived intermediary species Al-O-O₂ or via ground state AlO colliding with atomic and molecular oxygen, with the former
mechanism implying that AlO(B) should be produced with its population in a Boltzmann distribution[83]. Kasatani et al measured the AlO(B) population distribution at low pressure during 532 nm laser ablation, and found the vibrational states to be Boltzmann distributed, but also found that $T_{vib} \neq T_{rot}$[80]. Bai et al showed that the most intense molecular AlO emissions observed during 1064 nm laser ablation of aluminum did not correspond to the highest molecular temperature[11]. Further, they measured two distinct, linear cooling regimes including a steep initial drop-off in temperature, followed by a slower cooling period[11]. Both regimes were found to be dependent on laser pulse energy[11]. Hartig et al showed that the atomic aluminum emissions during 10 ns Nd:YAG ablation at 1064 nm were background pressure dependent, and the duration of atomic emissions decreased with increasing pressure[81]. Lam et al showed that during 355 nm 5 ns ablation of aluminum that atomic aluminum is formed first near the surface, with AlO forming on the outside layer of the plume[10]. As the plume expands, AlO emissions can come from deeper inside the plume[10]. Moreover, at longer delay times (e.g. around 100 $\mu$s) AlO emissions dominate atomic aluminum emissions[10]. Giacomo and Hermann developed a two-temperature plasma model to describe the emissions of AlO from laser-induced fluorescence (LIF) measurements. As the background pressure increases, the AlO density increases due to higher confinement near the front of the plume[84].

There appear to be no prior studies of Al pulsed ablation at lower irradiance and longer wavelengths. Recent advances in mid-infrared laser sources enable new tools for ablation studies. In the present study, the visible AlO(B-X) emission resulting from ablation in air at $\lambda = 2.94 \mu$m with 60 $\mu$s pulses and peak irradiance of nearly 10 MW/cm$^2$ is examined. These less energetic, more thermal ablation conditions provide a means to explore laser wavelength-dependent aspects of the ablation process and plume evolution.
5.2 Apparatus

The experimental apparatus is shown in Figure 48.

A Megawatt Lasers flashlamp-pumped Er:YAG laser operating at 2.94 µm with variable pulse duration between 50 and 400 µs, up to 1000 mJ pulse energy, and a 10 Hz repetition rate is sent through a long-pass 2 µm filter to remove residual flashlamp radiation. The beam was characterized along the direction of propagation, z, with a minimum spot radius (at 1/e point) of \( \omega_0 = 0.307 \pm 0.023 \) mm and \( M^2 = 17 \), as shown in Figure 49.

Figure 48. Experimental setup for observing optical emission spectra during pulsed laser ablation of Al.

Figure 49. Spatial laser beam beam profile with minimum spot radius \( \omega_0 = 0.307 \pm 0.023 \) mm and \( M^2 = 17 \)
Pulse-to-pulse energy variation was typically less than 1%. The 100 $\mu$s nominal pulse duration was used for this experiment. The temporal pulse profile was measured to have a full-width half-max (FWHM) of 60.2 $\mu$s and is shown in Figure 50.

![Temporal laser pulse profile with 60.2 $\mu$s FWHM](image)

**Figure 50.** Temporal laser pulse profile with 60.2 $\mu$s FWHM

With the spot size and pulse duration characterized, the maximum fluence was found to be 249.9 J/cm$^2$ and peak irradiance was 4.15 MW/cm$^2$. The visible emission spectra are collected with an f/4 lens and fiber-coupled to an Ocean Optics HR4000 Custom spectrometer with optimized detectivity for 350-800 nm and a 0.2 nm slightly asymmetric Lorentzian lineshape, which is shown in Figure 51. The relative spectral response was calibrated using a 1500 K blackbody source. With 100 ms integration time and five pulse average, the signal-to-noise ratio was $> 125$. 
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Figure 51. Spectrometer lineshape: measured (x), Lorentzian (-), Gaussian (- -), and Voigt (.-)

The target wafers were 99.9% pure aluminum from MTI Corp with single side polished. The samples were stored in a desiccator, to reduce but not eliminate surface oxidation. The nominal aluminum density of 2.7 g/cm$^3$, thermal diffusivity of 0.86 cm$^2$/s and heat of vaporization of 9.46 MJ/kg are assumed. These tests were performed in ambient air at a nominal temperature of 300 K and pressures from 0.4-1 bar. The cryostat was mounted on a translation stage and was moved after 10-100 shots to avoid cratering. Damage sites on the wafer were measured with a Zygo ZeGage white light interferometer with 0.1 nm depth resolution.

5.3 Results

A typical crater formed on the aluminum wafer by 10 coincident pulses is shown in Figure 52.
The crater shows signs of re-solidified melt and essentially no splatter. By one-dimensional energy balance, the ablation threshold of aluminum can be calculated as $I_{th} = \rho L_v \sqrt{\kappa/\tau_p}$, where $\rho$ is the density, $L_v$ is the latent heat of vaporization, $\kappa$ is the thermal diffusivity, and $\tau_p$ is the pulse duration. This definition of the ablation threshold leads to $I_{th} = 2.43 \times 10^6$ W/cm$^2$. With a pulse energy of 740 mJ, a pulse duration of 60.2 $\mu$s, and a spot size of 307 $\mu$m, the irradiance on the aluminum wafer was $4.15 \times 10^6$ W/cm$^2$, which is only slightly above the ablation threshold. Thus, significant mass removal for a single laser pulse was not expected. Further, it is expected that excess energy likely produced initial plume speed, rather than more atoms removed [14]. The thermal diffusion length can be taken as $L = \sqrt{\kappa T} \approx 72\mu$m using the pulse duration of the laser. With the beam diameter being approximately 614 $\mu$m, this implies that there is not much transverse heat conduction. With a 800 $\mu$m square field of view, Figure 52 shows that melt features are relatively confined to an area approximately equal to the

Figure 52. Crater formed from 10 pulses. $\lambda = 2947$ nm, $\tau_p = 60.23$ $\mu$s, $\omega_0 = 307$ $\mu$m, $F = 250$ J/cm$^2$, Material: Al, $P = 1$ atm, $T = 300$ K.
beam area. The interferometric image is shown in Figure 53, and the depth profile of the crater is shown in Figure 54.

Figure 53. White light interferometric image of ablation crater from 10 shots. \( \lambda = 2947 \text{ nm}, \tau_p = 60.23 \mu s, \omega_0 \approx 307 \mu m, F = 250 \text{ J/cm}^2, \text{ Material: Al, } P = 1 \text{ atm, } T = 300 \text{ K.} \)

Figure 54. Depth profile of crater from 10 shots. \( \lambda = 2947 \text{ nm}, \tau_p = 60.23 \mu s, \omega_0 \approx 307 \mu m, F = 250 \text{ J/cm}^2, \text{ Material: Al, } P = 1 \text{ atm, } T = 300 \text{ K.} \)

The maximum hole depth after 10 pulses is 5.3 \( \mu m \). Volume measurements above and below the wafer surface indicate that negligible mass was removed, with \( \Delta m \ll 1 \text{ ng.} \)
The low mass removal in these long pulse, long wavelength ablations limits the observed spectral intensity and restricts observations to spatially and temporally averaged results. More discussion on the mass removal will be provided in a subsequent paper.

Figure 55 shows the observed spectra of AlO during ablation of aluminum. The fluence was $249.92 \pm 40 \text{ J/cm}^2$ and the pulse duration was $60.2 \mu s$. The integration time was the entire interpulse period.

![Spatially and temporally integrated emission spectrum from $\lambda = 2947 \text{ nm}$, $\tau_p = 60.23 \mu s$, $\omega_0 \approx 307 \mu m$, $F = 250 \text{ J/cm}^2$, Material: Al, $P = 1 \text{ atm}$, $T = 300 \text{ K}$.

The AlO B and X potential energy curves are almost vertical, yielding a set of $\Delta \nu = \pm 2, \pm 1, 0$ sequences. Emission from a wide range of excited vibrational levels, $v' = 0 - 9$ indicated significantly elevated vibrational temperatures. There is a slight blackbody background approximately 30 times larger than the dark signal of the spectrometer. The atomic $^2S_{1/2} \rightarrow ^2P_{1/2}$ and $^2S_{1/2} \rightarrow ^2P_{3/2}$ lines at 394.4 nm and 396.152 nm, respectively, were occasionally visible. However, when present, the neutral atomic Al lines were weaker than the molecular AlO signal by a factor of ten, and had a signal-to-noise ratio...
ratio <2. Thus, there is not enough atomic spectra data to discuss in the current effort. In comparison, UV pulsed ablation at low pressure is dominated by atomic and ion emission[14].

Comparing Figure 55 to aluminum flame signals in Reference [82], it can be seen that the present spectra has less blackbody background, and a higher signal-to-noise ratio. Before fitting the current data to a line-by-line radiative transfer model, it cannot be deduced if the temperature is different. However, the difference in background and signal-to-noise implies less particulates and blackbody emission in the current data when compared to aluminum combustion spectra.

The spatial and temporal averaging done by the large viewing volume of the collection lens and the long integration time of the spectrometer greatly complicate the assignment and interpretation of a temperature. The spectra in Figure 55 contains the entire evolution of the plume, which is a highly nonlinear process.

5.4 Spectral Simulations and Plume Temperatures

In order to interpret the observed spectra, a line-by-line radiative transfer model of the AlO $B^2\Sigma^+ \rightarrow X^2\Sigma^+$ rovibrational emission was developed. The spectroscopic constants for AlO are provided in Table 7[85]. All values have units of wavenumbers, except the equilibrium separation, $r_e$, which is in Angstroms.

<table>
<thead>
<tr>
<th>Diatomic Constant</th>
<th>$X^2\Sigma$</th>
<th>$B^2\Sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_e$</td>
<td>0</td>
<td>20688.95</td>
</tr>
<tr>
<td>$\omega_e$</td>
<td>979.23</td>
<td>870.05</td>
</tr>
<tr>
<td>$\omega_e\chi_e$</td>
<td>6.97</td>
<td>3.52</td>
</tr>
<tr>
<td>$B_e$</td>
<td>0.6413</td>
<td>0.6040</td>
</tr>
<tr>
<td>$\alpha_e$</td>
<td>0.0058</td>
<td>0.0044</td>
</tr>
<tr>
<td>$D_e$</td>
<td>$1.08 \times 10^{-6}$</td>
<td>$1.16 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\beta_e$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$r_e$</td>
<td>1.6179</td>
<td>1.6670</td>
</tr>
</tbody>
</table>
It is worth noting that more accurate spectroscopic data exists (c.f. References [86, 87]), but the choice was made to formulate the model in terms of Morse potential parameters for simplicity and runtime considerations. The wavelength of the transition is found using the diatomic constants in the usual way[88]. The equilibrium nuclear separation for both states is within 0.05 Angstroms of each other, suggesting the existence of numerous vertical transitions between the two potential energy curves. The Franck-Condon factors used for transitions between $v' = 0 - 15$ and $v'' = 0 - 18$ are from Reference [89].

The electronic spin splitting of the P and R branches associated with a $^2\Sigma \rightarrow ^2\Sigma$ transition is neglected since the rotational spacing (approximately 1.2 cm$^{-1}$ or 0.03 nm) is much finer than the instrument linewidth of 0.2 nm[88]. The Hönl-London factors for the R and P branches are $S^R_{J'J''} = J'$ and $S^P_{J'J''} = J' + 1$, respectively [90]. There is no Q branch for a $\Delta \Lambda = 0$ transition, where $\Lambda$ is the molecular orbital angular momentum[88]. Although at 3000 K, $J_{max} \approx 41$, rotational levels up to $J = 300$ are included, following Reference [91].

For an optically thin gas, the relative (e.g. normalized by viewing volume and solid angle) spectrally integrated intensity of emissions from a specific upper state ($v', J'$) to a lower state ($v'', J''$) can be modeled as

$$I(v', J') = D(\lambda) A_{21} \frac{h c}{\lambda} N(v', J') q_{v'v''} S^{\Delta J}_{J'J''}$$

(14)

where $D(\lambda)$ is the detector spectral response, $A_{21}$ is the Einstein A coefficient for the transition, $h$ is Planck’s constant, $\lambda$ is the transition wavelength, $N(v', J')$ is the population in the state ($v', J'$) at equal vibrational and rotational temperature $T_{vib} = T_{rot} = T$, $q_{v'v''}$ is the Franck-Condon Factor for the vibrational transition $v' \rightarrow v''$ and $S^{\Delta J}_{J'J''}$ is the Hönl-London Factor for the rotational transition $J' \rightarrow J''$. The radiative lifetime of the upper state is assumed to constant for all vibrational levels, and is taken to be 92.4 ns.
which is the lifetime of the $v = 0$ state of AlO(B) [87]. Reference [87] shows the radiative lifetime increasing slowly with vibrational state ($\sim 4\%$ from $v = 0$ to $v = 2$), which likely causes the model proposed here to overestimate the population in higher lying states, especially in the $\Delta v = -1$ and $\Delta v = -2$ sequences. This in turn could lead to an underestimation of the temperature obtained by fitting the model to the data, but a sensitivity analysis of the vibrational dependence of the radiative lifetime in the model indicates that this difference is approximately $2\%$.

The observed AlO signal in Figure 55 shows slight self-absorption due to the ground state AlO concentration in the plume. Although the spectra is obviously not very optically thick, any deviation from Equation 14 can affect the temperature from the fit. For an optically thick gas in local thermodynamic equilibrium (LTE) with no other light sources, the emitted intensity is

$$I_\lambda = D(\lambda)B_\lambda(T_{bb})[1 - \exp(-\alpha'_\lambda l)]$$  

(15)

where $B_\lambda(T_{bb})$ is the Planck distribution at the blackbody temperature $T_{bb}$, and $\alpha'_\lambda = \alpha_\lambda[1 - \exp(-hc/\lambda kT)]$ is the absorption coefficient corrected for stimulated emission, and $l$ is the path length[91, 92]. The path length was assumed to be 1 mm for the model. For low absorption, Equation 15 reduces to the linear intensity in Equation 14 by expanding the exponential to first order and using Kirchoff’s equation $\alpha'_\lambda = E_\lambda/B_\lambda$ [92]. The absorption coefficient $\alpha_\lambda = N\sigma$ can be written as

$$\alpha_\lambda = N(v'', f'')\left[\left(\frac{g'}{g''}\right)\frac{\lambda^2}{4}A_{21}q_{v'}v''S_{ij}^\Delta J\Delta \lambda\right]$$  

(16)

where $\sigma$ is the average absorption cross section at line center, and $\Delta \lambda$ is the Lorentzian instrument linewidth. Finally, an overall greybody background can be added to Equation 15 to account for thermal background effects in the spectra. The measured signal
then becomes

\[ I_\lambda = D(\lambda) \left\{ B_\lambda(T_{bb})[1 - \exp(-\alpha'_\lambda I)] + \epsilon_p B_\lambda(T_p) \right\} \]  

(17)

where \( \epsilon_p \) is the relative (after normalizing the spectra and accounting for detector response) emissivity compared to \( \epsilon = \alpha \), where \( \alpha \) is the molecular absorbance as a function of rotational and vibrational temperature defined in Equation 16, and \( T_p \) is the black-body background temperature of the particulates in the plume, and is potentially different from the temperature in Equation 15. Thus, the relative emissivity of the blackbody background is an indication of the particulate content of the plume: low \( \epsilon_p \) indicating low particulate content. The optically thick relative intensity of AlO emissions assuming \( T_{rot} = T_{vib} = T_{bb} = 3000 \) K is compared to the simulated linear intensity with the same temperature in Figure 56. Both simulated spectra are shown without a greybody background.

Figure 56. Comparison of optically thin (blue) and optically thick (black) AlO B-X emission spectra with \( T_{vib} = T_{rot} = T_{bb} = 3000 \) K.
Since both spectra are normalized to their respective maximum value at the (0,0) – (0,0) transition, the degree of trapping can be examined by looking at the other sequences. The $\Delta \nu = +2$ band head is approximately 83% higher for the optically thin case than for the optically thick; the $\Delta \nu = +1$ band is almost 6% higher; the $\Delta \nu = -2$ band is almost 34% higher. The effect of trapping from the $\Delta \nu = -1$ sequence is less than 1% and thus either an optically thick or thin fit could be used on only the $\Delta \nu = -1$ sequence. Both the optically thin and thick simulations were fit to the observed data in Figure 55 as shown in Figure 57.

![Figure 57](image.png)

**Figure 57.** Linear fit (blue) and optically thick fit (black) to the observed spectra (dots) of Figure 55.

The linear fit with rotational and vibrational temperatures constrained to a common value yields a molecular temperature of $2843 \pm 32$ K, while the optically thick fit provides a temperature of $3013 \pm 30$ K. Although there is significant structure to the residuals, the fit quality is comparable to work from Bai[11], Parigger[40], and Lam[10]. The optical thickness likely varies with both position in the plume and time delay, so the residu-
als in the current study likely reflect nonlinear intensity averaging resulting from the single-layer, time-independent model. The molecular temperature for both fits are similar, and are higher than the vaporization temperature of aluminum, which is taken to be 2743 K. The blackbody background intensity is $e_p = 0.088 \pm 0.0068$ and $0.0792 \pm 0.0082$ for the linear and optically fit, respectively. Using the relative (e.g. normalized by population in the ground state) absorption coefficient of the AlO B-X (0,0) − (0,0) transition, $\alpha = N(v'', j'')\sigma_{\text{abs}} \approx 1.6 \times 10^{-5} = \epsilon_{\text{AlO}}$, the absolute emissivity of the particulates can be found as $e = e_p \epsilon_{\text{AlO}} = 1.3 \times 10^{-6}$. So, the relative greybody emissivity from the optically thick and thin fits are essentially the volume fraction of the particulates. Both fits provide a low particulate volume mixing fraction, implying that the plume is still mostly AlO gas, and not particulates. The agreement of both fits also confirms that the spectra is mostly thin and there is very little optical thickness. In aluminum flame studies, the particulate content is usually much higher, resulting in a larger background signal and higher emissivity\[93\]. In order to improve model fidelity, an evolving multi-layer radiative transfer model that is benchmarked to detailed plume imaging data would be required, in addition to the more accurate line positions and strengths from Reference \[87\].

The main difference between the fits is the temperature of the blackbody background. For the linear fit, the blackbody background temperature is found to be $2811 \pm 236$ K, while the blackbody temperature for the optically thick case is found to be $2447 \pm 69$ K. In the linear fit, the blackbody background temperature is increased to account for the “tilt” in the spectra, whereas in the optically thick fit, self-absorption produces this effect. When fitting the entire observed AlO spectra from 440 to 560 nm, the optically thick fit is used. However, following the approach of Bai et al, a linear fit can be used on the $\Delta v = -1$ vibrational sequence\[11\]. It can be seen in Figure 57 that both fits (and residuals) are comparable for the $\Delta v = -1$ sequence.
Using the linear fit of the $\Delta v = -1$ vibrational sequence, the AlO temperature as a function of the oxygen background pressure in the cryostat for laser pulse energy of 740 mJ and pulse duration of 60.2 $\mu$s is shown in Figure 58.

**Figure 58.** Temperature from (□) optically thick fit of entire observed AlO B-X spectra and (△) optically thin fit of $\Delta v = -1$ sequence. $\lambda = 2947$ nm, $\tau_p = 60.23$ $\mu$s, $\omega_0 \approx 307$ $\mu$m, $F = 250$ J/cm$^2$, Material: Al, $P$ : varied, $T = 300$ K.

The spatially and temporally averaged temperature from the rovibrational model is approximately independent of background pressure, at least between 400 and 1000 mbar. The optically thick fit of the entire observed spectra and the optically thin fit of just the $\Delta v = -1$ sequence provided nearly the same temperature, within the standard uncertainty.

### 5.5 Discussion

The observed spectra are spatially and temporally averaged, which complicates the interpretation of a temperature. In almost all cases, the plume of ejected material dur-
ing laser ablation is spatially inhomogeneous and evolves in time. The non-linear spatial and temporal averaging in this experiment prohibits drawing direct conclusions about the AlO chemical kinetics and time evolution of the plume, but semi-quantitative comparisons to other ablation studies can still be made. It will be assumed that the spectrum is dominated by the brightest portion of the plume during the time interval of highest AlO(B) concentration.

Bai showed that the maximum AlO signal did not coincide with the highest AlO temperature[11]. Thus, lack of temporal resolution prohibits the conclusion that the temperature from the rovibrational fit is the maximum temperature. Lam et al measured the molecular temperature of AlO after 5 ns, 355 nm laser ablation of iron and titanium-doped Al₂O₃ in air to be 4550 ± 455 K at a delay of 40 μs [10]. The temperature decreased slowly to approximately 3000 K at 80 μs delay. The average temperature over all delay times was found to be 3515 ± 352 K [10].

Bai et al measured the time-evolution of the molecular temperature of AlO after 1064 nm laser ablation of aluminum in air with a pulse duration of 4 ns. The AlO temperature was found to be over 6000 K at a delay of 5 μs, and decreased linearly to just over 4000 K 35 μs later for 10 mJ pulse energy[11]. Dors et al used a frequency-quadrupled Nd:YAG laser with 266 nm wavelength and 6 ns pulse duration to ablate Al₂O₃ in air. At a delay of 20 μs, the molecular temperature of AlO was found to be approximately 3400 K[40]. The current results for much lower irradiance, longer wavelength, and longer pulse duration, yield quite similar results to the prior highly energetic studies, which seems to suggest that ablation mechanism and early plume thermalization is not critical to the observed rovibrational distribution of AlO(B). The modest temperature currently observed appears consistent with the asymptotic (steady-state) values reported by Lam, and the observation that AlO is favored with plume temperatures at 3000-6000K[81]. The observed temperature is slightly higher than is seen in combustion studies.
The pulse duration in the present study is much longer than the pulse durations of the aforementioned experiments. Most laser ablation experiments use pulse durations less than 10 ns, whereas the current study used 60 µs. For the same pulse energy, this results in an intensity that is approximately three orders of magnitude lower. The pulse energies used here are much higher (740 mJ versus 10 mJ, for example), but the resulting intensity is much lower (approximately 4 MW/cm² versus 4 GW/cm²). Thus, mass removed per laser shot is much lower, and thus less AlO is likely present in the plume. Since the pulse duration is so long, the additional pulse energy mostly goes into heat conduction in the material, not into the plume. So, more laser pulse energy is not expected to lead to higher AlO temperatures in the plume.

The chemical kinetics of the plume can also be used to help compare the observed spectra to other studies. In order to describe the evolution of the concentration of AlO(B,v'), numerous assumptions are required. The goal is to be able to describe the temperature and AlO(B) concentration with a small set of reaction mechanisms. Thus, it is assumed that the plume is thermalized, the shock front is degraded, and ion content is largely neutralized. At the high pressures in the current study, this likely occurs in less than a microsecond [14]; this onset delay is neglected, and only the decay in the AlO(B) rovibrational temperature is tracked. The production of AlO from neutral Al and background oxygen gas proceeds only after the plume has cooled to approximately 6000 K [11, 81]. Collisional electronic quenching by N₂ and O₂ of the AlO(B) state is included, since quenching rates in ambient air are on the order of \( k_q [M] \approx 1 \times 10^8 \text{ s}^{-1} \), which is an order of magnitude higher than the spontaneous emission rate. The probability of electronic-translational (E-T) energy transfer can be approximated as \( P \sim \log(\Delta E) \), where \( \Delta E \) is the energy difference between the initial and final states [94]. In this case, the large energy difference between the AlO(B) and AlO(X) states implies a small probability of E-T energy transfer occurring.
The only source of AlO is assumed to be atomic aluminum colliding with molecular oxygen. However, other oxides of the form $\text{Al}_n\text{O}_m$ can dissociate to form AlO[83]. The model also ignores the actual ablation process, i.e. all species are instantly in a homogeneous mixture at $t = 0$, and there is no mass flow into or out of the interaction volume. As such, there is also no heat transfer from the material to the surrounding air, which is assumed to be at constant pressure, and shielding of the laser pulse is not considered either. Finally, no internal structure of the species is assumed, and the plume is assumed to be in LTE. The following reaction mechanisms are proposed:

$$\text{Al} + \text{O}_2 \xrightarrow{k_1} \text{AlO}(X) + \text{O} \quad (18)$$

$$\text{AlO}(X) + \text{M} \xrightarrow{k_2} \text{AlO}(B) + \text{M} \quad (19)$$

$$\text{AlO}(X) + \text{O} \xrightarrow{k_3} \text{Al} + \text{O}_2 \quad (20)$$

$$\text{O} + \text{O} \xrightarrow{k_4} \text{O}_2 \quad (21)$$

$$\text{AlO}(B) \xrightarrow{A_{21}} \text{AlO}(X) + \gamma \quad (22)$$

$$\text{AlO}(B) + \text{O}_2 \xrightarrow{k_{q,\text{O}_2}} \text{AlO}(X) + \text{O}_2 \quad (23)$$

$$\text{AlO}(B) + \text{N}_2 \xrightarrow{k_{q,\text{N}_2}} \text{AlO}(X) + \text{N}_2 \quad (24)$$

The high speed collision between the AlO(X) plume and the background gas, where $\text{M} = \text{O}_2$ or $\text{N}_2$, can produce the electronic excitation. One might imagine particulate combustion as a source of AlO(B), but the low volume mixing fraction suggests otherwise, and thus that processes is excluded from this analysis. The collisional excitation rate of AlO(X) by $\text{M}$ is assumed to have an activation energy of 247 kJ/mol, which is equal to the difference between the AlO($X, v = 0, J = 0$) and the AlO($B, v = 0, J = 0$) states. The rates for the various mechanisms can be written in Arrhenius form.
\[ k(T) = A \left( \frac{T}{298K} \right)^n \exp \left( - \frac{E_a}{RT} \right) \]  

(25)

where \( E_a \) has units kJ·mol\(^{-1}\) and \( R = 8.31 \times 10^{-3} \) kJ·mol\(^{-1}\)·K\(^{-1}\). The pre-exponential factor for the collisional excitation of AlO(X) is estimated to be a typical bi-molecular collision rate. The conclusions of the model are insensitive to the specific value of this rate. The Arrhenius parameters for the rate coefficients are provided in Table 8.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( A )</th>
<th>( n )</th>
<th>( E_a )</th>
<th>( T )</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_1 )</td>
<td>( 3.32 \times 10^{-11} )</td>
<td>-</td>
<td>-</td>
<td>( 300 ) – ( 2000 )</td>
<td>[95]</td>
</tr>
<tr>
<td>( k_2 )</td>
<td>( 1 \times 10^{-10} )</td>
<td>-</td>
<td>( 247 )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( k_3 )</td>
<td>( 1.93 \times 10^{-11} )</td>
<td>-0.5</td>
<td>( 9.98 )</td>
<td>( 300 ) – ( 2000 )</td>
<td>[95]</td>
</tr>
<tr>
<td>( k_4 )</td>
<td>( 9.26 \times 10^{-34} )</td>
<td>-1</td>
<td>-</td>
<td>( 300 ) – ( 5000 )</td>
<td>[95]</td>
</tr>
<tr>
<td>( k_{q,O_2} )</td>
<td>( 21 \times 10^{-12} )</td>
<td>-</td>
<td>-</td>
<td>( 300 )</td>
<td>[96]</td>
</tr>
<tr>
<td>( k_{q,N_2} )</td>
<td>( 20 \times 10^{-12} )</td>
<td>-</td>
<td>-</td>
<td>( 300 )</td>
<td>[96]</td>
</tr>
</tbody>
</table>

Assuming an exponentially decaying temperature that has been seen following nanosecond NIR ablation of aluminum in air (see Reference [39]), qualitative features of the plume emissions can be deduced from the simple kinetic description provided. From Table 8 it is clear that formation of AlO is favored at temperatures seen late in the plume evolution under typical LIBS conditions. Bauer, et al showed that most of the laser energy during UV ablation goes into kinetic energy of plume (via inverse Bremsstrahlung absorption) rather an internal excitation of the emitting species [5]. A more energetic plume would take longer to thermalize, and thus more atomic and ionic emissions would occur and AlO emissions would appear later. However, the plume here is expected to be less ionized, due to photoionization being much less significant in the mid-infrared. The degree of ionization also decreases rapidly; Lam et al showed that electron number...
density decreased two orders of magnitude from $10^{18}$ cm$^{-3}$ to $10^{16}$ cm$^{-3}$ in just the first 3 $\mu$s after the laser pulse, so less laser-plume coupling is also expected[10]. Thus, the spatially and temporally averaged plume emissions in the current study are dominated by AlO because of this quick thermalization of the plume, which is likely due to reduced laser-plume coupling compared to shorter wavelengths. The fact that the AlO temperature deduced in the current study is similar to other studies with higher irradiance and shorter wavelengths suggests that the long-term plume thermalization does not depend strongly on early plasma effects and laser-plasma interaction. Additional experiments in the mid-infrared with shorter pulse durations are planned to further investigate these effects.

### 5.6 Conclusion

Long-pulse mid-infrared ablation of aluminum wafers in air produced visible emissions that were identified as the $B^2\Sigma^+ \rightarrow X^2\Sigma^+$ transition of AlO. A linear rovibrational model and a non-linear radiative transfer model were developed to characterize the observed spectra. Molecular temperatures of $2843 \pm 32$ K and $3013 \pm 30$ K were obtained for with the linear and nonlinear models, respectively. The spectra were collected over the entire interpulse period of the laser and with a large viewing volume, so these temperatures represent the spatially and temporally averaged AlO temperature. The greybody background emissivity of approximately $1.3 \times 10^{-6}$ was found. Such a low emissivity suggests a low volume mixing fraction of particulates in the plume. A linear fit of just the $\Delta v = -1$ sequence was used to find the temperature as a function of background pressure, which was varied from 400 to 1000 mbar. The AlO temperature was found to be approximately independent of background pressure over that range. The lack of atomic and ionic emission in the plume suggests that the plume thermalizes quickly and little of the mid-infrared laser energy is coupled into the plasma. The present results at low
irradiance, long pulse duration, and long wavelength are strikingly similar to the more energetic studies, suggesting that the long-term thermalization of the plume becomes largely independent of the ablation process and laser-plume interaction.
6. Spectroscopy of Titanium Monoxide for Characterization of Laser Ablation

Ablation of titanium wafers in air is accomplished with 60-300 µs pulsed, 2.94 µm laser radiation. Titanium monoxide spectra are measured in the wavelength range of 500 nm to 750 nm, and molecular signatures include bands of the $C^3\Delta \rightarrow X^3\Delta \alpha$, $B^3\Pi \rightarrow X^3\Delta \gamma'$, and $A^3\Phi \rightarrow X^3\Delta \gamma$ transitions. The blackbody background signal was found to have a temperature between 2350 K and 2600 K from 1 to 1000 mTorr background pressure. With background pressures $P = 200–1000$ mTorr the total spectrally integrated emission intensity scaled as $P^{1/3}$. The spatially and temporally averaged spectra appear to be in qualitative agreement with previous temporally resolved studies that employed shorter wavelengths and shorter pulse durations than utilized in this work. Simulations in DEIVI show that peak temperature and pressure in the plume are not sufficient to create significant atomic and ionic emissions seen in such other studies. A peak temperature of approximately 4000 K is inline with molecular temperatures at long time delays as measured by Parigger and Giacomo. A simple chemical kinetics model, using the temperature and evaporated Ti volume from DEIVI predicts temporal behavior of the total TiO emission intensity in ambient air that matches the measured signal relatively well.

6.1 Introduction

Titanium monoxide (TiO) emissions have long been of interest in astronomy [97, 98, 99, 100, 101], and recently been studied in numerous laser-induced breakdown spectroscopy (LIBS) experiments [9, 41, 102]. Computed line strengths were utilized to fit experimental TiO $\gamma'$ emission spectra [9] and discern a temperature of $3600 \pm 700$ K and $4200 \pm 800$ K at delays of 52 µs and 72 µs, respectively, after ablation in air using a Q-switched Nd:YAG laser with 1064 nm wavelength and 13 ns pulse duration. Using the same experimental setup [41], fitting of recorded $\Delta \nu = -1$ sequence data of the $\gamma$
band yields a temperature of approximately 5000 K at time delays of 1-2 µs, and a reduced temperature of approximately 2500 K at a time delay of 50 µs. However, the fitted temperature depends on background contributions. In that same study, application of spectroscopic fitting routines to published TiO emission spectra [102] indicates a temperature of 2170 ± 60 K.

The present study investigates TiO emissions during long-pulse mid-infrared ablation of titanium wafers in air. Spatial and temporal averaging due to long spectrometer integration times and large viewing volumes cause the measured signal to be dominated by the most intense phase of the plume. For mid-infrared ablation of aluminum in air, it was found that the plume was dominated by AlO emission rather than atomic or ionic emissions due to the rapid thermalization of the plume under weak laser-plume coupling at longer wavelengths [103]. It is unknown if the titanium ablation plume will undergo a similar rapid thermalization, since it has a much more complex molecular structure than AlO with numerous excitation and relaxation channels [104]. The purpose of this study is to perform laser ablation of titanium under the same conditions as [103] and semi-quantitatively compare the observed plume emissions to that study as well as previous works at shorter wavelengths and pulse durations.

6.2 Apparatus

A flashlamp-pumped Er:YAG laser device (Megawatt Lasers) operating at 2.94 µm with variable pulse duration between 50 and 400 µs, up to 1 J pulse energy, and a 10 Hz repetition rate is transmitted through a long-pass 2 µm filter to remove residual flashlamp radiation. The beam propagation was characterized with a minimum spot radius of 0.307 ± 0.02 mm and an M-squared-value of $M^2 = 17$. Two waveforms with a full-width, half-max (FWHM) of 60 and 320 µs have a steeper leading edge than a Gaussian temporal pulse, and include significant ringing. With the spot size and pulse duration
characterized, the maximum fluence was found to be 250 J/cm$^2$ corresponding to a peak irradiance of 4.1 MW/cm$^2$ with the 60 $\mu$s pulse, and 0.78 MW/cm$^2$ with the 300 $\mu$s pulse, when focused into a cryostat containing ambient laboratory air. Pulse-to-pulse energy jitter was typically less than 1%. The visible emission spectra are collected with an f/4 lens (perpendicular to the laser path and parallel to the wafer surface) and fiber-coupled to a spectrometer (Ocean Optics HR4000 Custom) that shows an optimized detection range of 350-800 nm. A function generator was used to synchronize the laser and spectrometer for gated measurements. The instrument lineshape of the spectrometer is a slightly asymmetric Lorentzian shape with a 0.2-nm full-width at half-maximum. The relative spectral response was calibrated using a 1500 K blackbody source. With a single 10 $\mu$s integration time, the signal-to-noise ratio was 5. With a 100 ms integration time and five-pulse average, the signal-to-noise ratio exceeded 125. The experimental setup is shown in Figure 59.

![Figure 59. Experimental setup for observing TiO emissions during mid-IR ablation of Ti in air.](image)

The wafers were 99.9% pure titanium (MTI Corporation), single-side polished. The samples were stored in a desiccator, to reduce but not eliminate surface oxidation. The nominal titanium density of 4.5 g/cm$^3$, thermal diffusivity of 0.072 cm$^2$/s and heat of vaporization of 8.88 MJ/kg are assumed. The cryostat was mounted on a translation stage and was moved every 2-3 shots to avoid the formation of craters. Damage sites on
the wafer were measured with a white light interferometer (Zygo ZeGage) with 0.1-nm depth resolution.

6.3 Results

6.3.1 Craters

Figures 60(a-g) depict the effects of laser ablation of Ti wafers in ambient laboratory air, and Figure 61 shows the corresponding crater depth profiles. In the experiments, single pulse effects show no splatter and very little melt flow. The occurrence of raised center is likely due to the thermocapillary effect [1]. The features for two shots at 10 Hz repetition rate are similar to the single shot case, but more pronounced in depth and height of the protrusion relative to the crater depth. Using energy balance, the vaporization threshold of titanium can be calculated as

\[ I_v = \rho L_v \sqrt{\kappa / t}, \]

and the melt threshold is

\[ I_m = \rho L_m \sqrt{\kappa / t}, \]

where \( \rho \) is the density, \( L_v \) and \( L_m \) are the latent heats of vaporization and melt, respectively, \( \kappa \) is the thermal diffusivity, and \( t \) is the pulse duration. This definition yields a peak irradiance vaporization threshold of 1.42 MW/cm\(^2\), which is about twice the irradiance of the 300 \( \mu \)s pulse and approximately one third the irradiance of the 60 \( \mu \)s pulse. Both pulse durations provide an irradiance above the melt threshold, which is found to be 0.07 MW/cm\(^2\). The thermal diffusion length can be taken as \( L \approx \sqrt{\kappa t} \approx 20 \ \mu\text{m} \) using the pulse duration of the laser. For a beam diameter of 614 \( \mu\text{m} \), there is not much transverse heat conduction. Figure 60(a) shows that melt features are relatively confined to an area approximately equal to the beam area. The inter pulse period is 100 ms, while the time for heat to conduct a distance equal to the spot diameter is on the order of 1 ms, but the dramatic increase in crater depth from two to three shots indicates the pulse are not completely thermally isolated.
Figure 60. Optical microscopy images of single, double, and triple pulse laser damage (a-c), and white light interferometric images (d-f). $\lambda = 2947 \text{ nm}$, $\tau_p = 60.23 \mu \text{s}$, $\omega_0 \approx 307 \mu \text{m}$, $F = 250 \text{ J/cm}^2$, Material: Ti, $P = 760 \text{ Torr}$, $T = 300 \text{ K}$.

Figure 61. Crater depth profiles. $\lambda = 2947 \text{ nm}$, $\tau_p = 60.23 \mu \text{s}$, $\omega_0 \approx 307 \mu \text{m}$, $F = 250 \text{ J/cm}^2$, Material: Ti, $P = 760 \text{ Torr}$, $T = 300 \text{ K}$.
6.3.2 Optical Emission Spectra

Figure 62 displays spatially and temporally averaged emission spectra from various TiO bands [105] resulting from 60 µs mid-infrared laser ablation of Ti wafers in air. \( \Delta v = \pm 1 \) and 0 sequences are observed for the \( C^3\Delta \rightarrow X^3\Delta \), \( B^3\Pi \rightarrow X^3\Delta \), and \( A^3\Phi \rightarrow X^3\Delta \) transitions.

![Graph showing emission spectra with labels for C→X, B→X, and A→X transitions.](image)

**Figure 62.** Spatially and temporally averaged TiO emission spectra after laser ablation with \( \lambda = 2947 \) nm, \( \tau_p = 60.23 \) µs, \( \omega_0 \approx 307 \) µm, \( F = 250 \) J/cm\(^2\), Material: Ti, \( P = 760 \) Torr, \( T = 300 \) K.

The spatial and temporal averaging complicates the interpretation of a temperature, since the temperature evolves non-linearly over the lifespan of the plume. At the shortest integration time of 10 µs, which is long compared to atomic and molecular interactions but still shorter than the lifetime of the plume, no atomic or ionic emissions were observed at any delay time relative to the laser pulse. Thus, Figure 62 shows that the plume is likely dominated by TiO molecular emissions rather than atomic or ionic emis-
Figure 63 shows the integrated intensity of the TiO emissions with background pressures between 1 and 1000 mTorr.

Figure 63. Temporally integrated intensity of TiO emissions. \( \lambda = 2947 \text{ nm}, \tau_p = 60.23 \mu s, \omega_0 \approx 307 \mu \text{m}, F = 250 \text{ J/cm}^2, \text{Material: Ti, } P = 1 (\cdot), 100 (\cdot), 200 (\cdot), 500 (\cdot), \text{ and } 1000 \text{ mTorr (\cdot)}, T = 300 \text{ K}. \) Dashed black lines are blackbody background signal.

The dashed black lines represent a blackbody background with emissivity \( \epsilon = A/\lambda \), where \( A \) is the amplitude in counts, and \( \lambda \) is the wavelength. Typical background signals in diatomic emission spectroscopy can be fit to linear, quadratic, or blackbody functional forms (see Reference [82]), and combustion studies often assume a blackbody with emissivity of \( 1/\lambda \) or \( 1/\lambda^2 \) (see Reference [93]). The latter approach was chosen here due to the higher background signal, more reminiscent of aluminum combustion studies[82]. The amplitude of the background, \( A \), scaled from 800 to 3900 as pressure increased from 1 to 1000 mTorr. The background amplitude can have significant impacts on the fitted temperature. For example, in Reference [41], changing the linear background for a normalized TiO emission spectra from 0.2 to 0.3 lowered the fit temperature (i.e. the molecular temperature of TiO, not the blackbody background temper-
ature, but in thermodynamic equilibrium, the two temperatures would be equal) from approximately 5300 K to 3400 K. The background temperature in the current study was between 2350 and 2600 K, with normalized background amplitudes between 0.21 and 1, but care should be taken when interpreting this quantitatively. While there is insight to be gained from the background fit, the current application is to simply background-subtract the spectra in order to compare spectrally integrated emissions at different background pressures. At a background pressure of 1 mTorr, there are no detected TiO emissions. The $\Delta v = 0$ sequence of the TiO $A \rightarrow X$ band is barely discernible at a background pressure of 100 mTorr. By 200 mTorr, the $\Delta v = -1,0$ sequences of the $B \rightarrow X$ band and the $\Delta v = +1$ sequence of the $A$ band are seen. As pressure is increased to 1000 mTorr, the amplitude of each sequence increases, as does the overall background signal. The spectrally integrated intensity (including background) of TiO emissions as a function of pressure is shown in Figure 64. The signal-to-noise ratio is less than 3 at 1 and 100 mTorr, but after 200 mTorr, the integrated intensity scales as $P^{1/3}$.

![Figure 64](image.png)

**Figure 64.** Spectrally integrated intensity of TiO emissions. $\lambda = 2947$ nm, $\tau_p = 60.23$ $\mu$s, $\omega_0 \approx 307$ $\mu$m, $F = 250$ J/cm$^2$, Material: Ti, $P$ : varied, $T = 300$ K.
Figure 65 shows the integrated intensities of the three sequences after correcting for the blackbody background.

Figure 65. Integrated emission intensity of background-corrected TiO $B \rightarrow X \Delta v = 0$ ($\cdot$), $B \rightarrow X \Delta v = -1$ and $A \rightarrow X \Delta v = +1$ ($\cdot$), and $A \rightarrow X \Delta v = 0$ ($\cdot$) emissions. $\lambda = 2947$ nm, $\tau_p = 60.23$ µs, $\omega_0 \approx 307$ µm, $F = 250$ J/cm$^2$, Material: Ti, $P$ : varied, $T = 300$ K.

The $\Delta v = 0$ sequence of the $A \rightarrow X$ transition accounts for most of the TiO signal, and the total intensity of all the sequences is only 10% of the total integrated intensity (shown in Figure 64) at 1000 mTorr. Thus, from 1 to 1000 mTorr, nearly 90% of the signal intensity increase comes from the blackbody background, rather than from TiO emissions.

For pseudo-time resolved measurements, the 300 µs pulse was used. Even though the irradiance is below the calculated vaporization threshold, mass removal did occur, and the longer pulse duration provides more time steps with the minimum gate of 10 µs. Figure 66 shows the gated spectra measurements with a 50 µs gate and 10 µs gate inset. The laser pulse temporal profile is shown in red.
Figure 66. Integrated intensity of TiO emissions with 50 µs gate, and 10 µs gate (inset). \( \lambda = 2947 \text{ nm}, \tau_p = 300 \mu s, \omega_0 \approx 307 \mu m, F = 250 \text{ J/cm}^2, \) Material: Ti, \( P = 760 \text{ Torr}, T = 300 \text{ K}. \) Laser pulse temporal profile in red.

TiO emissions begin around 200 µs delay from the start of the laser pulse and grow to a maximum at 300 µs with the 50 µs gate. The inset showing the measurements using a 10 µs gate indicates that the intensity oscillates several times between 280 and 350 µs. While this is not truly time-resolved spectroscopy, the gating is still short compared to the lifetime of the plume, and thus provides information on its overall evolution.

6.4 Kinetics Model and DEIVI Simulations

To understand the relative intensities of the TiO emissions, their dependence on background pressure, and their temporal evolution, a spatial and temporal chemical kinetics model is needed. As a starting point, spatial evolution of the plume will be deferred until later, and a time-dependent kinetics model will be constructed first. TiO is much more complicated than AlO, but the process can be simplified greatly by only
tracking the population in the electronic level rather than in each rovibrational state. The key mechanisms are shown in Equations 26-30.

\[
\begin{align*}
\text{Ti} + \text{O}_2 & \xrightarrow{k_1} \text{TiO}(X) + \text{O} \\
\text{O} + \text{O} & \xrightarrow{k_2} \text{O}_2 \\
\text{TiO}(i) + M & \xrightarrow{k_{ij}} \text{TiO}(j) + M \\
\text{TiO}(j) + M & \xrightarrow{k_{ji}} \text{TiO}(i) + M \\
\text{TiO} + M & \xrightarrow{k_{dM}} \text{Ti} + \text{O}
\end{align*}
\]

Equation 26 is the chemical mechanism for the formation of molecular TiO\( (X^3\Delta) \) ground state from the oxidation of the atomic Ti\( (\alpha^3F) \) ground state. Equation 27 is the recombination of molecular oxygen, which does not play a significant role here due to the relatively small amount of Ti removed from the surface. This mechanism would be more important if sufficient atomic Ti was in the plume such that the molecular oxygen was appreciably depleted. Equation 28 represents the excitation of TiO from electronic state \( i \) to \( j \) (e.g. from \( A \) to \( B \)) via collisions with species \( M \), where \( M \) is any atomic or molecular species in the plume. Even though the spectra in Figures 63-66 only include the A→X and B→X transitions, the TiO\( (C^3\Delta) \) will be included as well. Equation 29 is the collisional quenching of excited TiO. Equation 30 is the collisional dissociation of TiO.

The rates in Equations 26-30 are given in Table 9, and assumed to follow an Arrhenius form,

\[
k(T) = A \left( \frac{T}{298} \right)^n \exp \left( \frac{E_a}{RT} \right)
\]

where the units of \( A \) depend on the order of the reaction, and are \( \text{cm}^3/\text{s} \) for bi-molecular reactions, \( E_a \) is in kJ/mol, and \( T \) is in Kelvin. The values for \( k_1 \) are from Reference [106], and \( k_2 \) is from Reference [95]. Even though that expression for \( k_1 \) is only valid up to 600 K, it does not effect the relative concentrations of the A, B, and C states. The pre-
The exponential term for the collisional excitation and quenching rates are assumed to be typical bi-molecular rates.

### Table 9. TiO Kinetics Rate Coefficients

<table>
<thead>
<tr>
<th></th>
<th>(A)</th>
<th>(n)</th>
<th>(E_a)</th>
<th>(T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k_1)</td>
<td>(1.69 \times 10^{-10})</td>
<td>0</td>
<td>11.6</td>
<td>300 – 600</td>
</tr>
<tr>
<td>(k_2)</td>
<td>(9.26 \times 10^{-34})</td>
<td>-1</td>
<td>-</td>
<td>300 – 5000</td>
</tr>
<tr>
<td>(k_{XA} = k_{AX})</td>
<td>(2.5 \times 10^{-12})</td>
<td>0</td>
<td>168</td>
<td>-</td>
</tr>
<tr>
<td>(k_{XB} = k_{BX})</td>
<td>(2.5 \times 10^{-12})</td>
<td>0</td>
<td>194</td>
<td>-</td>
</tr>
<tr>
<td>(k_{XC} = k_{CX})</td>
<td>(2.5 \times 10^{-12})</td>
<td>0</td>
<td>231</td>
<td>-</td>
</tr>
<tr>
<td>(k_{AB} = k_{BA})</td>
<td>(2.5 \times 10^{-12})</td>
<td>0</td>
<td>26</td>
<td>-</td>
</tr>
<tr>
<td>(k_{AC} = k_{CA})</td>
<td>(2.5 \times 10^{-12})</td>
<td>0</td>
<td>63</td>
<td>-</td>
</tr>
<tr>
<td>(k_{BC} = k_{CB})</td>
<td>(2.5 \times 10^{-12})</td>
<td>0</td>
<td>37</td>
<td>-</td>
</tr>
<tr>
<td>(k_d)</td>
<td>(1 \times 10^{-12})</td>
<td>0</td>
<td>703</td>
<td>-</td>
</tr>
</tbody>
</table>

The initial conditions of the kinetics model are that at \(t = 0\) the concentration of \(O_2\) is that of ambient air and \(T = 300K\). The concentration of Ti is calculated using the DEIVI software first described in Chapter 4. The measured spatial and temporal laser beam profile of the 300 \(\mu s\) waveform are used for the laser inputs, and nominal, temperature-independent material parameters from Table 3 in Chapter 3 are used. A grid spacing of 2 cells/\(\mu m\) is used, corresponding to 40 cells across the thermal diffusion length during the pulse, approximately 12 cells along the depth of the crater after one pulse, and approximately 7 cells across the mean free path of the plume at the vaporization temperature of titanium and three times ambient air pressure. The simulation duration is 500 \(\mu s\). The temperature of the evaporated Ti is taken to be the plume temperature, and the concentration of \(O_2\) and \(N_2\) are assumed to be their respective partial pressures relative to the background pressure.
6.5 Discussion

Figure 67 shows the measured spectrally integrated emission signal (including background) and the simulated plume emission intensity as a function of time. The simulated plume temperature peaks at nearly 4000 K, and the plume pressure peaks at approximately 1.5 times ambient air pressure 290 µs after the laser pulse starts. The growth of the emission signal and even minor oscillations observed with the 10 µs gate are seen in the simulated plume. Changing the initial concentration of molecular oxygen does not affect the total simulated signal, which is likely because the kinetics model is over simplified.

![Figure 67. Measured (solid line) and simulated (dashed line) integrated TiO emission intensity with 50 µs gate and 10 µs gate (inset).](image)

The 60-300 µs pulse duration in the current study lead to significantly lower peak irradiance than typically used for time-resolved experiments, and worse signal-to-noise and signal-to-background ratios[9, 41, 102]. However, the spatially and temporally av-
averaged spectra in this study appear qualitatively similar to temporally-resolved spectra recorded in other studies at time delays of several tens of $\mu$s after ablation with shorter wavelength and higher peak irradiance. Figure 68 shows the $\Delta \nu = 0$ sequence of the $B \rightarrow X$ transition spatially and temporally averaged in the current study compared to the $32 \mu s$ gated measurement at $75 \mu s$ delay from Reference [41] where a 1064 nm Nd:YAG laser with a pulse duration of 13 ns (peak irradiance of 10 TW/cm$^2$) was used. Parigger et al found the temperature from a fit of diatomic linestrengths to be between $3,434 \pm 714$ K and $5,322 \pm 1190$ K, depending on the background level used[41].

Figure 68. Temporally and spatially averaged emission from the $\Delta \nu = 0$ sequence of the $B \rightarrow X$ transition in the current study (top) and time-resolved emission at a delay of $75 \mu s$ from Parigger et al (bottom).

Figure 69 compares the $\Delta \nu = -1$ sequence of the $A \rightarrow X$ transition measured in the current study to Reference [102] which used a 532 nm, 7 ns laser with a peak irradiance
of 64 GW/cm². Giacomo et al measured the spectra at a delay of 32 µs and a gate width of 2 µs[102]. Parigger et al fit that data using the diatomic linestrength model and found the temperature to be 2170 ± 60 K[41]. The signal-to-noise ratio in the current study makes a direct comparison of this sequence particularly difficult, but that temperature is inline with the blackbody background temperature found in this study.

Figure 69. Temporally and spatially averaged emission from the Δν = −1 sequence of the A → X transition in the current study (top) and time-resolved emission at a delay of 32 µs from Giacomo et al (bottom).

Overall, the spectra in the current study, though spatially averaged and with limited time-resolved data, are remarkably similar to spectra observed at long delay times after ablation at much shorter pulse durations and higher irradiances. The simulations
in DEIVI show the peak pressure and temperature in the plume being too low to cause significant atomic or ionic emissions. The conditions at the end of the pulse in this study are more like the plume in nanosecond ablation studies after approximately 50 µs, i.e. after the plume has thermalized and the temperature becomes more conducive to molecule formation. In Chapter 5, it was surmised that the lack of atomic or ionic emissions could indicate that the shock front is comparatively weak and the plume thermalizes rapidly. Here the DEIVI simulations and time-resolved data confirm that is the case for Ti.

6.6 Conclusions

Long pulse mid-IR ablation of Ti in air and vacuum produces TiO emission consisting of the $A \rightarrow X$, $B \rightarrow X$, and $C \rightarrow X$ molecular electronic transitions and associated vibrational sequences. TiO emissions are first identifiable at 100 mTorr, and from 200 to 1000 mTorr, the total TiO signal (including background) increases as the cube root of pressure. The relatively large linewidth of the spectrometer and low signal-to-noise and signal-to-background ratios in the current study preclude detailed rovibrational analysis, and the fitting of simple diatomic model is incredibly more complex for TiO than for AlO. However, the spectra observed in this study are remarkably similar to those seen at long time delays after traditional ablation conditions (> GW/cm² peak irradiance, nanosecond pulse duration, \( \leq \) 1064 nm wavelength). Simulations in DEIVI show that peak temperature and pressure in the plume are not sufficient to create significant atomic and ionic emissions seen in such other studies. A peak temperature of approximately 4000 K is inline with molecular temperatures at long time delays as measured by Parigger and Giacomo. A simple chemical kinetics model, using the temperature and evaporated Ti volume from DEIVI predicts temporal behavior of the total TiO emission intensity that matches the measured signal relatively well. However, the pressure-
dependence of the total integrated emission intensity is not captured by the simple kinetics model, which is an area for future development.
7. Conclusions

7.1 Conclusions

Pulsed laser ablation has been studied with the aim of identifying unifying trends and relationships among various experimental conditions. The mid-level focus of this dissertation was to explicitly avoid seeking low-level trends that are only applicable within a narrow subset of laser ablation research and high-level insights that are not of practical utility. To that end, four experiments were performed, sampling many orders of magnitude in laser parameters (28 ps to 300 µs in pulse duration, 3 J/cm² to 25 kJ/cm² in fluence), material properties (thermal diffusivity from 0.07-0.9 m²/s, absorption coefficient from $10^{-10^6} \text{cm}^{-1}$), and environmental conditions (background pressure from $10^{-6}$ – 760 Torr, sample temperature from 77 – 700 K). Numerical simulations were also performed in DEIVI, providing insight to experimental data by revealing the numerous physical processes at work.

In Chapter 3, aluminum, silicon, titanium, germanium, and indium antimonide were ablated at 1064 nm in ambient laboratory air with pulse durations ranging from 100 picoseconds to 100 microseconds and characterized with optical and laser confocal microscopy. Highly focused spots of 10 µm produced fluences of 0.004-25 kJ/cm² and irradiances spanning $4 \times 10^6$-$10^{14}$ W/cm². Single pulse hole depths range from 84 nm to 147 µm. A quasi-one dimensional thermal model established a set of non-dimensional variables for hole depth, fluence, and pulse duration. For pulse durations shorter than the radial diffusion time, the hole depth exceeded the thermal diffusion length, and for pulses longer than this critical time, holes much smaller than the thermal diffusion depth were produced. The greatest hole depth was achieved with the 1 µs pulse duration on all materials tested. This corresponds to the condition where the pulse duration is comparable to the radial thermal diffusion time. For all pulse durations, and all
fluences above approximately 100 times the ablation threshold for each material, hole depth scaled approximately as fluence to 0.3-0.4 power. The power-law exponent is inversely proportional to the shielding of the laser pulse by ejected material, and shielding was maximized between 1 and 100 ns pulse duration for each material. Using the thermal scaling variables, the asymptotic crater depth behavior can be described independent of specific materials.

In Chapter 4, the quasi-one dimensional model developed in Chapter 3 was extended to shorter pulse durations, as well as lower background pressures and multimode beams. Low transverse order Gaussian beams at 1064 nm wavelength and 28 ps pulse duration were used to ablate Al, Si, Ti, Ge, and Insb in air, and Ge in vacuum. Crater depths and volumes, as well as volume of material above the surface were measured using a laser confocal microscope. Crater depths were found to plateau with increasing fluence on each material, and crater depths on Ge in vacuum were slightly higher than in air. Crater volume above and below the surface was found to increase linearly with fluence for all materials in air. In vacuum, the volume of material above the surface was less than in air, and increased at a lower rate with increasing fluence. The ratio of volume above the surface to volume below the surface was found to plateau for all materials to approximately 0.7 in air, and 0.4 for Ge in vacuum. The ablation efficiency, defined as atoms removed per incident photon was higher at low fluences, and decreased to approximately 0.004 for all materials at higher fluences.

Simulations using the Directed Energy Illumination Visualization tool showed that bulk melt flow out of the crater caused by the evaporation recoil pressure dominated at higher fluences. Plateauing of crater depth with fluence was caused by melt re-flow into the crater, which effects smaller crater widths more than larger ones, as evidenced by comparing multi-mode results to TEM00 simulations. Recondensation of evaporated material was identified as the main difference between craters formed in air versus vac-
uum, and the Knudsen layer jump conditions in DEIVI were modified to account for an estimated \( \approx 20\% \) recondensation rate. The simulations showed a resulting reduction in evaporation, which created less recoil pressure, driving less melt out of the crater. Higher resolution simulations and additional experimental data comparing different order modes are needed to further explore the effects of diverse spatial fluence distributions.

In addition to the laser damage experiments in Chapter 3 and 4, optical emission spectroscopy of the plume of ablated material was also studied. The long pulse ablation of aluminum and titanium wafers in ambient air using an Er:YAG laser at 2.94 \( \mu m \) wavelength was performed, and visible emission spectra collected during ablation showed molecular electronic transitions of AlO and TiO, respectively. For AlO, the spectra is assigned to the \( B^2\Sigma^+ \rightarrow X^2\Sigma^+ \) molecular electronic transition. A rovibronic model including self-absorption within the plume was developed to determine the molecular temperature, and a temperature of approximately 3000 K was found from fitting the model to the observed spectra. A greybody background, with an emissivity of approximately \( 1.3 \times 10^{-6} \) was observed, implying a low volume mixing fraction of particulates in the plume.

TiO spectra were measured in the wavelength range of 500 nm to 750 nm, and molecular signatures included bands of the \( C^3\Delta \rightarrow X^3\Delta \alpha, B^3\Pi \rightarrow X^3\Delta \gamma', \) and \( A^3\Phi \rightarrow X^3\Delta \gamma \) transitions. The blackbody background signal was found to have a temperature between 2350 K and 2600 K from 1 to 1000 mTorr background pressure. With background pressures \( P = 200 \text{ –} 1000 \text{ mTorr} \) the total spectrally integrated emission intensity scaled as \( P^{1/3} \). The spatially and temporally averaged spectra appear to be in qualitative agreement with previous temporally resolved studies that employed shorter wavelengths and shorter pulse durations than utilized in this work. Simulations in DEIVI show that peak temperature and pressure in the plume are not sufficient to create significant atomic and
ionic emissions seen in such other studies. A peak temperature of approximately 4000 K is inline with molecular temperatures at long time delays as measured by Parigger and Giacomo.

The molecular electronic emissions from both AlO and TiO dominate the spatially and temporally averaged signals. In both cases, there is little or no evidence of atomic or ionic emissions, which are prevalent in ablation at shorter wavelengths and shorter pulse durations (i.e. higher irradiance). In both experiments, the temperature inferred from the spectra is similar to the long term plume temperature (e.g. after approximately 50 µs of propagation) from other studies, implying that by the time the plume thermalizes and molecular formation occurs, the exact nature of the ablation process is unimportant. It is concluded that in the present experiments, the combination of longer wavelength and lower irradiance produces a shock front that is dramatically weaker than in traditional experiments. This explains the absence of atomic and ionic emissions, as well as the molecular temperature being so close to the vaporization temperature for each material studied.

In terms of the non-dimensional scaling variables introduced in Chapter 3, the subsequent experiments can be interpreted in a common framework. The key ablation criteria found between 100 ps and 100 µs at 1064 nm in air using a TEM_{00} mode was \( f^* >> 1 \) and \( t^* << 1 \) lead to \( h^* > 1 \). Using higher-order Gaussian modes at a pulse duration of 28 ps, this criteria was again observed, and it was found that the higher modality of the incident beam decreased the exponent of the power-law fit to crater depth versus fluence. The resulting shielding parameter was comparable to that seen at 100 ps, implying that the scaling variables still work down to 28 ps, which is near the threshold for applicability of a thermal description of ablation. It is concluded that for a constant fluence (well above threshold), as \( t^* \) decreases, \( h^* \) increases, and the slope of the \( h^* \) versus \( f^* \) line is a function of laser beam mode structure.
The long-pulse mid-IR ablation of Al and Ti can also be interpreted in terms of the non-dimensional variables. For both cases, $f^* \approx 1$ and thus significant mass removal was not expected. The observed spectra can then be interpreted in this context as well: $f^* >> 1$ and $t^* << 1$ are also necessary conditions for creation of a strong shock front. Mass removal and spectroscopic signal attributes are undoubtedly related, but the novel conclusion here is that the same simple 1-dimensional thermal scaling of laser and material parameters provides a framework to interpret spectroscopic data as well as crater formation.

There is still much work to be done in order to fully populate the space of potential scaling variables, trends, and heuristics across relevant regimes in laser ablation. However, this dissertation provides a robust starting point for laser ablation researchers looking to: 1) optimize laser damage effects (either minimize or maximize), 2) compare laser damage experiments on different materials at different wavelengths, or 3) build intuition on what to expect before starting an experiment under an entirely different set of conditions. The next section includes a recommendation of additional experimental and theoretical works.

### 7.2 Way Forward

Perhaps the most accessible and important next step is high-resolution DEIVI simulations of the cases in Chapter 3. Computational limitations and run time constraints precluded doing so in this dissertation. However, it is expected that significant insight would be gained, as it was in the much more limited scope of Chapter 4. In that same light, additional DEIVI simulations of the long pulse mid-infrared ablation of metals would potentially make up for the lack of spatially and temporally-resolved emission spectroscopy data. A simple chemical kinetics models could be integrated into DEIVI, since the code already spatially and temporally tracks the number density of species
in the plume. Again using DEIVI, simulations of additional non-TEM₀₀ fluence distributions could strengthen the conclusions drawn in Chapter 4. Additional wavelengths should be modeled in DEIVI, seeing that it is significantly easier than finding (functioning) lasers at wavelengths of interest.

As for experiments, damage testing of more materials in the same experimental apparatus (preferably the same one as Chapter 3, or at least as close as feasible) would help validate and verify the thermal scaling variables. For example, thermal diffusivity is a key factor in the non-dimensional scaling variables, so materials with higher (e.g. copper, gold, or carbon) and lower (e.g. inconel or silicon dioxide) values than the present study should be investigated. Extremely fine steps in fluence, background pressure, and sample temperature would dramatically increase the accuracy of the insights drawn in Chapters 3 and 4.

Finally, hundreds of incredibly high-resolution optical and laser confocal microscopy images are available for quantitative analysis. Chapter 4 provided a small preview of the level of detail in these images, and there is still much more that could be learned. Splat- ter and other crater features can be studied using numerous image processing techniques (such as histogram of oriented gradients) and machine learning tools (such as stacked sparse autoencoders). The material samples from Chapters 3 and 4 could also be analyzed using surface-enhanced Raman spectroscopy to investigate phase changes during ablation (e.g. formation of amorphous silicon). There is clearly no shortage of ideas for additional studies, and it is the sincere hope of the author that this dissertation provides a useful contribution to the future of laser ablation research.


This dissertation covers pulsed laser ablation of Al, Si, Ti, Ge, and InSb, with pulse durations from tens of picosecond to hundreds of microseconds, fluences from ones of J/cm$^2$ to over 10,000 J/cm$^2$, and in ambient air and vacuum. A set of non-dimensional scaling factors was created to interpret the data relative to the laser and material parameters, and it was found that pulse durations shorter than a critical timescale formed craters much larger than the thermal diffusion length, and longer pulse durations created holes much shallower than the thermal diffusion length. Low transverse order Gaussian beams with a pulse duration of 28 ps were used to ablate the materials in air and vacuum. It was found that plateauing of crater depth with increasing fluence was due to melt-reflow into the crater and recondensation of evaporated material. Long pulse mid-infrared ablation of aluminum and titanium in air was found to produce aluminum monoxide and titanium monoxide, respectively. The spectra were similar to those observed in ablation studies using shorter wavelength and higher irradiance lasers, despite the much weak shock front in the current study.

Pulsed laser ablation, laser damage, laser confocal microscopy, optical emission spectra