3-14-2014

Hydrothermal Crystal Growth of Lithium Tetraborate and Lithium y-Metaborate

Jeffrey J. Graham

Follow this and additional works at: https://scholar.afit.edu/etd

Recommended Citation
https://scholar.afit.edu/etd/648

This Thesis is brought to you for free and open access by the Student Graduate Works at AFIT Scholar. It has been accepted for inclusion in Theses and Dissertations by an authorized administrator of AFIT Scholar. For more information, please contact richard.mansfield@afit.edu.
HYDROTHERMAL CRYSTAL GROWTH OF LITHIUM TETRABORATE
AND LITHIUM γ-METABORATE

THESIS

Jeffrey J. Graham, Captain, USAF
AFIT-ENP-14-M-12

DEPARTMENT OF THE AIR FORCE
AIR UNIVERSITY
AIR FORCE INSTITUTE OF TECHNOLOGY

Wright-Patterson Air Force Base, Ohio

DISTRIBUTION A: APPROVED FOR PUBLIC RELEASE; DISTRIBUTION IS UNLIMITED.
HYDROTHERMAL CRYSTAL GROWTH OF LITHIUM TETRABORATE AND LITHIUM $\gamma$-METABORATE

THESIS

Presented to the Faculty
Department of Engineering Physics
Graduate School of Engineering and Management
Air Force Institute of Technology
Air University
Air Education and Training Command
in Partial Fulfillment of the Requirements for the
Degree of Master of Science

Jeffrey J. Graham, BS
Captain, USAF

27 March 2014

DISTRIBUTION A: APPROVED FOR PUBLIC RELEASE; DISTRIBUTION IS UNLIMITED.
HYDROTHERMAL CRYSTAL GROWTH OF LITHIUM TETRABORATE AND
LITHIUM $\gamma$-METABORATE

Jeffrey J. Graham, BS
Captain, USAF

Approved:

//signed//

Capt Timothy W. C. Zens, PhD
(Chairman)

Date
7 March 2014

//signed//

J. Matthew Mann, PhD (Member)

Date
28 February 2014

//signed//

James C. Petrosky, PhD (Member)

Date
28 February 2014
Abstract

This work attempted to grow lithium tetraborate ($\text{Li}_2\text{B}_4\text{O}_7$) crystals using the hydrothermal growth technique. If sufficient mastery over lithium tetraborate growth can be achieved, the crystals hold promise for use as solid-state neutron detectors.

The initial experiment, a spontaneous nucleation reaction, utilized dissolution and precipitation region temperatures of 565°C and 490°C, respectively, for ten days, with $10^{-6}$ M LiOH as the mineralizer solution. This successfully transformed 4.03 g of fine $\text{Li}_2\text{B}_4\text{O}_7$ powder into small (1-3mm) lithium tetraborate crystals, as validated using Single Crystal X-Ray Diffraction (SXRD). Transport growth was conducted with Czochralski-grown $\text{Li}_2\text{B}_4\text{O}_7$ as a seed crystal and attempted a transport growth reaction with dissolution and precipitation zones at 535°C and 495°C, held for eight days, and in $10^{-6}$ M LiOH. All of the $\text{Li}_2\text{B}_4\text{O}_7$, including the seed crystal, dissolved and produced two $\gamma$-$\text{LiBO}_2$ crystals, spontaneously nucleated, toward the middle of the tube. Solved crystal parameters were $a = b = 4.1961\text{Å}$, $c = 6.5112\text{Å}$, in the tetragonal space group $I\overline{4}2d$. They were of good local optical clarity. Both had major dimensions on the order of 10 mm.

A phase study was conducted, in which $\text{Li}_2\text{B}_4\text{O}_7$ powder and LiOH mineralizer were left to reach thermodynamic equilibrium over the course of three days, with a 25°C gradient to allow the material to dissolve and reform. It was discovered that $\gamma$-$\text{LiBO}_2$ is the stable phase of the boron-lithium-oxygen system at temperatures between 350°C and 550°C, and furthermore that it is necessary to quench the reaction, lest the material re-dissolve and precipitate as a hydrated phase, $\text{Li}_3\text{B}_5\text{O}_8(\text{OH})_2$. 

iv
Solubility experiments performed on a Czochralski-grown tetraborate crystal, and conducted at 450°C and 500°C, showed that the Li$_2$B$_4$O$_7$ was converting spontaneously to $\gamma$-LiBO$_2$ without the presence of a temperature gradient. In a 24 hour period at 450°C, 15% of the Li$_2$B$_4$O$_7$ dissolved; this compares to about 2% for $\gamma$-LiBO$_2$ under similar conditions. Subsequent experiments showed that Li$_2$B$_4$O$_7$ formed under kinetic growth conditions, whilst $\gamma$-LiBO$_2$ was to be found under thermodynamic conditions. This work indicates that high-quality Li$_2$B$_4$O$_7$ is not suitable for hydrothermal growth.

A transport $\gamma$-LiBO$_2$ growth reaction using one of the spontaneously nucleated $\gamma$-LiBO$_2$ crystals from the first attempted transport reaction, and crystalline feedstock. Unfortunately, the feedstock did not dissolve as rapidly as expected, and the seed crystal dissolved. The only products were crystals smaller than those of the original feedstock. Consideration of the possible differences between the cases pointed to the feedstock as the key difference. The structures of Li$_2$B$_4$O$_7$ and $\gamma$-LiBO$_2$ support the theory that the tetraborate dissolves much more quickly than the metaborate, so that in the reactions with the Li$_2$B$_4$O$_7$ feedstock the solution was brought to supersaturation much more quickly. The author speculates that $\gamma$-LiBO$_2$ could be created effectively by the incorporation of Li$_2$B$_4$O$_7$ into the $\gamma$-LiBO$_2$ feedstock, in order to provide an early saturation to protect the seed crystal, but further experimental confirmation is still sought.
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HYDROTHERMAL CRYSTAL GROWTH OF LITHIUM TETRABORATE AND LITHIUM $\gamma$-METABORATE

1. Introduction

1.1 Motivation

Efficient and reliable neutron detection provides a number of valuable capabilities for basic science and practical application. Foremost, neutron emissions are a diagnostic signature for the presence of Special Nuclear Material (SNM). Tracking, and particularly detecting surreptitious supplies of, SNM is obviously of great interest to national—indeed global security. Such technology also has applications beyond national defense: efficient neutron detection has potential for use in laboratory settings—neutron imaging, neutron tomography, emission characterization, and so forth. Furthermore, the more efficient a neutron detector becomes, the smaller the flux of neutrons required to achieve a given effect, in the same way that 800 speed film needs less light to take a clear photograph than 400 [1]. Common knowledge—and As Low As Reasonably Achievable dose practice—indicates that reducing the neutron flux involved in a given process will have substantial benefits for safety, power requirements, and portability.

Detecting neutrons is unfortunately quite difficult. As neutral particles, they are restricted to interactions with the atomic nucleus, which occupies significantly less volume than an entire atom. Indeed, to order of magnitude, a nucleus has $10^{-10}$ the cross-sectional area of an atom, or about $10^{-1}$ barns. This can be compensated for, somewhat, by the use of nuclei with very large neutron capture cross-sections for...
thermal neutrons, in particular $^{10}\text{B}$ at $3.5 \times 10^3$ barns, $^{6}\text{Li}$ at $9.4 \times 10^2$ barns, and $^{3}\text{He}$ at $5.6 \times 10^3$ barns [2].

Once a nucleus captures a neutron, the resulting agglomeration will likely have excess energy it wants to shed, as a $\gamma$-ray, a $\beta$-particle, an Auger electron, a heavy charged particle (proton, triton, $\alpha$), or, in rare cases, fission fragments. These reaction products, as ionizing radiation, are much easier to detect than neutrons, and are known as secondary radiation. The challenge is for the secondary radiation travel without significant attenuation to a suitable detector, which is known as the secondary detector.

It is not impossible that the primary and secondary detector be one and the same; $\text{BF}_3$ gas, for instance, can serve both as the neutron reaction chemical and working medium for some types of gaseous detectors [1]. This is not necessarily ideal, however. For any radiation detection, the macroscopic cross-section $\Sigma$ of the detector material is a key performance parameter, calculated as

$$\Sigma = \sigma \rho,$$

(1)

where $\sigma$ is the microscopic cross-section ($\propto [\text{length}]^2$) and $\rho$ the number density of nuclei. It follows that the more numerically dense a detector material can be made, for a given stoichiometry and enrichment, the more likely it is to detect neutrons. Thus gaseous detectors, such as the $\text{BF}_3$ gas tube noted above, are not optimal from a reaction density standpoint.

It is also worth remarking that current neutron detection capabilities often suffer from certain practical difficulties. $\text{BF}_3$ and $^3\text{He}$ gas detectors are restricted in size by electric characteristics, must be kept sealed, require pure gasses, and must also be driven at several hundred volt potentials [1]. Nor is it particularly desirable to use $\text{BF}_3$, if it can be avoided: it is corrosive to flesh and very poisonous by
inhale; the US DoT forbids it on air transport; handling of the compressed gas
cylinders must be done with great care; the gas supply should neither be heated nor
allowed to chill below 29°C. In sum, a dangerous and logistically difficult substance
to have to use [3, 4]. 

3He is much safer, but is tremendously expensive—upwards of $2000/liter in 2010 and rising [5], particularly because the global supply of 3He is
waining [6]. Furthermore, though its cross-section is superior to that of either 6Li or
10B, the latter two have greater scope of chemistry with which to form solids and
liquids—that is to say, they have some. Helium’s extreme inertness restricts it to
use as a much lower density gas, impacting the macroscopic cross-section. Some
correspondents ( [7]) have observed that the 3He and BF3 detectors have an
advantage in being conceptually similar in the data analysis; the author grants this,
but asserts that this is completely overshadowed by their logistical costs. As for
pure lithium, its chemistry generally restricts it to use in scintillator crystals and
liquids [1]. Both of these technologies require photo-multiplier tubes driven at
kilovolt potentials. Such difficulties are, of course, surmountable, but inconvenient.
This work intends to take a step in bypassing these difficulties altogether.

The radiation detected also presents difficulties from a discrimination
standpoint. The most energetic reaction products are heavy charged
particles—alpha particles, tritium nuclei, and protons. Each reaction releases energy
according to the original nucleus; 6Li is the most energetic of these neutron capture
reactions, liberating 4.78 MeV in the form of 4He and 3H kinetic energy [1], but even
this could be swamped by the absorption of a sufficient number of gamma-rays.
60Co, for example, produces two gammas (1.1732 MeV and 1.3325 MeV) [8], ergo
four of these arriving within one integration time could easily be confused for a
neutron peak [9, 10]. Naturally, this is progressively more likely to occur as the
gamma intensity increases, but a practical detection model—particularly a model
focused on surveillance—cannot assume the absence of a powerful gamma ray source, particularly if neutron producing reactions are involved, or if an adversary has sought to incorporate materials to mask the target signature. Therefore, the larger the signal produced by a neutron interaction, and the less produced by gamma rays, the more effectively the detector can discriminate.

![Diagram showing neutron reaction cross-sections](image)

**Figure 1.** Various neutron reaction cross-sections for isotopes commonly used in detector apparatus [2]. \(^{3}\)He has a strong advantage in terms of its microscopic cross-section at thermal energies, but is difficult to compress and of limited availability; the lithium and boron are much cheaper, and have vastly more chemistry with which to form solids and liquids.

Lithium tetraborate (Li\(_2\)B\(_4\)O\(_7\)) holds promise as a nuclear detection material. Though it is still reliant on the nuclear reactions of boron and lithium discussed above, its solid form brings advantages not seen in gaseous or liquid detectors. These include a greatly increased density of target nuclei; ease of handling and storage; and potential advantages for signal emission. As regards this last point, there are indications that Li\(_2\)B\(_4\)O\(_7\) may be suitable for neutron detection both as a thermoluminescent substance, passively recording neutron interactions as thermally-released potentials within its structure [11–16], and as an active agent, in which nuclear reactions change the electronic properties of the material and allow
for immediate neutron detection [17]. Insofar as it is comprised of low-Z elements, it should be relatively gamma-insensitive [18]. However, to thoroughly exploit both of these potentials—and especially the second—it will be necessary to have abundant, relatively inexpensive semiconductor-quality Li$_2$B$_4$O$_7$ crystals.

1.2 Research Problem

Large scale growth of Li$_2$B$_4$O$_7$ has occurred by the Czochralski [19–21] and Bridgman [22, 23] methods. Unfortunately, these are not always optimal for growing lithium borates. Various species have shown to melt incongruently, and therefore unsuited to melt techniques [24], while flux growth methods can lead to undesirable inclusions as the flux cools and precipitates [25]. Borate melts may also have high viscosity, thereby forming glasses [24], which is detrimental to applications requiring long-range order. A further concern, particularly relevant to thermoluminescence and conductivity, is the incorporation of dopants within the system. Unfortunately, at least in the case of Bridgman growth, attempts to dope the crystal in bulk resulted in inhomogeneous dopant concentrations [26]. This is because the viscosity of the borate melts noted above acts as a barrier to homogeneous mixing of dopants into the melt for both Czochralski and other techniques reliant upon diffusion to achieve homogeneity. Finally, Brant and Swinney both note that [13, 27] the Czochralski method tends to form lithium and oxygen vacancies in the Li$_2$B$_4$O$_7$ lattice, though both are silent on the underlying cause. Lithium vacancies are naturally contradictory to the goal of forming an efficient neutron detector, as they represent a decrease in the number of possible neutron interactions. Furthermore, vacancies in general are not desirable if one is to create a single-stage semiconductor neutron detector, as they impede current flow and therefore reduce both the measurable signal and resolution [7, 28, 29].
Hydrothermal growth offers a promising method of overcoming the difficulties presented by other growth techniques, while providing high-quality crystals. The technique has been shown, in some cases, to avoid incongruent melting by dissolving the feedstock in an aqueous mineralizer solution. This enables it to grow large crystals not otherwise accessible, though it is by no means a panacea. Moreover, the technique does not require the high temperatures involved in melt processes, so that thermal strain and defect formation is reduced [29–31]. Additional advantages could arise if dopants can be adequately dissolved and subsequently incorporated into the lattice. Their complete mixing within the solution should give rise to a uniform distribution within the crystal, and consequently create a uniformly doped crystal [32]. This is in contrast to the flux and melt growth methods, in which lithium borates demonstrate high viscosities [24]. This increased resistance to fluid motion decreases turbulent mixing, as could be predicted heuristically by taking the derivative of the Reynold’s number with respect to viscosity, and likewise decreases atomic diffusion, in accordance with the Stokes-Einstein equation [33].

It is also worth observing that the hydrothermal technique can also purify the feedstock, isolating impurities from the feedstock in the solution. The astute reader may observe that purification is the reverse of the doping process lauded in the preceding paragraph; what actually occurs is dependent upon the specific reaction conditions, both thermal and chemical. Purification is more likely with small temperature differentials, in a thermodynamic growth regime—that is to say, the regime where the change in surface energy as the crystal grows dominates over the motion of the dissolved particles [34]. By definition, the crystal structure has no energetically favorable location for impurities, and these foreign materials are more stable in the surrounding plenum [28]. Therefore, if an impurity does crystallize on to the surface, it is very likely to redissolve before the bulk crystal can precipitate
around and trap it. By contrast, if the reaction conditions are tilted toward the kinetic side—for instance by increasing the temperature gradient—then an impurity molecule may be surrounded by stable crystal before it can escape. Likewise, the purity of the mineralizer solution is of tremendous importance; starting with a greater purity than that of the original crystal should prevent the formation of a solution saturated in impurities, preventing their precipitation, and contrariwise saturating the mineralizer with a dopant material will make it more likely to precipitate out. In either case, given a thermodynamic growth process, impurities can be expelled. And, insofar as the inclusion of impurities are energetically costly, the lower temperatures of the hydrothermal growth process will prove advantageous in this regard, just as it was for the formation of other defects. Though it is still axiomatic that the greater the purity of the starting material, the greater the purity of the finishing material, such an advantage cannot be ignored when endeavoring to create crystals sufficiently electronically perfect to serve in a single-stage detector.

Some progress has already been made toward the hydrothermal growth of lithium borate crystals. Byrappa made a limited exploration of hydrothermal Li$_2$B$_4$O$_7$ growth, with some success under subcritical conditions in dilute formic acid. Unfortunately, his product size was limited by the internal volume of his apparatus, and bulk growth was not demonstrated [35]. More recently, McMillen demonstrated the viability of growing γ-LiBO$_2$ hydrothermally, and evinced solubility and growth rates at and above the supercritical point of water that approached those of quartz [36]. This is extremely important from a practical, economic standpoint. Consider that a bulk growth autoclave is a considerable expense, and to be an economical proposition must produce a volume of crystal at least worth the cost of its acquisition and operation, plus a modest profit. The faster a profitable crystal can be grown, all other factors (heating energy expenses,
facilities maintenance, wages, management overhead, etc.) the smaller the operating
cost per run, and the faster that the autoclave can pay itself off. It follows directly
that the faster a high-quality crystal may be grown, the more likely it is to
transition from the laboratory to industry.

1.3 Research Scope

A great deal of work remains to be done before Li$_2$B$_4$O$_7$ can be made into a
practical neutron detector, including: establishing growth parameters, growing
sufficiently pure crystals, successfully and repeatedly doping the crystals,
performing neutron characterization, the creation of suitable electrical contacts, and
the electrical characterization of the crystals. This is enough work to keep a great
many researchers occupied for years. Therefore, in order to appropriately demarcate
the bounds of inquiry, this work is specifically focused upon optimizing the growth
of lithium metaborate crystals in hydrothermal solution. The following aspects are
planned:

- Spontaneous nucleation: create viable crystalline feedstock and solubility
  study samples.

- A phase study: identify what species are thermodynamically favored in the
  chosen mineralizer solution.

- Solubility studies: determine the degree to which Li$_2$B$_4$O$_7$ saturates the
  mineralizer solution as a function of temperature.

- Transport growth: demonstrate the practicality of growing Li$_2$B$_4$O$_7$ by the
  hydrothermal method, and get preliminary measurements of the crystalline
growth rate.
1.4 Thesis Summary

The remaining chapters of this work address topics as outlined below:

- **Theory** provides pedagogy in crystallography, crystallographic terminology, X-ray diffraction theory, solid-state physics, thermodynamics, and hydrothermal crystal growth as each applies to the work at hand. A section on the prior work in the field and the state-of-the-art is also provided.

- **Experimental Technique** covers the methods used in the research in a manner appropriate to the reader who desires to replicate the work in question, or who is unfamiliar with the particular operations.

- **Results and Analysis** contains the specific experimental data collected for this work and the reasoning about the implications.

- **Conclusions** contains a summary of the most salient inferences supported in the Results and Analysis section.
2. Theory

This is a pedagogical chapter. The section on crystallography addresses the basics of crystals and the emergence of some of their properties that make them valuable materials. It can be skipped by experienced crystallographers or solid-state physicists. The second section addresses hydrothermal growth, its principle of operation, advantages, and disadvantages. The final section covers prior work in the field and is intended to bring the reader to a general knowledge of the state of the field at the time of writing.

2.1 Crystallography

Having asserted the goal of growing lithium tetraborate crystals, it is germane to address what is meant by a crystal in a very precise sense, and to explore how the exactitude of their nature gives rise to a number of very useful properties not found in other states of matter.

Crystals are any arrangement of atoms, known as a basis, that repeat themselves in three dimensions. This basis may be as simple as a single atom, or it may be constructed of substantial molecules. The description of position of each instance of the basis throughout three-space is known as the lattice. Furthermore, all crystals are translationally invariant—which is to say, if one were to start at any point within a perfect crystal and travel in any straight line, one would periodically come to a point indistinguishable from the starting point. This countably infinite collection of loci within the crystal comprise a set of lattice points—each of which being only one of uncountably infinitely many possible sets to choose from. Furthermore, by performing the walk in three different directions—ideally chosen according to criteria discussed later in the work—it is possible to designate a
volume that repeats itself throughout the crystal. This volume makes a unit cell.

The simplest (primitive) unit cell provides the basic reference frame for describing a theoretical perfect crystal. After defining the positions and relations of atoms within one unit cell, those relations will repeat without variation, making the description of one unit cell sufficient to define the entire bulk of the crystal. An astute observer will further note that, as space is continuous and the crystal under consideration of infinite extent, there must be an infinite choice of points at which to begin, and likewise directions in which to walk; there is some call for a judicious choice of unit cell if crystallography is to make sense of its material. An example of this may be found, for two dimensions, in Figure 2. The blue circles are lattice points; the rectangle and parallelogram are possible unit cells based on the choice of direction one might walk. Both will, if repeated, generate the same lattice, but some choice must be made to use one or the other. On the one hand, the rectangle has orthogonal basis vectors in this plane, which would make some calculations more efficient, but at the cost of imposing new ones for the lattice point at its center. Moreover, the lattice clearly has a rotational symmetry—a six-fold rotation about the axis perpendicular to the plane, passing through the center of any of the lattice points; the rectangle and lozenge form potential cross-sections for a unit cell, in that they will generate the same lattice by infinite repetition. That said, the lozenge is superior as it represents the symmetry of the system.

![Figure 2. The circles are individual lattice points within the crystal. They could be atomic nuclei, the center of mass of some complex—those details are immaterial. Both the rectangle and lozenge form potential cross-sections for a unit cell, in that they will generate the same lattice by infinite repetition. That said, the lozenge is superior as it represents the symmetry of the system.](image-url)
points—and the rectangle does not. The parallelogram’s case is better: though the lack of orthogonal basis vectors $a_1$ and $b_1$ makes other aspects of the mathematics more tedious, in practice the advantages of basis vectors $a_2$ and $b_2$ already matched to lattice points provide the greatest utility [37]. More importantly, the parallelogram can be matched with two more parallelograms create a space-filling hexagonal tessellation which does capture the rotational symmetry, and is on that account alone preferable to the rectangle.

But if the second choice of vectors is preferable to the first for reasons of symmetry, then the best basis vectors would be those which maximize symmetry. Furthermore, it is in fact the case that crystals can be classified based on their symmetries—and for this reason, the subject deserves a fuller treatment.

2.1.1 The Origin of Symmetry

Symmetry itself is defined by the existence of an operation which leaves the final state of a system invariant. The greater the number of operations which perform in this fashion, the more symmetric the system is. For example, given a gear with twelve identical teeth, a rotation of $\frac{2\pi n}{12}$, $n \in \mathbb{Z}$ cannot be deduced from observing only the starting and finishing states. Moreover, a gear with 36 teeth will be indistinguishable for any rotation $\frac{2\pi n}{36}$, $n \in \mathbb{Z}$, and is clearly more symmetric than the twelve-tooth gear. Considering that a crystal is an object defined by an eternal recurrence, symmetry is the primary method of classifying various crystal systems. By doing so, material properties that depend on orientation and periodicity are the same in symmetric directions, as one would expect, and the complexity of describing a system is reduced by the natural repetition [37,38].
To begin, there are a finite number of symmetry operators appropriate to crystallography [37]:

1. Identity: the “do nothing” operator, this simply leaves the system as it came. Its inclusion is for mathematical completeness rather than its own interesting properties. It is denoted $E$.

2. Rotation: there exists an axis about which an object might be rotated by some angle $\frac{2\pi}{n}$, denoted either by $n$ (Hermann-Maguin notation) or $C_n$ (Schoenflies notation). Note that an object may have several different rotation axes at various orientations; Figure 3 shows various $C_3$ axes within a tetrahedron.

3. Mirror planes: these planes bisect space such that for every point on the plane, the same matter will be found at the same displacement. An example may be seen in Figure 3 as the plane cutting through two of the spheres. Note that a single mirror plane does not necessarily imply the existence of other symmetry elements.

Figure 3. The dashed lines depict various, though not all, $C_3$ axes found within a tetrahedron. The square shows one of the mirror planes within the tetrahedron, parallel to the blue axis.
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4. Center of symmetry: this operation could be described as every point moving along a line defined by its initial position $A$ and the origin $O$, to a final position $B$ such that $\overrightarrow{AO} \cong \overrightarrow{OB}$.

5. Improper rotation: this is a combination of rotation with another transform. In the Schoenflies system, a $\frac{2\pi}{n}$ rotation is matched with a mirror plane perpendicular to the axis of rotation, and is denoted $S_n$. In the Hermann-Maguin system, the rotation is matched with an inversion symmetry, and denoted $\pi$. Fundamentally, both systems cover the same physical situations, and are equivalent; their choice of $n$, however, usually differs. It is also important to remember that the presence of an improper rotation, though comprised of a rotation axis and another operation, does not imply that any of those operations belong to the system on their own. The improper rotation is its own operation, and not decomposable.

Any single entity with symmetry has a point group associated with it—which is a good pedagogical starting point from which to develop the use of the operators listed above. One such entity is the snowflake, shown in Figure 4. It clearly has a six-fold axis $C_6$ of rotation at its center, perpendicular to the page. Assuming that, were the snowflake flipped over, it would be the same, there is also a mirror plane perpendicular to $C_6$, increasing the number of symmetries. These two in combination lead to the suspicion of a number of rotation axes in the plane of the snowflake, e.g. a $C_2$ axis running from the top of the page to the bottom, in the plane of the paper would flip it over and reveal the same image. By inspection, there are six such $C_2$ axes. [37] observes that these conditions are all met by $D_{6h}$. Alternatively, in Hermann-Maguin notation, one notes the presence of the primary axis and that there are two 2-fold axes perpendicular. (The reason for including a third axis will become apparent later.) Furthermore, each one of these has a mirror
plane perpendicular to it, by inspection, so one should write out $\frac{6\cdot2}{m\ m\ m}$ for its group (or 6/mmm, in shorthand). In either notation, the symmetries are the same.

Figure 4. The snowflake is a classic example of D$_{6h}$ point group symmetry in nature. That is to say, it has can be rotated about an axis perpendicular to the page and at its center $\frac{1}{6}$ of the way around and return to an identical position; assuming that the reverse of the image is the same as the obverse, there are six C$_2$ axes within the plane of the page, and of course the mirror symmetry half-way through the snowflake. No matter the operation, however, the very center of the snowflake remains cold and unmoved. (The image is from Wikimedia Commons, [http://commons.wikimedia.org/wiki/File:Snowflake3.png](http://commons.wikimedia.org/wiki/File:Snowflake3.png), and was taken by Wilson Bentley (1865-1931); it is in the public domain.)

The astute reader will notice immediately that, for instance, a Frisbee has an infinite number of rotational symmetries ($C_\infty$), and that this surfeit of possibility does not seem to apply to crystals. And indeed, only certain instances of these operators are allowable, owing to the requirements of the crystalline lattice. For example, in the case of rotations, only 1-, 2-, 3-, 4-, and 6-fold rotations are permissible. Proof: given an $n$-fold rotation axis at some point $x_0$ within a crystal, there must be another, identical rotation axis at some position $\vec{d}$ away, called $x_1$. Let there be two points between the two axes, denoted $p_0$ and $p_1$, each located a distance $a$ from its respective axis, with the restriction that $d = ma$, $m \in \mathbb{Z}$.

Because of the rotational symmetry imposed by each $n$ axis, there will be two points
\( p'_0 \) and \( p'_1 \) located such that their displacement from \( p_0 \) and \( p_1 \), respectively, parallel to \( \vec{d} \) is \( a \cos(2\pi/n) \). These, points, too, must be separated by \( la, \ l \in \mathbb{Z} \), otherwise two parallel directions in the crystal would be of different periodicities, and violate the fundamental assumption of crystalline regularity. Therefore it follows that

\[
la = ma - 2a \cos \frac{2\pi}{n} \tag{2}
\]
\[
\frac{2\pi}{n} = \frac{m - l}{2} \quad (m, \ l, \ n \in \mathbb{Z}), \tag{3}
\]

which only has solutions for \( n = 1, 2, 3, 4, \) and 6 [37]. A similar sort of argument restricts the number of possible mirror combinations appropriate to plane lattices, with commensurate restrictions on the shape of the mesh describing the lattice. As it happens, there are only five, and they match up to specific sets of rotational symmetry within the plane as well [38].

Figure 5. A and B are rotation axes that move a third point, C, to its primed position and back, yielding a motion that is equivalent to a single rotation about C.
After noting some of the restrictions on how operators may be placed in a plane, it should not be terribly surprising that there are restrictions on how they may be combined. Rotation operators provide an excellent example of this, with a construction due to Euler [38]: consider a sphere with two independent rotation axes running from the center, $O$, to points $A$ and $B$ on the surface, as depicted in projection in Figure 5. Each axis rotates the sphere about itself by an angle $\alpha$ or $\beta$, in the right-handed convention of positive rotations. By construction, it follows that the surface at point $C$ is displaced to $C'$ by $A$ and returned to its original position by $B$. It follows that the displacement of any other points on the surface are equivalent to a rotation about $C$ in the negative direction. (Remember, this is representative of convex geometry and $\alpha/2 + \beta/2 + \gamma \neq \pi$!) As these axes are entirely arbitrary, it follows that any two axes imply a third, which satisfy the relationship

$$A_\alpha B_\beta C_{-\gamma} = E. \quad (4)$$

It now becomes entirely to the point to outline the derivation of all the crystallographic space groups. Between the requirements of equations (3) and (4), it is immediately apparent that there are at most $5^3$ possible combinations of rotation axes appropriate to crystallography. However, there’s nothing particularly unique separating, e.g., 322, 232, or 223 from one another. Furthermore, considering (4) in greater depth, it follows that not all combinations of rotations are mathematically sound. In the end, there are only 32 crystallographic crystal classes borne of rotations [38].

Each group also gives rise to a particular class of geometry in space. For example, symmetry group 4, which has one $C_4$ axis and no other symmetries, speaks to a geometry from the tetragonal class, which is a parallelepiped with two dimensions equal and all angles right. Thus, all 32 of the crystal classes can be
classified amongst seven different shapes of unit cell, or seven types of primitive cell.\textsuperscript{1} There are also some variations upon this theme—face, body, and base centering—which yield the 14 Bravais lattices \cite{37,38}. These are the only ways in which point groups can be arranged in space, and so are the fundamental unit cells for crystallography. A complete listing, with their geometric requirements, may be found in Figure 6.

A crystal is much larger than a single point group, however. Point group symmetry operations are fundamentally local; they cannot generate system of greater dimensions than those with which they started. It has been observed, however, that a crystal can be modeled as a lattice of infinite extent, and that this approximation is actually quite good on the atomic scale, far from the surface. Two further operations become permissible: screw dislocations and glide planes. Both are compound motions, much like the improper rotation of the point groups, and their properties are as follows \cite{37}:

1. Glide plane: in this operation the points are reflected across a plane and then moved along that plane for half of the unit cell’s magnitude in that direction. That is to say, if the glide plane is parallel to the $a$ dimension of the lattice, then the glide plane will translate $a/2$.

2. Screw axis: a rotation, similar to a $C_n$ axis, followed by a motion parallel to said axis for a distance $p/n$, where $p \leq n$ and $p \in \mathbb{N}$. Units are given in the characteristic dimension to which the axis is parallel.

Given these two, additional options, each space group and Bravais lattice pairing can be combined with these operations. The full derivation of all of these groups, however, is a much longer procedure than is warranted in this text, and the reader is referred to Buerger’s \textit{Elementary Crystallography} \cite{38} for a very thorough and

\footnotetext{1}{Some authors combine the trigonal and hexagonal groups, and some do not.}
<table>
<thead>
<tr>
<th>Crystal System</th>
<th>Requirements</th>
<th>Primitive</th>
<th>Body Centered</th>
<th>Face Centered</th>
<th>Base Centered</th>
</tr>
</thead>
</table>
| Triclinic      | $a \neq \beta \neq \gamma$  
                 | $a \neq b \neq c$            | ![Triclinic Primitive](image) | ![Triclinic Body Centered](image) | ![Triclinic Face Centered](image) | ![Triclinic Base Centered](image) |
| Monoclinic     | $\alpha = \gamma = 90^\circ$ 
                 | $a \neq b \neq c$            | ![Monoclinic Primitive](image) | ![Monoclinic Body Centered](image) | ![Monoclinic Face Centered](image) | ![Monoclinic Base Centered](image) |
| Orthorhombic   | $\alpha = \beta = \gamma = 90^\circ$ 
                 | $a \neq b \neq c$            | ![Orthorhombic Primitive](image) | ![Orthorhombic Body Centered](image) | ![Orthorhombic Face Centered](image) | ![Orthorhombic Base Centered](image) |
| Tetragonal     | $\alpha = \beta = \gamma = 90^\circ$ 
                 | $a = b$                       | ![Tetragonal Primitive](image) | ![Tetragonal Body Centered](image) | ![Tetragonal Face Centered](image) | ![Tetragonal Base Centered](image) |
| Trigonal       | $\alpha = \beta = \gamma$ 
                 | $a = b = c$                   | ![Trigonal Primitive](image) | ![Trigonal Body Centered](image) | ![Trigonal Face Centered](image) | ![Trigonal Base Centered](image) |
| Hexagonal      | $\alpha = \beta = 90^\circ$  
                 | $\gamma = 120^\circ$         | ![Hexagonal Primitive](image) | ![Hexagonal Body Centered](image) | ![Hexagonal Face Centered](image) | ![Hexagonal Base Centered](image) |
| Cubic          | $\alpha = \beta = \gamma = 90^\circ$ 
                 | $a = b = c$                   | ![Cubic Primitive](image) | ![Cubic Body Centered](image) | ![Cubic Face Centered](image) | ![Cubic Base Centered](image) |

Figure 6. Each of the possible Bravais lattices, arranged according to crystal system and variations. Original work, with help from Mathematica.
surprisingly engaging treatment of the subject. For now, let it stand that one finds that there are 230 unique space groups to which a crystal can belong, and which are useful for assessing the various properties of a crystal [37,38].

2.1.1.1 The Utility of Space Group Classification

Though in its own way interesting, knowledge of these symmetries and characterizations is rather beside the point if they do not produce a useful tool for dealing with crystals. The most basic perspective is that the concepts and lattices brought about by these symmetries are fundamental to the subject of crystallography. They represent a basic literacy in the field and any attempt at basic pedagogy would be sorely lacking to not touch upon it.

Beyond communication, however, symmetries are indicative of the physical properties of crystals. At a very fundamental level, solid-state physics has Neumann’s Principle, which reads “the symmetry elements of any physical property of a crystal must include the symmetry elements of the point group of the crystal.” [39] Note that this does not read only the symmetry elements of the point group. For instance, face-centered cubic crystals of metal, while notably symmetric in their own right, give rise to isotropic, or spherically symmetric, conductivity. Other aspects directly related to the symmetry (or lack thereof) in the crystal include the shear modulus tensor, the thermal coefficient of expansion, and even various thermodynamic behaviors including piezoelectricity [39]. Perhaps the most interesting examples, however, arise when a system does not have a center of symmetry—pyroelectricity [39], and non-linear optical phenomena [28]. In these cases, the absence of symmetry corresponds to an absence of balancing forces within the system, which yield the phenomena noted. Both are a clear demonstration of
how the knowledge of the symmetry of a crystal directly informs what studies ought to be made and to which uses it might be put.

Another, quite immediate use of such information is the identification of various crystals based on their x-ray diffraction patterns. In fact, Single-Crystal X-Ray Diffraction has proven singularly useful in this research, and so deserves a further exposition of its theoretical basis.

2.1.1.2 X-Ray Diffraction Theory

The principle of the technique lies in the interaction of a monochromatic x-ray plane wave with the atoms in a crystal lattice. As the wave comes in to a plane of atoms, it will reflect off of them with the same angle as it was incident, as shown in Figure 7. Crystals being eternally periodic, however, there will be an equivalent plane of atoms at some displacement $d$ normal to the initial plane, and every integer multiple thereof. The inbound planewave of the x-rays are therefore reflected, and being waves, will interfere with one another. The majority of texts leave it at this point (e.g. [40]); this seems insufficiently rigorous. A more comprehensive treatment follows.

![Figure 7. Waves incident, and waves reflected, at $\theta$. In order to create a reflected wave, however, waves reflected from each plane must be in phase.](image)

Working the algebra, one can see that the phase difference between two adjacent planes will be $2d\sin(\theta)$, and between planes $m$ intervals apart, $2md\sin(\theta)$. 
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Therefore the reflected intensity will be

\[ \sum_{m=-\infty}^{\infty} \sin(m\phi + \lambda x). \]  \hspace{1cm} (5)

However, if one assumes that the offset \( \phi \) is small or that the various \( m\phi \mod 2\pi \) values are numerous enough,\(^2\) one can justify taking the following approximation:

\[ \frac{1}{\phi} \sum_{m=-\infty}^{\infty} \sin(m\phi + \lambda x) \phi \approx \frac{1}{\phi} \int_0^{2\pi} \sin(\phi + \lambda x) d\phi = 0. \]  \hspace{1cm} (6)

Therefore the crystal produces reflections only when the waves are truly in phase, which has the requirement

\[ n\lambda = 2d \sin(\theta). \]  \hspace{1cm} (7)

Equation (7) is known as Bragg’s law [40]. As the wavelength \( \lambda \) of the system can well-known, an angle at which a spot occurs defines a relationship between \( n \) and \( d \). In modern, computerized systems it is also practical to use a white X-ray spectrum so as to access all possible angles, and automate the processing of the very large number of points thus collected [28].

It also happens that the symmetries of a crystal can cause different sets of planes to interfere with one another. One extreme of these interferences is the limiting condition—any of those requirements which must be satisfied for a reflection to occur. At the other extreme, there are systematic absences—the conditions under which reflection will not occur [41]. (For a thorough theoretical development of this point, the reader is advised to consult [41].) The body-centered (BCC) and face-centered (FCC) cubic system provides a good example of this. In BCC, reflections are restricted to those planes with Miller indices that sum to an even

\[^2\text{Addition is commutative; the additions can be ordered according to } m\phi \mod 2\pi \text{ just as easily as to } m.\]
number, while those that sum to an odd number are systematically absent. In FCC, reflections will occur for planes that can be described by either all odd or all even Miller indices [28,41]. Thus BCC lattices will have more reflections, and some of a different character from those generated by an FCC lattice, allowing for prompt discrimination between the two. As it happens, different limiting conditions and systematic absences are associated with different space groups [41], with the observation that greater degrees of symmetry within the crystal correspond to more restricted sets of reflections [34]. In any case, the combination particular spots that occur and those that fail to occur is most useful in identifying the space group of a particular crystal.

The last part of utilizing SXRD is an exercise in patience and data correlation. In many cases a crystal will not have an obvious orientation, or even clear faces, which makes associating a particular spot with a plane inside the crystal difficult. Nonetheless, by gathering enough spots correlated to enough angles, it is possible to determine which spots correspond to which reflections, what the planes must be, how they are spaced, and how they are oriented with respect to one another—in short, the entire crystal structure. If the dimensions and group belong to a previously characterized crystal, with plausible chemical composition according to the reactants, then one may be confident that the sample in question is that system. In ages past, it was necessary to measure spot positions on photographic plates and run the math by hand, but computers have reduced this drudgery significantly, and indeed bench-top SXRD machines, combined with robust analytical software, now make what was once the work of an entire doctoral thesis the work of an afternoon.
2.1.2 Crystal Structures and Band-Gaps

2.1.2.1 Mathematical Justifications

The presence of a periodic structure within a crystal gives rise to behaviors that are not seen in amorphous materials. For the work in question, the most important of these are formation of continuous regions within energy space that electrons may move about freely within, or are forbidden from. These are known, respectively, as bands and band gaps.

Beginning with a crystal lattice, then, one may simulate the electric potential seen by an electron as it moves past the assembled atoms in a straight line. Though in principle one can create an extremely detailed model of the potentials using basic electrostatic theory, with some assumptions about charge shielding from inner-shell electrons, such a detailed model introduces commensurate complexity into subsequent calculations. For tractability’s sake, lower fidelity models are frequently invoked. The simplest—and easiest to use—is depicted in Figure 8; it will come up again later. Of course, the direction an electron travels through the lattice is important; it will have an impact on the potentials and periodicity of the lattice, as illustrated in Figure 9. Differences of direction in the lattice have very real consequences, particularly in semiconductors [28,42], but fortunately, the mathematical origin of the band structure can be derived from a one-dimensional mode. So the electron sees a periodic potential $V(x)$ as it travels in this one-dimensional lattice model, and a direct consequence of this periodic potential—it does not hold for an aperiodic system—is the Bloch theorem. This states that an electron moves through a periodic lattice nearly as free-space plane-wave, save that it picks up a complex phase $e^{ikan}$ as it moves, where $a$ is the periodicity of the lattice, $k$ is the wavenumber, and $n \in \mathbb{Z}$ [43].
Figure 8. This is the schematic of a highly simplified, but easily tractable model of the potential seen by an electron as it traverses a one-dimensional lattice.

Figure 9. Directions in a 2-D lattice give rise to different potentials, with corresponding changes in behavior.
In 1931, the researchers R. Kronig and W. Penney devised an approximation to a crystal lattice that is, at least, pedagogically useful. By assuming that the real potential $V(x)$ could be approximated in a periodic top-hat function of the form (c.f. Figure 8)

$$V(x) = \begin{cases} V_0 & na \leq x < na + b \quad \text{Region I} \\ 0 & na + b \leq x < (n + 1)a \quad \text{Region II.} \end{cases} \quad (8)$$

The solution to the Schrödinger equation in both regions is well-known, and at the boundary their values and first derivatives must be equal [44]. Furthermore, the Bloch theorem places requirements on the nature of the solution at every boundary in the potential, thus changing the problem from a problem in infinite space, to a finite-space, Dirichlet-boundary problem. Its solution is the transcendental equation [43]

$$\frac{m V_0 b a}{\hbar^2} \sin(a \sqrt{\frac{2mE}{\hbar^2}}) + \cos(a \sqrt{\frac{2mE}{\hbar^2}}) = \cos ka. \quad (9)$$

Given the range of the cosine function, this is only tractable when $-1 \leq \text{LHS} \leq 1$, and so gives rise to a band-structure of the sort depicted in Figure 10.

In particular, this curve is usually subsumed into a linear schematic, much like that shown in Figure 10, assuming $k = 0$. This is entirely justified in that an electron (or hole) will explore the entire phase space [43], and therefore the local minimum transition energy is the most important part in determining the characteristics of the transition from one band to another. It is also worth noting that though mathematical tools for working with three-dimensional lattices of more realistic potentials have been developed, they are neither necessary nor particularly helpful for the further development of this work. Far more useful at this point is to understand conceptually what the various implications of band structure are.
Figure 10. The red lines are the various contours of solution of 9, using $a = 10$ Bohr radii and the mass of coefficients on the LHS forced to $3\pi/2$, after [43]. The blue regions themselves are the regions in which the LHS of 9 lies within $[-1, 1]$, thus allowing a solution to exist—that is to say, the bands of allowed energy.
2.1.2.2 Electron Band Structure

Thus far the lattice has been an external object through which a lone electron might move. This is not really the case; every electron in the crystal, from the tightly-bound 1s-orbitals to those just about to escape, has an associated energy that must lie within a band. Each band reflects certain properties as well: the valence band is so named because it contains those states which participate in chemical bonding and hold the crystal together. The conduction band pertains to those states in which electrons are free to move around the lattice and thereby conduct electricity [45]. Furthermore, each band has a finite density of states for electrons to occupy. The Pauli Exclusion Principle demands that each state hold at most one electron. In the very coldest of conditions, at or near absolute zero, all of the electrons in the lattice will be in the lowest energy states available. Then the energy possessed by the most energetic electron in the lattice is the Fermi energy, \( E_f \) [29,46], above which there are no electrons. In most cases, though, there will always be some thermal energy, and some of the electrons in the system will be excited to higher energies.

What occurs with the heating of the system depends significantly on the position of the Fermi energy with respect to the bands. If the conduction band is partially filled, as on the left side of Figure 11, or contiguous with the valence band, as it is in metals, then there exist, effectively, a continuum of energy states for the electrons to move in to smoothly. It is not so simple for semiconductors, in which the full valence band and empty conduction band are separated by a gulf. Only if an electron should receive enough energy to move it to the conduction band will it leave the valence band. This is, of course, the band-gap energy \( E_g \). Then the Boltzmann distribution,

\[
n_e = N_e \exp\left(-\frac{E - E_f}{kT}\right)
\]  

(10)
Figure 11. These images depict the possibilities of the electrons in a crystal either not completely occupying the states available in a band, as on the left, or reaching the top of a band before continuing, as shown on the right.

describes the density of electrons to be found at energy $E$, where $N_e$ is the effective density of electron states in the system. Note, also that $E_f$ is, in this case, the Fermi level and not energy as discussed before. This energy is that which describes, in the Fermi-Dirac distribution, the energy at which it is just as likely to find a state filled as empty—and is a fiction, insofar as it usually resides in the band gap. Also regarding useful fictions, the depiction of Figure 11 is also idealized, in that there are no impurities or defects in the crystal that would give rise to possible energy states within the forbidden zone—an intrinsic semiconductor. In such a system, electrons are excited to the conduction band only with the generation of holes in the valence band, and the reverse. In this case, the Fermi level may be interpreted as $E_f = E_g / 2$ [46].
2.1.2.3 Doping

As it happens, intrinsic materials are uncommon. Unavoidable defects and impurities within the structure can form hole or electron traps within the band structure, and change the character of the material. Frequently, however, these defects are deliberately engineered, creating the class of doped materials. In these, additional dopant atoms have been added to alter the electrical properties of the system by providing additional electrons, or removing them. (It is, however, common-place to refer to the absence of an electron in the valence band as a hole, and treat it as an entity in its own right.) A good dopant will possess a chemical potential near the edge of the band-gap, to within fractions of an electron-volt; various potential dopants and their potentials within the Ge system are depicted in Figure 12 [47]. Those that are close to the valence band generate a hole by allowing an electron to jump up to their state and holding it there, and are known as acceptors. Similarly, those that are close to the conduction band have electrons that easily jump to the conduction band, and are known as donors [28]. The very small energy gap between the dopant and its neighboring band also makes the transition very easy, so that they provide charge carriers at all but the coldest temperatures, as depicted in Figure 13. This dominates the number of charge carriers in the system for all practical temperatures, and allows for some control over the conductivity of the system [28].

Dopants introduce their own difficulties, of course. By definition, they do not have a place marked out for them in the highly-ordered unit cell making up the crystal; they inherently disorder the system. Their density tends to be orders of magnitude less than the plenum surrounding them, however, and their advantages are great, so one asks where they shall fit in the system. There are two options: replace one of the atoms in the lattice, or fit into a space within the lattice. These
Figure 12. The lines within the band-gap depict where the dopant energy states are with respect to the conduction and valence bands. Those below the gap center accept electrons and provide holes to the conduction band. Likewise, those above the gap center donate electrons to the conduction band. The dopants very near the gap center are deep-level dopants and are commonly avoided. Figure is original; data comes from Sze [47].

Figure 13. The plot shows a crystal of $10^{23}$ atoms doped with $5 \times 10^{17}$ donors. The band gap is 1.1 eV and the donor level 0.044 eV below the conduction band. As shown, when the system is at cryogenic temperatures, there are very few electrons excited into the conduction band because even the very small gap from the donors is relatively improbable. In the extrinsic region, including room temperature, the system plateaus because almost all of the dopants have donated their electrons to the conduction band and become limiting. Finally, in the intrinsic region, the temperature is enough that the much larger excitation of the band-gap becomes favorable, and it outstrips the extrinsic level simply as a matter of available electrons.
are known, respectively, as substitutional and interstitial dopants. Which happens depends on charge balance, chemistry, and of course the sizes of the dopant and host atoms. A 10 mm ball-bearing will not adequately replace a raquet-ball in a lattice made of the latter, but it might squeeze in between them quite satisfactorily; similarly, a raquet-ball will not fit into the space leftover in a tennis-ball lattice, but could take one of the tennis-ball positions.

As discussed in the section on symmetry, all the various atoms in a crystal will arrange themselves into one of the Bravais lattices. The volume that they occupy, and the particular choice, however, depends on the charge and volume of the various constituents. NaCl, for instance (Figure 14), has chlorine on a face-centered cubic (FCC) lattice, with the sodium in the octahedral spaces between them. FCC is as closely packed as identical spheres can get; after the inclusion of the sodium, there is very little space left-over in the lattice to place an additional atom, so any dopant in this lattice would likely be a substitution. Silicon, on the other hand, forms a very open lattice, as shown in Figure 15. Interstitial doping becomes more likely in this case, as space is more available in which to fit an additional atom—though not guaranteed. In practice, the usual silicon dopants, phosphorous and boron, bond covalently with the silicon and become substitutional.

As Li$_2$B$_4$O$_7$ has a very large band-gap [48], it is appropriate to consider doping the crystals in order to modify the conductivity. Other authors have certainly made inroads to this subject, particularly with alkali metal, transition metal and even rare earth dopants, though the transition metals were the most common choice [11, 12, 14, 26, 49-51]. Many of these works were solely concerned with the thermoluminescent response of the Li$_2$B$_4$O$_7$, and prepared their bulk samples via sintering. Czochralski growth also proved capable of incorporating Cu into the lattice [13, 16, 50], apparently increasing the conductivity of the material [13, 50].
Figure 14. NaCl has the Face-Centered Cubic lattice. The larger magenta spheres are Cl\(^-\) and the smaller red spheres are Na\(^+\).

Figure 15. Diamond’s lattice is essentially two interpenetrating FCC structures, leading to the large open frame depicted. All the spheres are carbon, with the pipes indicating the positions of the covalent bonds holding the structure together. This must not be underestimated: the preferential directions adapted by covalent bonding give rise to the very open structure seen, as opposed to the very dense structure of the ionically bonded NaCl shown in Figure 14.
the author’s knowledge, no efforts have been made to dope Li$_2$B$_4$O$_7$ while applying the hydrothermal growth method. Prior research has shown that copper substitutes on to the lithium sites [26,27,50,52,53]. As further speculation, it also appears that cobalt remains untried; Co$^{2+}$ could substitute for lithium, as their ionic radii match reasonably well [29]. In any case, in order to effectively dope the material, it would be helpful to introduce a large number of dopant ions into the mineralizer solution, of sufficient concentration that it is favorable for them to displace the lithium. It would also be appropriate for this to be a material incorporated with the feedstock, with a similar rate of dissolution so that the proportion of copper ions in solution remains as consistent as possible throughout the growth run.

The author also speculates that one other method of doping Li$_2$B$_4$O$_7$ may be practical, though it seems to have not yet arisen in the literature. From [54], the bonding of the borons and oxygens are covalent and form negatively charged complexes; these are balanced by the lithium ions within the lattice. At the same time, electrons tend to have a greater mobility than holes: in order for a hole to move, all the electrons around it must shift, which takes longer than a single free electron moving [28]. Therefore a modification to the boron seems advantageous. From the periodic table, two plausible electron donors are carbon and phosphorous. Lithium tetraborate contains both trigonal planar and tetrahedrally coordinated boron-oxygen groups; phosphorous forms the common and stable group PO$_4^{3-}$, phosphate. This work therefore proposes that donor doping could be achieved by the simple admixture of some lithium phosphate salt in the initial charge, improving the utility of Li$_2$B$_4$O$_7$ for direct detection.
2.1.2.4 Crystalline Imperfections

The crystals so far discussed have all been perfect examples of their kind. From the discussion of crystalline nature and symmetry, it is obvious that there exists exactly one way to form a perfect crystal. The crystal will still hold together if a few atoms are missing. Then one mole of crystal with \( n \) atoms missing has

\[
\frac{(6.022 \times 10^{23})!}{n!(6.022 \times 10^{23} - n)!}
\]

possible ways of forming. The odds are not in favor of a perfect crystal.

In point of fact, the whole of defect formation derives from statistical mechanics. It is true that the crystalline form is the most enthalpically favorable: by arranging themselves in a crystalline pattern, the atoms minimize the amount of electrical attraction and repulsion that they each experience, as allowed by their various sizes. However, in constant-temperature and constant-pressure conditions—in short, under idealized hydrothermal crystal-growth conditions—the the quantity to minimize is not the lattice enthalpy alone, but the Gibbs free energy

\[
G = E - PV - TS,
\]

where \( E \) is the enthalpy of the lattice, \( PV \) is the pressure work done on the system, and \( S \) is the entropy [29,55]. As a quick review, entropy is defined as

\[
S = k_B \log \Omega
\]

\[
\Omega = \frac{N!}{n!(N-n)!},
\]

where \( k_B \) is Boltzmann’s constant and \( \Omega \) is the statistical weight of the system, borne of the combinatorics of the number of deviances from the ideal, \( n \), and the
number of places that they could be located, \( N \) (c.f. equation 11). It must also be borne in mind that \( E = E \) (defect concentration), for each defect takes the system away from its ideal minimum entropy, so that an arbitrary increase in entropy does not necessarily minimize \( G \). If it did, then crystals would not form.

That said, the total derivative of \( G \) with pressure, volume, and temperature constant, is \( dG = dE - T \, dS \). Starting with the definition of entropy above and using Stirling’s approximation to make the factorials tractable, some algebra shows that

\[
\frac{\partial S}{\partial n} = k_b \log \frac{N - n}{n} \approx k_b \log N
\]

for \( n \ll N \), which is true in proportion to the degree of perfection of the crystal. Indeed, as \( n \to 0 \), \( \frac{\partial S}{\partial n} \to \infty \). It follows that a perfect crystal will never form.

It follows immediately from these considerations that the lower the temperature of formation, the smaller the impact of entropy, the more the crystal will minimize \( E \) at the expense of \( S \). Therefore, the lower the temperature that the crystal can be grown at, the better—and this is an aspect in which hydrothermal growth excels.

The ThO\(_2\) and UO\(_2\) systems here considered have melting points of 3377 ± 17°C [56] and 3120°C [57], respectively; Mann’s work in hydrothermal growth thorium compound synthesis rarely, if ever, surpassed 750°C [58]. (Consult the section Prior Work for more details.) The advantage is clear, but can be emphasized to an even greater degree because the functions \( S \) is not a linear function of temperature. Many defects—point defects, in particular—form according to

\[
\frac{n}{N} \propto \exp\left(-\frac{H}{kT}\right),
\]

where \( H \) is the total energy for forming a defect [29]. It follows that the defect concentration increases exponentially with temperature, and every new defect has a
profound effect resulting from the combinatorics of states. Decreasing the
temperature of the growth is therefore highly desirable.

2.2 The Hydrothermal Growth Technique

Hydrothermal crystal synthesis refers to any growth process that relies upon a
working fluid at pressures and temperatures above standard to dissolve feedstock,
transport it, and deposit it upon a suitable seed [59]. A key advantage of this
process is that materials nominally insoluble in water under standard temperature
and pressure conditions become soluble with the change in conditions. Solubility
can be further increased by the use of a mineralizer—some chemical added to the
working fluid. In such cases, the technique is occasionally referred to as
solvothermal growth, depending on the composition of the solution and pedantry of
the author [60,61].

Hydrothermal growth, by necessity of the elevated pressures encountered, occurs
within a closed vessel, referred to as an autoclave [59–61]. Depending upon the
reaction conditions, pyrex or other glass may be mechanically strong enough and
sufficiently inert enough to contain the pressurized liquid [59], while other growth
experiments may require nickel super-alloy autoclaves with precious-metal internal
containers [58]. Similarly, the sealing and heating mechanisms may vary according
to the work undertaken, the ingenuity of the user, and of course the availability of
different types of equipment. Nonetheless, a universal aspect of the autoclave is that
its internal structure is columnar. The upper and lower regions are provided with
independent heating mechanisms, so that the temperature in each may be set and a
temperature gradient $\Delta T$ established between the two; a fluid baffle is provided to
prevent the fluid mixing from occurring too rapidly and averaging the fluid
temperature out entirely [58,61]. (See Figure 16.)
Figure 16. This is, generally, what one might expect in a metal hydrothermal autoclave. The aspect ratio, foremost, is quite elongated in order to provide separation between growth and dissolution zones. Both pairs of band heaters are generally linked together to provide one upper temperature and one lower temperature; they are controlled by thermocouples and a feedback loop to a suitable control circuit (not shown). The sealing mechanism is not shown as its particulars are immaterial so long as they contain the reaction. The seed crystal is, as shown, supported by a ladder made of the same material as the containment ampule, tied on with fine metal wire. The ampule itself is frequently welded shut, though in some cases it is an integral part of the autoclave itself.
The necessity of a temperature differential between the upper and lower regions of the system is a result of the thermodynamics driving the system. In the region containing the feed material—almost universally the lower part of the autoclave, as the reverse is much more difficult—the temperature is high enough that the solution is capable of dissolving the material. Convection carries this saturated fluid to the growth region, where it cools slightly. In a positive solubility system, this reduces the solubility of the material, but not its concentration; the fluid is thus supersaturated, and the dissolved feedstock then finds it more favorable to precipitate out. Nucleation can occur anywhere that the energy of forming a bulk material is more favorable than forming a surface potential [28], and is particularly favorable if an existing seed of the same material is present. The solution thus cooled and depleted of its mineral charge, sinks back to the feedstock region, ready to begin again.

Hydrothermal growth also requires that a number of considerations be met:

- The first, most obvious requirement is that a mineralizer solution suitable for growing the material must be found. A solubility of 1 to 5 weight % dissolved has been a range generally found to work for hydrothermal growth. Less than this, and the reaction does not proceed quickly; more than this, and the reaction may show excessive spontaneous nucleation away from the growth crystal [61]. A further problem is that an overly super-saturated solution will experience kinetic, rather than thermodynamic, growth, which is unsuitable for high-quality crystal formation; faster growth tends to lead to more flaws [34,62,63].

- The solubility of the material must have a sufficient temperature dependence so that it will become reasonably supersaturated between the two regions of the autoclave. Autoclaves are not uncommonly made of metal, and certainly
have mixing fluids inside; the degree of thermal gradient that a particular apparatus can support is restricted by the length of the autoclave itself [46,64]. Therefore, if $\frac{\partial S}{\partial T}$ is too small, where $S$ is solubility, it will be difficult for $\Delta T$ to be large enough to support timely growth [61]. At the same time, should $\frac{\partial S}{\partial T}$ be large, then control becomes a problem. The change in solubility should be maintained within the range discussed, and constant if at all possible; call the allowable deviancy in solubility $\delta S$ and the precision of the temperature controller $\delta T$. Then it follows that

$$[\delta S]_{T_1} = \delta T \left[ \frac{\partial S}{\partial T} \right]_{T_1}$$  \hspace{1cm} (17)

$$= [\delta S]_{T_1} + [\delta S]_{T_2}$$

$$= \delta T \left( \left[ \frac{\partial S}{\partial T} \right]_{T_1} + \left[ \frac{\partial S}{\partial T} \right]_{T_2} \right).$$  \hspace{1cm} (18)

Though the minimum $\delta S$ attainable will depend on the particular equipment available, it still follows that for a given experimental set up, there will be some $\frac{\partial S}{\partial T}$ which it cannot reliably control.

- The working fluid must be sufficiently inviscid and susceptible to convection as to allow a timely growth process [60,61]. Beyond these basic requirements, it is also highly desirable that the mineralizer be inexpensive, readily available, cheaply contained (i.e. silver instead of platinum), and safe to handle [60,61].

Naturally, these stringent requirements will not always be met, such that not every system is suitable to hydrothermal growth—but the suitability is not always obvious at the outset.

It follows that a great deal of preparation must go into designing a hydrothermal growth experiment if there is to be a reasonable hope of success. In the beginning,
there are phase studies, which map out the stable products formed according to the mineralizer solution and starting chemistry. A detailed example of this lies in Mann’s work, in his early exploration of the BaO-TiO\(_2\)-Ta\(_2\)O\(_5\) system within a 6.0 M CsF solution: the various starting ratios led to such products as BaTa\(_2\)O\(_6\), BaTi\(_5\)O\(_{11}\), Cs\(_2\)TiOF\(_4\) · H\(_2\)O, the latter of which illustrates how the mineralizer may not be as inert with respect to the system as the experimenter may have originally hoped. The value of a phase study is further shown by Mann’s work, when one notes that a change in the starting ratios gave rise to two different, stable crystal products with the same stoichiometry [58, p. 140ff]. Pressure and temperature variations are also crucial to the phase study. Quartz, for example, experiences a phase transition at roughly 573°C [60]; α-quartz cannot be grown above this temperature. Which, incidentally, forces quartz to be grown hydrothermally, and is thus responsible for major developments in the technique [60].

Solubility studies are also vital—they map out \(\frac{\partial S}{\partial T}\) for a particular material and mineralizer solution combination. Though experimental technique may vary, the essence is to establish a balance, for a given temperature, between the solid and solute phases of the feedstock [31]. Naturally, they follow after a determination of the phase diagram: solubility requires that the material be stable within the solution. If this were not the case, then the continuous dissolution and re-precipitation inherent to chemical equilibrium could not arise, undermining the basic premise of the solubility study [65]. Once accomplished, however, the solubility graph will indicate where regions of appropriate \(\frac{\partial S}{\partial T}\) exist, if at all.

Once suitable solutions have been found and temperatures achieved, all that remains is to use the data to design a transport growth experiment. Relevant decisions include the temperatures, percentage of fluid fill, amount of feedstock, the run duration, and the seed. Regarding the last item—hydrothermal growth can
occasionally make use of templated growth. It is not an easy process, nor
guaranteed success. At the very least, a seed crystal must be found with an
satisfactory lattice match to the desired material phase, and it must be stable
within the hydrothermal solution. Even assuming that a suitable material can be
found, the thermodynamics of the growth are not in favor of uniform epitaxial
growth on the substrate. Finding a perfect lattice match between two species
cannot be counted upon, so the grown species will experience some strain in its own
lattice as a result. As a small region grows out, it will be increasingly able to relax
this strain. The equilibrium position is the most energetically stable point; it is
generally easier for dissolved solute to affix itself to existing regions of growth,
rather than fit to the rest of the exposed seed. This can, in some cases, be
compensated by orienting the growth surface so that the faces of the substrate are
perpendicular (or so) to the fastest-growing crystal surface [28,34]. In any case,
assuming that one has had the persistence, resources and luck to create a suitable
template seed, all the reaction materials are placed in the apparatus as shown in
Figure 16, and the run begun. Not that even a successful run means the end of the
development—the heating profile in time, the growth rate, the fill, and similar, must
all be optimized to produce high-quality crystals in a timely fashion. After sufficient
experimentation, however, it may be that one finds an excellent set of parameters
for growing the material and the process moves from the laboratory to the factory.

2.3 Prior Work

Li$_2$B$_4$O$_7$, lithium tetraborate, has been proposed for neutron detection. As
noted, lithium and boron both have isotopes with large cross-sections, but moreover
Li$_2$B$_4$O$_7$ is dense in both species—it has $1.71 \times 10^{22}$ Li/cc and $3.42 \times 10^{22}$ B/cc [66].
This improves the macroscopic neutron-interaction cross-section of the material (c.f.
Eqn 1 and surrounding discussion), and is superior to the density of a number of other lithium-borate species, e.g. lithium metaborate hydrate, LiBO$_2 \cdot 8$H$_2$O, which has only $4.29 \times 10^{21}$ cc$^{-1}$ of either species [66]. At the same time, all of the elements in the lattice are low-Z materials: this makes their inner-most electrons less tightly bound, and correspondingly their gamma-ray absorptivity is significantly below that of the transition metals or the actinides [9]. The lithium borate crystals are therefore a strong candidate for gamma-insensitive neutron detection [13].

Lithium and boron based detectors also offer a number of advantages over the actinide oxide based detectors:

- Availability: the lithium and boron neutron-sensitive isotopes are far more prevalent in nature than those of uranium. $^{10}$B constitutes 19.9% of naturally-occurring boron, and $^{6}$Li 7.59%. This compares quite favorably to $^{235}$U, at 0.7204% [8]. Furthermore, both $^{10}$B and $^{6}$Li are available in enriched quantities [1]—something which is emphatically untrue for $^{235}$U.

- Cross-sections: both $^{10}$B and $^{6}$Li have substantial neutron capture cross-sections in the thermal regime. For $^{10}$B, $\sigma = 3840$ barns and for $^{6}$Li $\sigma = 3840$ barns, [1], both of which are higher that of $^{235}$U $\sigma \approx 520$ barns [67].

- Lithium borates are significantly easier to work with than actinide systems. The mineralizers explored in the literature are less caustic, cheaper, and easier to work with than the CsF thus far utilized in the actinide literature.

- Neither lithium or boron have radioactive isotopes naturally found on earth [8]. This makes their handling much simpler than that for uranium and thorium, as radiation safety protocols are unnecessary.
When a neutron strikes either boron or lithium, the most likely outcome [2] that the excited nucleus will emit an $\alpha$ particle or a triton, according to the following reactions:

\[
\begin{align*}
10^B + n & \rightarrow 7^Li + \alpha \\
10^B + n & \rightarrow 7^Li + \alpha^+ \gamma \\
6^Li + n & \rightarrow 3^H + \alpha.
\end{align*}
\]

Given these reactions, an engineer can design either to detect the heavy charged particles themselves, the gamma occasionally released by the lithium reaction, or the persistent changes they bring about in their surroundings.

Detecting the $\alpha$ or triton particles directly requires one of two possible conditions: first, that the surrounding material is itself suitable for the detection of an $\alpha$, or that the particles escape the reaction medium into a detector that is. A quick consideration of the linear energy transfer of heavy charged particles reveals that in order to have a reasonable proportion of $\alpha$s to escape, the surface-to-volume ratio of the detector must be exceedingly large, at the expense of the detector volume [68]. This is inimical to capturing the neutrons in the first place.

Alternatively, the heavy charged particles might dissipate their energy within the neutron-reactive medium. This occurs, for instance, in a BF$_3$ gas detector [1], or in a LiI scintillator liquid [1]. In the latter, the light released by the scintillator must itself be picked up by a photomultiplier tube for subsequent detection.

$\text{Li}_2\text{B}_4\text{O}_7$ can already be used as a neutron detector via thermoluminescence [7, 11, 12, 12–14, 27, 51]. In this process, neutron-reaction imposed damage to the crystal creates metastable potentials within the lattice which, when heated, have enough energy to transition down to their entirely stable
state and in so doing emit light [69]. Recent research suggests that this may be a result of hole mobility [14,15]. Li$_2$B$_4$O$_7$ has a substantial band-gap [48], and damage in crystals can cause deep-level energy states within the gap [70], it may be that the radiation damage caused by the energetic dissociation of one of the lattice nuclei provides a trapped energetic site within the system. It has also been shown that copper impurities and lithium vacancies within the system trap holes, and release them upon heating [27]. In any case, the total amount of light released upon heating appears to be linear with respect to the number of neutrons to which the lithium tetraborate was exposed and insensitive to storage [11].

It is further worth noting that Pekpak et al. have shown that the thermoluminescent response of Li$_2$B$_4$O$_7$ powder depends upon the mode of synthesis [51]. Of course, powder synthesis is significantly easier than producing single crystals, and for this reason objections have been raised that the powder work obviates the present crystal growth efforts [34]. This is not the case: crystal systems have advantages over powders, and particularly in the transmission of light for thermoluminescence. A cubic crystal, for example, has only six interfaces at which refraction might occur; a powder has a surfeit of these positions to scatter light. As a commonplace example, consider the difference in transparency between calcite crystal and powdered CaCO$_3$—it is far easier to get light through the bulk of the crystal than the powder, to say nothing of limestone. Similarly, the powder work does not apply to the creation of scintillators, and it would be entirely impossible to use them for solid-state fission-chambers in a single-stage neutron detector.

In any case, Pekpak’s team synthesized Li$_2$B$_4$O$_7$ both by reacting dry precursors at 750°C, with repeated grinding to increase surface area, and by reacting the precursors in water, before finishing with a dehydration reaction at 750°C. Their subsequent curves of luminescence as a function of temperature show several peaks,
separated by $\sim 150^\circ C$, for the dry-synthesized materials, with only one, relatively low-temperature peak for the solution-assisted synthesis [51]. Their own analysis does not discuss why this should be, nor did they perform EPR or other defect characterization, but an explanation corroborative to both the virtues of hydrothermal growth and the legitimacy of the defect hole trapping explanation presents itself: the elevated synthesis temperatures of the solid-state reaction, combined with the mechanical work done, would conspire to insert lattice defects in the microcrystalline powder. These defects could generate hole traps of varying depth, with the temperature to excite them out increasing monotonically with the depth. This would give rise to the several peaks observed. Contrariwise, the solution-assisted process, though not hydrothermal, still had less time at high temperatures and no grinding, both of which would improve microcrystalline quality. This is manifest in that there is only one peak, and it is at temperatures similar to the lowest of the solid-state temperature peaks.

Another possibility for neutron detection lies in changes in electrical properties [17]. Though Li$_2$B$_4$O$_7$ has a band-gap ranging from 8.9 ± 0.5 eV to 10.1 ± 0.5 [48], and is therefore considered an insulating material [71]. This is not, however, a disadvantage. The presence of the neutron capture reaction products, in their deposition of energy, will excite electrons from the valence band to the conduction band [1]. This increase in charge carriers will in turn increase the conductivity of the material, in accordance with $\sigma = n\mu q$, where $\sigma$ is the conductivity, $n$ is the charge carrier density, $\mu$ the mobility of the carriers, and $q$ the charge [72]. By placing a potential across the crystal, this change in conductivity can be measured either directly as a change in current, or indirectly using a Wheatstone bridge arrangement [73]. In the current-sensing configuration, the

\footnote{The exact boundaries between a semi-conductor, a wide-gap semi-conductor, and an insulator remains imprecisely defined, but [71] cites diamond, bandgap 5.2 eV, as an insulator.}
insulating nature of the material will tend to reduce the background, or leakage, current, making it easier to detect the change [1]; in the other case, a higher conductivity would likely be desirable. Fortunately, \( \text{Li}_2\text{B}_4\text{O}_7 \) has taken well to doping when grown via the Czochralski method [49, 50, 74], potentially increasing conductivity [75]. This provides hope that \( \text{Li}_2\text{B}_4\text{O}_7 \) may be doped when grown by the hydrothermal method, but success is not at all guaranteed. As discussed previously, doping in the kinetic regime of Czochralski growth is quite different from the thermodynamic regime of hydrothermal growth: the adherence of a dopant to the growth surface of the crystal must be sufficiently stable to remain until more dissolved \( \text{Li}_2\text{B}_4\text{O}_7 \) arrives and permanently traps the dopant within the crystal. Finding a set of conditions which will be suitable both for growth and inclusion of specific impurities is likely to be a difficult process. That said, the projected benefits are worth the effort: once doped, the crystals should show improved conductivity and utility for single-stage detection [50].

\( \text{Li}_2\text{B}_4\text{O}_7 \) crystals have been grown by a number of methods, primarily the Czochralski [19–21, 76] and Bridgman melt [22, 26] methods. Rather less work has been done in the vein of its hydrothermal growth. Byrappa et al. have succeeded in synthesizing the system, with a variety of different morphologies, within an acidic growth solution [77]. McMillen et al. have likewise achieved hydrothermal synthesis of \( \text{Li}_2\text{B}_4\text{O}_7 \) in a deionized water solution, from either pure \( \text{Li}_2\text{B}_4\text{O}_7 \) or \( \text{Li}_2\text{B}_4\text{O}_7 \) with either \( \text{B}_2\text{O}_3 \) or \( \text{LiOH} \) added. It should be noted, however, that the \( \text{LiOH} \) solution produced \( \gamma\)-\( \text{LiBO}_2 \) and \( \text{Li}_2\text{B}_4\text{O}_7 \), rather than \( \text{Li}_2\text{B}_4\text{O}_7 \) exclusively [78]. Other hydrothermal work [78–80] has revealed hydrated phases formed under hydrothermal conditions, but, as discussed above, they are less dense in lithium and boron nuclei than the \( \text{Li}_2\text{B}_4\text{O}_7 \), making them less desirable for neutron detector materials. As such, they are not as relevant to the research in question, other than
to affirm that much work remains to be done in the field of hydrothermal lithium borate crystal growth.
3. Experimental Technique

A broad outline of the technique may be found in section 2.2; this explication will deal with the particulars. Section one, *Growth Apparatus*, acquaints the reader with the actual objects in question so that their application may be understood throughout the rest of the work. The following section, and subsections, are an elaboration of the methods used for each type of experiment carried out in this work.

3.1 Growth Apparatus

The experimental work used a variety of different autoclaves, all machined from Inconel 718 or Rene 41. Though significantly more expensive than comparable stainless steel autoclaves, these nickel superalloys retain their great strength at much higher working temperatures, making them the more versatile choice for a well-appointed laboratory. At the outset, there were two types of autoclave for the research: the smaller, whose interior cylindrical cavity was approximately 8.5” deep and 3/8” across; and the larger, which had an interior 14” deep and 1.25” across. The smaller possessed a Tuttle cold-cone seal, a cross-section of which is presented in Figure 17. The slightly sharper cone penetrates into the wider cone of the autoclave body, forming a line seal as the threaded cap pushes the two surfaces toward each other. Torque upon the cap is therefore extremely large—the author estimates that it is on the order of 1300 N-m. The larger autoclave style had a Bridgman seal, the cross-section of which is depicted in Figure 18. The latter is known as a self-energizing seal: rather than having a tremendous pressure applied at the outset, as in the cold-cone seal, the fluid in the autoclave acts against a piston and compresses a deformable metal gasket between itself and a hard metal anvil. As the pressure increases, so does the response of gasket, compensating and keeping the
As the research progressed, the lab acquired a number of modified Bridgman (MB) seal autoclaves of interior dimensions 32 mm dia and ≈ 319 mm depth, for a working volume of 250 cm³ [82]. Though the sealing principle is the same for the original and MB style, the latter benefits from material improvements. As a result, it is a much easier type of seal to work with: the system can be assembled with small torsion bar and an Allen wrench.

The size and number of band heaters depended on the particular autoclave and the goals of the experiment. These were held at temperature using Omega CN-3251 temperature controllers that received their inputs from thermocouples clamped
Figure 18. This is the Bridgman seal as Dr. Bridgman originally published it, in 1914. In operation, the pre-loaded piston $P$ acts on the hardened steel ring $R$, which in turn presses against the cupped washer $C$, made of soft steel. This piece mates to the rubber gasket $B$. The plug, $A$, is in direct contact with the working medium contained in the cavity $L$, and has a stem the passes up and into $R$, but not all the way through: there is a gap between $P$ and $A$. Therefore, as the pressure in $L$ increases, the piston acts against the rubber gasket. As the force on the piston, in equilibrium, must balance, and the area in contact with $B$ is less than that in contact with $L$, so must the pressure in $B$ be greater than the pressure in $L$, forming a reliable seal. Setting the piston, in this model, was as difficult for Bridgman as for the author: “in my early work... the piston was driven by a screw. The screw had a pitch of 8 threads to the inch, and needed a six foot wrench to turn it.” [81]

between the band-heaters and the autoclave body.

The final sub-assembly were the ampules themselves. These began as precious metal tubing, either open at both ends, or with a flat bottom on one side affixed at the factory. In either case, to seal an open end, the author first clamped down the tube to bring the surfaces in contact. For 1/4” tubing, it was sufficient to use a standard machinist’s vise to compress the ends, and then fold over the edges to keep the maximum dimension small enough to enter the autoclave. For the larger tubes, the ends were bent into a quatrefoil pattern using a four-jaw chuck. TIG welding completed the hermetic seal. There were two subtleties of note when working the final seal, however. First, rather than adding the solution and then performing all the welds, ridges of the pattern were sealed, along with the center, before the mineralizer was added via syringe. Second, the mineralizer was frozen in the tube by the use of liquid nitrogen. If possible, the tube remained partially submerged in
the cryogen during the welding process. Both of these additions were instituted to reduce the amount of vapor pressure built up in the tube, and commensurate danger to the worker.

When assembling the system, the ampules were inserted into the autoclaves of matched diameter, followed by deionized water to provide counter-pressure. That the tubes should very nearly fill the system improved the thermal transfer from the autoclave body to the ampule, and left less room for the counter-fill water to circulate and average out the internal temperature. The presence of the water was necessary to prevent the tube from expanding and establishing a friction fit within the tube; in cases where this expansion occurred, extraction was effectively impossible without destroying the tube and samples contained within. As a practical matter, a volume of water corresponding to 65% to 85% of the volume unoccupied by the tube was generally sufficient to contain the tube without extreme deformation of the ampule.

3.2 Hydrothermal Growth Experiments

3.2.1 Phase Studies

In order to conduct phase studies, samples of the feed stock and mineralizer solution were added to small precious metal tubes of 0.25” outer diameter and 3” length. The reaction ampules contained between 97.0 mg and 103.0 mg of the Li$_2$B$_4$O$_7$ powder and 0.4 mL of the 10$^{-6}$ M LiOH as the mineralizer. The bottom was held at 25°C hotter than the region in order to provide a precipitation region within the ampule. After three days, the autoclave was removed from the band heaters and insulation while at working temperature and cooled with flowing water, then opened. This procedure required significant preparation for efficiency and safety, but that done, was always accomplished in less than 15 minutes.
3.2.2 Spontaneous Nucleation

It remains an unfortunate conjunction that, first, crystal samples are necessary to characterize their thermodynamic properties, and second, the unavailability of these crystals is frequently what motivates the research in the first place. Fortunately, as crystals are a low-energy arrangement of their constituent chemistry, it can be favorable for them to form spontaneously out of solution, and subsequently grow (c.f. theory section).

The spontaneous nucleation growth of lithium borates utilized the work the work of McMillen et al. as a starting point [78]. Li$_2$B$_4$O$_7$ powder (99.995%, metals basis, Alfa Aesar) served as the feed material and 10$^{-6}$ M LiOH as the mineralizer solution; the ampule was 6” long and of $\frac{3}{4}$” outer diameter. The mineralizer was made immediately preceding its use by dissolving LiOH powder (high-purity, 99.998%, metals basis, Alfa Aesar) in deionized water to form a 0.1 M solution, and then successively diluted. The ampule was sealed in accordance with the procedure outlined in section 3.1 and placed in a 120 mL autoclave along with an appropriate counter-pressure water fill. Two temperature zones were maintained. Values of 565°C for the lower, dissolution zone and 495°C for the upper, precipitation zone were found to be productive. That is, it provided a sufficient temperature, and therefore solubility, gradient within the tube to generate spontaneous nucleation.

Nor was it too large; it is desirable that once a few small crystals have formed that dissolved material preferentially deposits on them, and too large a gradient will cause the precipitation of a great many very small crystals. After the reaction had run for sufficient time and they system cooled, the ampule was removed, cut open, and the reaction products separated with deionized water and a vacuum filtration apparatus.
3.2.3 Solubility Studies

Solubility studies of the various crystal systems proved necessary for the reasons outlined in section 2.2. Their conduct followed the example set by Gelabert et al. [31]. Single Li$_2$B$_4$O$_7$ crystals were weighed using an Ohaus and loaded into 0.25” outer diameter, 3” long Ag ampules with 0.4 mL of 10$^{-6}$ M LiOH solution. Upon being welded shut, the ampules were loaded into the small Tuttle cold-cone seal autoclaves. Two band heaters were clamped onto the autoclave and held at the same temperature; the size of the heaters would encompass the total length of the ampules to apply isothermal conditions to the samples. It is imperative that the system reach an equilibrium condition for the solubility data to be valid—that is to say, the solution reaches a point of saturation such that dissolved material is precipitating out on to the crystal at the same rate as the crystal is dissolving. At no time does either process stop; the ranges of the reactions are far too small for the average properties of the solution to directly impart themselves, but over the whole volume, the processes precisely compensate each other. Equilibrium, furthermore, is a stable point of the system: it will return to it after perturbation, and remain there. Therefore, in order to give the system sufficient time to achieve this equilibrium state, temperatures were held for 24 hours, after which time they were quenched. The crystals were then re-weighed and the solubility calculated as wt% = $\Delta m/(m_{\text{Solution}} + \Delta m)$.

3.2.4 Transport Growth

A transport growth reaction is one application of the hydrothermal growth technique, and the major goal of this research. Each one may run for weeks or even months at a time, increasing their uniqueness and value. That said, they all follow the same basic format: the growth conditions to explore are chosen. Feedstock is
weighed out. A seed crystal is chosen, either of the same species or of one that will
impart its crystal structure to the target stoichiometry, and with appropriate
discretion as to which crystal plane is shown. This crystal is bored to admit a thin
precious-metal wire, and it is mounted upon a support ladder made of the same
material above the baffle. A tube is sealed at one end; the feedstock is added
carefully, followed by the ladder, after which the top is mostly sealed. The
mineralizer solution is made up with equal care, and then added to the tube via
syringe, through a gap left for the purpose. The tube seal is completed, after which
it goes into the autoclave—gently, to not jar the seed loose—with the
counter-pressure fill water, and the autoclave, too, is sealed. Band heaters are
attached; insulation is applied; the band heaters are set to increase. To prevent the
dissolution of the seed crystal, one brings the bottom band heater up to
temperature before the top band heater, to saturate the mineralizer. After
remaining at temperature for a protracted period, the system is left to cool, the
shells opened, and the growth on the seed crystal examined.

3.3 Characterization

Once the samples of any given procedure had been grown, it became necessary
to characterize their crystal habit. As the majority of products were small, clear
crystals of similar morphology, more advanced operations than ocular discrimination
were at once necessary. By far the most useful characterization technique of this
research was Single-Crystal X-ray diffraction (SXRD). (For an exposition of the
theory pertaining to the technique, please consult section 2.1.1.2 of this work.) The
sheer volume of literature pertaining to the subject, combined with the
computerized analysis of the raw data, have turned what was once an exceptionally
onerous and demanding procedure into one of nearly rote application.
It should not be surprising that the laboratory in which this work occurred was outfitted with just such an SXRD apparatus: a Rigaku XtaLAB Mini. This enabled what is known as fingerprint analysis, in which a previously identified species might be identified by the revelation of dimensions and angles of a unit cell, without having to solve for any finer structure. It is commensurately faster; generally, 12 scans were taken, with $\phi = 0.0$ and $2\theta$ from $-60^\circ$ to $106^\circ$, with a $15^\circ$ step size and $1^\circ$ precision. In some cases, particularly when symmetry was reducing the number of observed spots, it was advantageous to take 18 scans with a $9^\circ$ step. This did not significantly increase the burden for the fingerprint analysis. For more thorough analysis, datasets were taken with $\phi = 0^\circ$, $120^\circ$, and $240^\circ$, with $2\theta$ from $-60^\circ$ to $120^\circ$ using a $1^\circ$ interval. The x-rays were the MoKα line, providing a resolution of 0.6 Å. For each reaction, three crystals out of every run were analyzed with SXRD; full crystal structures were solved as necessary.
4. Results and Analysis

This chapter provides details on each experiment performed. Some, particularly those in the phase and solubility studies, have been grouped in one heading due to the repetitious nature of the investigation. Analytical sections will be found both associated with particular experiments and independently in order to address larger syntheses of data. The reader is advised to read this chapter in its entirety, and in the order presented.

4.1 Spontaneous Nucleation

The first reaction attempted was a spontaneous nucleation synthesis, in which 4.03 g of Li$_2$B$_4$O$_7$ powder and 16.38mL of 10$^{-6}$ M LiOH mineralizer solution were welded into a silver ampule 6.75” long and of $\frac{3}{4}$” outer diameter, as discussed in the experimental procedures section. The lower band heater was held at 565°C and the upper at 490°C for 10 days, followed by an uncontrolled cool-down over the course of approximately one day. Once cool enough to handle, the ampule was removed, cut open, and the reaction products flushed from it with deionized water in combination with a vacuum filtration apparatus.

The reaction produced Li$_2$B$_4$O$_7$ crystals, as confirmed by repeated sampling and XRD analysis. A full data set was solved with lattice parameters of a=9.4919(13)Å and c=10.3033(21)Å for hydrothermally grown Li$_2$B$_4$O$_7$. These crystals were optically clear and 1-3 mm in their largest dimension, as depicted in Figure 19. Initial indications suggest a positive relationship between solubility and temperature, which was determined by the presence of substantial spontaneous nucleation in the upper colder portion of the silver ampule.
Figure 19. Hydrothermally grown Li$_2$B$_4$O$_7$ crystals from the first spontaneous nucleation reaction. These represent the larger end of the product distribution; most of the crystals so grown were significantly smaller than shown here. They are all apparently optically clear. Also noteworthy is the development of faceting on the middle crystal.

4.2 The First Transport Growth Experiment

Following the success of Li$_2$B$_4$O$_7$ synthesis in the first SN reaction, the author performed a transport growth reaction using a Czochralski-grown seed crystal and crystalline feedstock from the prior experiment—the latter because practice has shown that crystalline feedstock provides better mineralizer circulation than powdered feedstock and improved crystal growth [34]. The system held a 40°C gradient—535°C on the lower band heaters and 495°C on the upper—for 8 days, followed by an uncontrolled cool-down. Upon opening the ampule, two crystals were found, one above the baffle and one below, as depicted in Figure 21. The crystals themselves are shown in Figure 20. To our surprise both samples, when
characterized by XRD, were determined to be the $\gamma$-LiBO$_2$ phase, not Li$_2$B$_4$O$_7$. The original seed crystal of Li$_2$B$_4$O$_7$ was no longer suspended in the original location, nor was it located in the feedstock. Therefore we assume that it was completely dissolved and served as feedstock for the $\gamma$-LiBO$_2$ crystals. Therefore both samples taken from the tube are assumed to be spontaneously nucleated products. Given the size and duration of the run, the lower bound of the growth rate may be estimated by dividing the major dimensions by the time of the run. This leads to values in the range of 0.95 — 1.6 mm/day, which is comparable that of hydrothermal quartz growth (1.0-1.25 mm/day [60]). Moreover, the fact that a large crystal nucleated below the baffle implies a tremendous change in solubility over a very short temperature range. Subsequent autoclave surface measurements indicate that the temperature difference between the bottom of the tube and the general region of the spontaneous nucleation (that is to say, in the middle of the tube, rather than the intended upper region) was approximately 26°C. As may be observed in the $\gamma$-LiBO$_2$ solubility data from [78], the change in solubility from
Figure 21. A cut-away of the silver ampule, indicating where the two large crystals retrieved are believed to have formed during the attempted transport growth reaction. The baffle nominally promotes the formation of two thermal zones within the ampule, rather than uninhibited fluid mixing averaging out all temperatures within. Near the baffle itself, where the crystals presumably formed, the temperatures have been estimated by surface measurements to be somewhere in the range of \(509\,^\circ\text{C}\) to \(525\,^\circ\text{C}\), while the band-heaters themselves were fixed at \(535\,^\circ\text{C}\) and \(495\,^\circ\text{C}\). Not shown are the counter-pressure water surrounding the ampule, the autoclave, or the band-heaters.

\(535\,^\circ\text{C}\) to \(\sim 510\,^\circ\text{C}\) is \(\sim \frac{1}{2}\%\), which is sufficient to sustain crystal growth. The similarity in size suggests that the growth rates in the two locations were very similar. It may be that the upper crystal was mass transport limited as compared to the lower crystal, thus remaining slightly smaller. Presumably, had the reaction continued for a significantly greater amount of time, the lower crystal would have dissolved and re-formed on the upper crystal mass.
4.3 Second Spontaneous Nucleation

In order to develop more Li$_2$B$_4$O$_7$ seed material for further transport growth experiments, the author conducted a second SN reaction. The reaction was held at 565°C for the lower heater and 490°C for the upper, with an uncontrolled cooling rate, as was performed in the initial reaction.

Contrary to expectation, this reaction produced SN crystals of $\gamma$-LiBO$_2$ on the scale of 0.1-0.5 mm, as verified by lattice parameters taken from the XRD (c.f. fingerprint analysis, section 3.3). These were optically clear. A key difference between the reactions is that the reaction tube was not shaken after sealing. Upon further consideration, the differences in the two growth runs are explained by the speed at which the feedstock saturated the solution: in the first experiment, the tube, having been thoroughly shaken, provided a large surface area of Li$_2$B$_4$O$_7$ powder that would have been more apt to dissolve rapidly. In the second reaction, the author omitted the shaking step, so that the powdered feedstock is likely to have remained relatively compacted at the bottom of the tube, with the mineralizer resting atop it. This would have restricted the area over which dissolution could occur to approximately that of the tube’s cross-section. This, we conjecture, would restrict the saturation of the fluid to near-equilibrium conditions, and crystal formation would have been thermodynamic. This would make it subject to different considerations than the kinetic growth (highly supersaturated) of the first reaction, specifically the much lower solubility of $\gamma$-LiBO$_2$ evinced in section 4.6. As the constituents of both materials were present, the less soluble phase would have been favored for precipitation.
4.4 A Proposed Explanation

The formation of $\gamma$-LiBO$_2$ in the transport growth reaction, using Li$_2$B$_4$O$_7$ feedstock and seed crystal, and in the second SN reaction, were both unexpected. The apparent difference between the experiments lay in the rate at which Li$_2$B$_4$O$_7$ had been dissolved in the system, which in turn altered the degree of supersaturation in the solution. The temperature gradients in the first SN reaction and the transport growth reaction were not significantly different, but in the former minute particles of Li$_2$B$_4$O$_7$ had been suspended by shaking in the mineralizer fluid, making it very likely to dissolve rapidly and create a solute concentration far greater than saturation from which to precipitate lithium borate species. The transport growth reaction had small (0.1 – 2 mm) pieces of Li$_2$B$_4$O$_7$, yielding a significantly smaller surface area to dissolve; the second SN reaction was similarly limited in the amount of Li$_2$B$_4$O$_7$ that the solution could take up at any given time. Furthermore, the differences in saturation clearly correlate to outcomes: highly supersaturated solution gave rise to Li$_2$B$_4$O$_7$, and the solution closer to equilibrium to $\gamma$-LiBO$_2$.

The author therefore proposes that the Li$_2$B$_4$O$_7$ species forms hydrothermally as a kinetic growth process, while $\gamma$-LiBO$_2$ forms as a thermodynamic process, by:

$$\text{Li}_2\text{B}_4\text{O}_7(s) + 3 \text{H}_2\text{O}(l) \rightarrow 2 \text{LiBO}_2(s) + 2 \text{H}_3\text{BO}_3(l).$$  \hspace{1cm} (22)

Equation (22) is based on the necessary stoichiometry to account for the initial and product crystals, and combined with the knowledge that H$_3$BO$_3$, or boric acid, is soluble and stable in water. Note, also, that this is a net reaction, and intermediate stages may exist, but without additional chemistry in the solution there is no evidence to support them.
Assuming that the hypothesis is true, of course, Li$_2$B$_4$O$_7$ would be unsuitable for hydrothermal growth—for reasons to be discussed later—and probably non-ideal for the formation of $\gamma$-LiBO$_2$. Equation (22) indicates that during the formation of $\gamma$-LiBO$_2$, the working fluid continuously changes its acidity. When operating a long-term growth process that aims for consistent product and quality throughout, this is undesirable [34]. In an attempt to grow $\gamma$-LiBO$_2$, should it be desirable, either preliminary feedstock would need to be grown by the conversion of Li$_2$B$_4$O$_7$, or stoichiometric quantities of LiOH and H$_3$BO$_3$ should be mixed, as done by McMillen et al. [78]

4.5 Phase Study Results

In order to understand the synthesis of $\gamma$-LiBO$_2$ as opposed to Li$_2$B$_4$O$_7$ under various growth conditions, the author conducted a phase study. Points were taken from 350°C to 550°C, as measured on the bottom band heater, at 50°C intervals. The procedure as laid out in the experimental section took some development, however. Initially, the system heated over the course of an hour and remained at temperature for 3 days, followed by a 24-hour controlled cool-down. These reactions produced Li$_3$B$_5$O$_8$(OH)$_2$ at all temperatures, which did not correspond well to the previous results in which $\gamma$-LiBO$_2$ formed rapidly. A review of the literature indicates that Li$_3$B$_5$O$_8$(OH)$_2$ forms hydrothermally at 180°C [79], and moreover that this is a common trend in hydrothermal synthesis of hydrated metal-borate-oxide crystals. Na$_2$B$_5$O$_8$(OH)·2H$_2$O, for example, grew at 180°C [83]; Na$_2$B$_4$O$_5$(OH)$_4$·3H$_2$O can be grown from aqueous solution at 80°C [84]. It was suspected that, owing to the very high solubility of $\gamma$-LiBO$_2$ [36] that an extended cool-down was interfering with the reaction, and for this reason the procedure changed from a controlled cool-down to a quench as described in the experimental
section. The author surmise that the transition to the hydrated phase occurs somewhere in the realm of 200°C. In particular, the author propose two possible mechanisms. The first is direct, and probably occurs in the 180°C regime:

\[
3 \text{Li}_2\text{B}_4\text{O}_7(s) + 3 \text{H}_2\text{O}(l) \rightarrow 2 \text{Li}_3\text{B}_5\text{O}_8(\text{OH})_2(s) + 2 \text{H}_3\text{BO}_3(l). \tag{23}
\]

The second possibility notes the regular formation of \(\gamma\)-LiBO\(_2\) at the higher temperatures, and therefore requires two steps:

1. \(\text{Li}_2\text{B}_4\text{O}_7(s) + 3 \text{H}_2\text{O}(l) \rightarrow 2 \text{LiBO}_2(s) + 2 \text{H}_3\text{BO}_3(l) \tag{24}\)

2. \(3 \text{LiBO}_2(s) + 2 \text{H}_3\text{BO}_3(l) \rightarrow \text{Li}_3\text{B}_5\text{O}_8(\text{OH})_2(s) + 2 \text{H}_2\text{O}(l). \tag{25}\)

These reactions are based upon the species that are known to form within the system, and of course stoichiometric requirements. That said, these reactions occur well below the optimal working temperatures for \(\gamma\)-LiBO\(_2\) or Li\(_2\)B\(_4\)O\(_7\) growth.

All of the phase study reactions occurred under thermodynamic conditions, as evinced by the amount of Li\(_2\)B\(_4\)O\(_7\) used as feedstock and the 25°C temperature difference between the band-heaters. Under such conditions, with the experimental procedures discussed, every reaction in the 350°C—550°C range produced \(\gamma\)-LiBO\(_2\) exclusively.
Figure 22. The solubility of $\gamma$-LiBO$_2$ from [78]. The two points depicting the weight percent of Li$_2$B$_4$O$_7$ removed from the two sample crystals by the end of 24 hours are not true solubility points, because the system had not reached equilibrium, and $\gamma$-LiBO$_2$ was spontaneously precipitating from the solution. The points are given only to provide a direct visual comparison between the proportion of Li$_2$B$_4$O$_7$ solvated at a given temperature, and the proportion of $\gamma$-LiBO$_2$ solvated under similar conditions. With this in mind, the figure indicates that Li$_2$B$_4$O$_7$ is significantly less stable under hydrothermal growth conditions than $\gamma$-LiBO$_2$.

4.6 Solubility Study Results

Christ and Clark observe that boron-oxygen exists either as a triangular (1:3) or tetrahedral (1:4) configuration [54], leading to the conclusion that the building blocks of both crystals must be equally present in the solution created by the dissolution of Li$_2$B$_4$O$_7$—or, put differently, a solution made by dissolving $\gamma$-LiBO$_2$ will not differ significantly from one that started with Li$_2$B$_4$O$_7$. It follows that the lithium borate species which is least soluble under a particular set of thermodynamic growth conditions will be the one that forms. The author therefore undertook a solubility study of Li$_2$B$_4$O$_7$ within the 10$^{-6}$M LiOH mineralizer, according to the experimental procedures outlined previously. Comparative data for $\gamma$-LiBO$_2$ comes from [78], and is shown in Figure 22.
As a point of comparison, Byrappa showed 0.6% Li$_2$B$_4$O$_7$ solubility in 1.5 M LiOH at 400°C and 600 bar [35], which is substantially smaller than the values seen in this study. The author believes that this is a result of several orders of magnitude greater lithium concentration already extant in the solution, making the dissolution of Li$_2$B$_4$O$_7$ and release of more lithium ions into the fluid thermodynamically undesirable.

Owing to the small size of the SN-produced Li$_2$B$_4$O$_7$ crystals, the author used samples cut from a Czochralski-grown sample. Unfortunately, the experiments did not produce true solubility data simply because the system did not reach equilibrium for any reaction condition. At 500°C, the crystal sample began at 110.03 mg, and after 24 hours had shrunk to 30.04 mg; the test at 450°C utilized a 71.23 mg crystal sample which dissolved entirely. Using the formula from the procedures section, these would correspond to solubilities of 16.7% and 15.1%. That said, it is evident that the 500°C sample was still in the process of dissolving when the reaction stopped, as it retained signs of continued dissolution as depicted in Figure 23. Moreover, both reactions produced a fine crystalline cluster of the $\gamma$-LiBO$_2$ — a fact which would have dramatically increased the apparent solubility of Li$_2$B$_4$O$_7$ in the solution, and which undermines any assumption of achieving the equilibrium condition needed for a true solubility measurement. For this reason, no formal solubility points are presented. Nonetheless, $\gamma$-LiBO$_2$ appears to be distinctly less soluble in the weak LiOH solution used, and will be formed preferentially under thermodynamic conditions.

It follows immediately that Li$_2$B$_4$O$_7$ is a metastable state with respect to the hydrothermal growth system under consideration. In a thermodynamic growth condition, there is enough thermodynamic potential to release this metastable state, but not enough to reform it. Increasing said potential is contradictory to the growth
Figure 23. The material shown came from the 500°C experiment after 24 hours at temperature. The large, un-faceted mass in the upper left is what remains of the original \( \text{Li}_2\text{B}_4\text{O}_7 \) sample, having lost 79.99mg, or 72.7% of its original weight. The small, spontaneously nucleated crystals surrounding it in the rest of the picture has been confirmed as \( \gamma \)-LiBO\(_2\) via XRD, having apparently formed even without a thermal gradient.

of good crystals—as discussed in the section on theory, minimization of the working enthalpy is a key advantage of the hydrothermal growth technique, and to increase it is to increase the number of thermally-induced defects within the system. It follows that \( \text{Li}_2\text{B}_4\text{O}_7 \) is not a suitable material for hydrothermal growth.

4.7 Kinetic Growth

The remaining aspect of research was to confirm that \( \text{Li}_2\text{B}_4\text{O}_7 \) does form when the growth conditions are kinetic. Therefore, the author conducted a third SN reaction that was deliberately driven to kinetic crystal growth conditions by means of a 100°C temperature gradient. 10.89 g of \( \text{Li}_2\text{B}_4\text{O}_7 \) and 44.47 mL of the LiOH mineralizer solution were sealed in a 12” long, \( \frac{7}{8}” \) outer diameter silver tube. As in the first spontaneous nucleation reaction, the tube was shaken to ensure
pervasive commingling of mineralizer with the feedstock and to provide thereby ample surface area for dissolution. This was placed in a modified-Bridgman seal autoclave of 250 mL inner volume, along with a suitable counter-pressure fill of deionized water, and heated with two pairs of band heaters to 465°C and 565°C in the upper and lower regions. The system remained at temperature for nine days, at the end of which power was removed and the system allowed to cool uncontrolled. The reaction products were crystals of Li$_2$B$_4$O$_7$ as confirmed by XRD, smaller than those formed in the first SN reaction. This is not surprising: the conditions would have favored the formation of a larger number of competing nucleation points. This result does corroborate that the system achieved a kinetic growth condition. Furthermore, given the apparently exclusive presence of Li$_2$B$_4$O$_7$ in this reaction, its creation appears to be favored under kinetic growth conditions.

4.8 Lithium Metaborate Growth

As γ-LiBO$_2$ showed great potential for hydrothermal growth, the author also attempted a transport growth reaction in this system. After conducting a spontaneous nucleation reaction to convert Li$_2$B$_4$O$_7$ powder to γ-LiBO$_2$ crystal feedstock, the author mounted two seed crystals on a silver ladder. One came from the first transport growth reaction, and weighed 0.8027 g; the other was a small but sufficient crystal from the immediately preceding SN reaction, weighing 0.0502 g. These, with 7.728 g of γ-LiBO$_2$ feedstock crystals were added to a silver tube 3/4” in diameter and 9” long. Then, after the preliminary welding, 29 mL of 10$^{-6}$ M LiOH. The upper (cooler) band-heater was 505°C and the lower 535°C, which were brought to temperature over the course of 24 and 12 hours, respectively, in order to partially protect the seed crystals from premature dissolution.
The reaction was allowed to persist for ten days, during which the autoclave developed a slow leak and dropped from a peak of 20 kpsi to 10 kpsi, but which is not supposed to have had profound consequences on the reaction, as the tube showed neither compression nor expansion. After the reaction period had elapsed, the author cut the power and allowed the system to cool uncontrolled. The day after deactivation, the ampule was removed from the autoclave and opened.

The seed crystals dissolved entirely. All the feedstock material became a fine powder of $\gamma$-LiBO$_2$, of smaller size than the original feedstock. Little to no spontaneous nucleation appeared to have occurred on the upper surfaces of the ladder.

Recall that in all other reactions the feedstock was Li$_2$B$_4$O$_7$ and not $\gamma$-LiBO$_2$. The phase and solubility studies indicate that $\gamma$-LiBO$_2$ is thermodynamically preferable to Li$_2$B$_4$O$_7$ under the hydrothermal conditions of this study, and that Li$_2$B$_4$O$_7$ can supersaturate a 10$^{-6}$ M LiOH solution with respect to $\gamma$-LiBO$_2$ before it has completely dissolved itself. That is to say, Li$_2$B$_4$O$_7$ appears to dissolve more rapidly than $\gamma$-LiBO$_2$.

There are a number of arguments beyond these experimental results to show that Li$_2$B$_4$O$_7$ dissolves more quickly than $\gamma$-LiBO$_2$. In [85], Velez et al. showed that in 30°C water the outward flux of material was dependent upon the B$_2$O$_3$—Li$_2$O ratio within lithium borate glasses, with dissolution rate increasing with the proportion of boron. Figure 24 shows how sensitive this dependence can be at high B$_2$O$_3$ proportions. Decomposing both the Li$_2$B$_4$O$_7$ and $\gamma$-LiBO$_2$ formulae, one finds

\[ \text{Li}_2\text{B}_4\text{O}_7 \rightarrow \text{Li}_2\text{O} + 2\text{B}_2\text{O}_3 \]  
\[ \text{2LiBO}_2 \rightarrow \text{Li}_2\text{O} + \text{B}_2\text{O}_3, \]
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respectively. Admittedly, a glass has no long-range order; the dissolution cannot be associated with a specific arrangement of the material. Therefore, though the \( \gamma \)-LiBO\(_2\) and Li\(_2\)B\(_4\)O\(_7\) samples in this study were crystalline and not glasses, the material composition still supports a notion that the greater the proportion of boron within the crystal, the faster it would dissolve. The tetraborate has the greater proportion of B\(_2\)O\(_3\), and is thus predicted to dissolve faster.

![Figure 24. This plot shows the time-dependent weight-loss of various B\(_2\)O\(_3\)-Li\(_2\)O glasses, from [85]. It follows that the slopes of the fitted lines are the average rates of dissolution, and that those glasses with more B\(_2\)O\(_3\) dissolve faster than those with less. Pure B\(_2\)O\(_3\), in particular, dissolves tremendously quickly.](image)

Lithium tetraborate dissolving faster than lithium \( \gamma \)-metaborate is also favorable from a geometric standpoint. Consider their respective crystal structures, shown in Figures 25, 26, and 27. In the tetraborate, the unit cells are linked together by trigonal planar BO\(_3\) formations, shown as the triangles with spheres at their center. Contrast this to the metaborate, in which the structure is formed of interlocking BO\(_4\) tetrahedrons, forming continuous columns through the volume of the material. In either case the boron-oxygen bonding is likely very important to the structure itself; purely geometric considerations would coordinate three oxygens to one boron
(c.f. [29]), but tetrahedrons form. This suggests that covalent bonding and \( sp^3 \) hybridization dominate the formation of the lattice and prevent a tighter structure from forming. Taken one step further, assuming all B–O bonds are of equal length, the minimum distance (that is to say, edge length) between two oxygens in a tetrahedron will be closer together than two oxygens in a plane. Both tetraborate and metaborate have tetrahedrally coordinated boron; trigonal planar coordination occurs only in Li\(_2\)B\(_4\)O\(_7\). It thus appears that the \( \gamma \)-metaborate is more tightly held together than the tetraborate, and so dissolves less readily. This may be corroborated by examining the particular arrangement of the units within the crystal, as in Figure 28 for Li\(_2\)B\(_4\)O\(_7\) and Figure 29 for \( \gamma \)-LiBO\(_2\).

Figure 25. This shows a segment of crystal lattice as found within Li\(_2\)B\(_4\)O\(_7\), comprised of eight unit cells, in parallel plane projection along the a-axis. A single unit cell is delimited by the black box in the upper left hand corner. Each tetrahedron has a boron atom at its center; they are introduced to show the orientation of the tetrahedrally coordinated BO\(_4\) structures within the cell. Likewise, the blue triangles show how trigonal planar structures, BO\(_3\) participate in tying the lattice together.

In the tetraborate, pairs of tetrahedrally coordinated borons are linked via the
Figure 26. In contrast to Li$_2$B$_4$O$_7$, $\gamma$-LiBO$_2$ has only tetrahedrally coordinated boron atoms. The figure shows their arrangement in an eight unit-cell crystal, with an individual unit cell delimited by the black box in the upper left.

Figure 27. The columnar structure of metaborate may be found in all directions.
Figure 28. This segment of $\text{Li}_2\text{B}_4\text{O}_7$ shows how the boron complexes interlink with each other. Tetrahedrons are paired off and held at their particular angle by the triply-coordinated boron, which link each pair of tetrahedral units. This corresponds well to what was shown in Figure 25, where the connections in the plane normal to the c-axis were effected by these trigonal planar bridges.

Figure 29. Every tetrahedron is closely linked to four others by means of an oxygen, limiting the space and freedom for a boron complex to be attacked by the surrounding fluid.
trigonal planar boron complexes. If these groups were to break off into solution, then only the tetrahedrons—building-blocks of the metaborate—would remain.

Enter the notion of steric hinderance: the arrangement of atoms about a particular group or component of a molecule changes its ability to interact with its surroundings [65]. Inspection of the crystal structures in the figures suggests that there is simply more area for water to insinuate itself around the trigonal planar structures in lithium tetraborate and pull them into solution, than around the tetrahedrons in lithium metaborate. Using the atomic radius data found in Table 2.4 of [29] and the lattice parameters calculated while solving the crystal structures, it can be shown that $APF_{\text{LiBO}_2} = 0.798$ and $APF_{\text{Li}_2\text{B}_4\text{O}_7} = 0.682$. The tetraborate structure really is more open than that of the metaborate. This further supports the notion of more rapid dissolution of Li$_2$B$_4$O$_7$ than $\gamma$-LiBO$_2$.

A last consideration: BO$_3$, the conjugate base of HBO$_3$, is more soluble in water than B$_2$O$_4$—0.276 g/mL versus 0.157 g/mL at 100°C [66]. BO$_4$ is not mentioned in the literature. It follows that the BO$_3$ groups that can dissociate from the lithium borate crystals are suited to remain in solution, while the tetrahedral boron groups are not. One may reasonably hypothesize that even if a tetrahedral group is broken off from the crystal lattice, it may simply reattach to the crystal surface without noticeable participation in the solution, manifesting as a lower dissolution rate for the tetrahedrons.

It also appears that the metaborate reforms faster than it dissolves. In the reaction, larger metaborate feedstock crystals dissolved and stabilized as a smaller crystals. This indicates that in order to provide an equilibrium between dissolution and precipitation, the surface area of the material had to increase, implying that the rate of reformation is greater than the rate of dissolution.

Let the majuscule $R_x$ be the rate of dissolution indicated by $x$, and likewise $r_x$.
the rate of formation. \( x \) takes becomes \( t \) for the tetraborate, and \( m \) for the metaborate. Thus far it appears \( R_t > r_m, r_m > R_m, \) and \( R_t > R_m. \) Though the last relation follows from transitivity, it also corresponds to the transformation of tetraborate into metaborate during the solubility studies.

The reverse of equations (27) and (27) translate to the rate equations are [65,86]:

\[
\begin{align*}
\textit{r}_t &= \frac{d[\text{Li}_2\text{B}_4\text{O}_7]}{dt} = -\frac{d[\text{Li}_2\text{O}]}{dt} = -\frac{1}{2}\frac{d[\text{B}_2\text{O}_3]}{dt}, \\
\textit{r}_m &= \frac{1}{2}\frac{d[\text{LiBO}_2]}{dt} = -\frac{d[\text{Li}_2\text{O}]}{dt} = -\frac{d[\text{B}_2\text{O}_3]}{dt}.
\end{align*}
\]

There is no obvious relationship between \( \textit{r}_t \) and \( \textit{r}_m \) from the experimental evidence. That said, \( \text{Li}_2\text{B}_4\text{O}_7 \) formed under kinetic conditions, designed to force material out of the system at a great rate. Therefore it is likely that

\[
\begin{align*}
|\left(\frac{d[\text{B}_2\text{O}_3]}{dt}\right)_t| &> |\left(\frac{d[\text{B}_2\text{O}_3]}{dt}\right)_m| \\
-(\frac{d[\text{B}_2\text{O}_3]}{dt})_t &< -(\frac{d[\text{B}_2\text{O}_3]}{dt})_m = \textit{r}_m, \\
2\textit{r}_t &= -(\frac{d[\text{B}_2\text{O}_3]}{dt})_t < -(\frac{d[\text{B}_2\text{O}_3]}{dt})_m = \textit{r}_m \\
\textit{r}_t &< \frac{1}{2}\textit{r}_m.
\end{align*}
\]

Which is to say, the thermodynamically favored species has a higher rate of formation than the other. This is not altogether surprising; minimum potential energy offers the greatest driving “force” to the system, by analogy to \( F = -\nabla U. \)

One other point that is very helpful in understanding the results: recall that in the first transport growth reaction, a large spontaneously nucleated \( \gamma \)-LiBO\(_2\) crystal formed below the baffle. This corresponded to a temperature gradient of about 10°C. Recalling McMillen’s LiBO\(_2\) solubility data (Figure 22), the solubility difference between 535°C and 505°C is approximately 1%—a modest growth rate,
below the 2-5% requirement of [61]. From the discussion above, posit that a material that is structurally disinclined to break apart is likewise structurally inclined to re-form, so that the amount of time taken to transition through the baffle was larger than that require to form nucleated products. That is to say, even though the supersaturation was not exceptional, the kinetic favorability of precipitation was such as to prevent the dissolved feedstock from getting to the upper region.

Thus, the sequence events that took place in the second transport reaction might read as follows. First, the bottom band-heater started coming to temperature while the upper heater remained cool, creating a substantial temperature difference between the bottom of the tube and the region just below the baffle. This would have created a micro-transport growth zone, in which the large feed-stock could begin to spontaneously nucleate a smaller crystal size. Without the tetraborate supersaturating the solution, all the metaborate dissolved at the bottom precipitated out as it was formed, and so did not make it up to the seed crystal region. The seed crystal, absent the saturated solution, itself dissolved and its feed material sank to the bottom, becoming generally incorporated in the lower section’s convection. Then, after some time, the solution reached an equilibrium, where the surface area of the powder and corresponding rate of dissolution was equivalent to the rate of precipitation in the region just below the baffle—a much smaller powder than the beginning, all in the bottom of the tube.
5. Conclusions

This work attempted to identify the optimal hydrothermal growth conditions for Li$_2$B$_4$O$_7$ with a weak LiOH mineralizer solution. The data, however, indicate that such conditions do not exist. Though true solubility data for Li$_2$B$_4$O$_7$ in this 10$^{-6}$ M LiOH does not exist, the secondary evidence indicates that it is extremely soluble, and moreover unstable with respect to $\gamma$-LiBO$_2$. The phase study further indicates that $\gamma$-LiBO$_2$ is the favored species of growth for high-temperature LiOH solvent solutions, with a transition to hydrated phases at lower temperatures. Li$_2$B$_4$O$_7$ occurred only when the chemical potential to form a crystal was sufficient to place the system in a state of kinetic, rather than thermodynamic, growth. From this, it appears that $\gamma$-LiBO$_2$ forms from weak LiOH solution under thermodynamic conditions, and Li$_2$B$_4$O$_7$ grows only when the growth mechanism is kinetic. Therefore, Li$_2$B$_4$O$_7$ is not a suitable material for large, high-quality hydrothermal growth when using weak LiOH solutions. It is possible that adding boric acid (H$_3$BO$_3$) to the solution would make the formation of $\gamma$-LiBO$_2$ sufficiently unfavorable, in accordance with equation 23, that Li$_2$B$_4$O$_7$ would form, but the possibility has not been explored to date.

The prospect of quickly and efficiently growing $\gamma$-LiBO$_2$ compelled a transport growth experiment. Unfortunately, the seed crystals dissolved completely and the feedstock recrystallized as smaller material. Foremost, its results suggest that $\gamma$-LiBO$_2$ is kinetically more favorable to form than to dissolve, as it appears to have achieved dissolution–precipitation equilibrium with a very large surface area—very small crystals. This interpretation also suggests that a more open baffle—or no baffle at all—may be optimal for $\gamma$-LiBO$_2$ growth in 10$^{-6}$ M LiOH solution, as small temperature gradients and large flow rates appear to be necessary. Over-all, the general relations between the reaction rates of formation and dissolution appear to
be: $R_t > r_m, \ R_m > R_t, \ R_t > R_m$, and $r_t < \frac{1}{2} r_m$, though a thorough quantitative study is in order to confirm these ideas.

5.1 Future Work

In a the more minor concerns, there is polishing that might be done to fill in some of the lacunae imposed by the closed nature of the technique. For instance, should it prove valuable, some work might be done to validate the proposition of the reaction converting tetraborate into metaborate, (22). Such evidence could be found by measuring the pH of the working fluid after the completion of the reaction; during the original experiments, its retention was not thought to be particularly important. It does indicate, however, that a more thorough exploration of the thermodynamics of the system are necessary. In particular, are there temperature regimes within the starting chemistry wherein $\gamma$-LiBO$_2$ is stable, and others where Li$_2$B$_4$O$_7$ is preferable? What are the relative solubilities of Li$_2$B$_4$O$_7$ and $\gamma$-LiBO$_2$ at various temperatures within the system? Answering these questions will, in turn, allow the assessment of this hypothesis.

Focusing on the big picture, however, the target remains the growth of crystals for neutron detection. Though Li$_2$B$_4$O$_7$ is no-longer considered viable for hydrothermal growth, it does appear that $\gamma$-LiBO$_2$ would be a viable replacement. Its density of the requisite chemical species is satisfactory to replace Li$_2$B$_4$O$_7$, and the evidence thus far indicates that it may grow rapidly enough to be economically viable under the hydrothermal growth technique. More research is necessary for the development of the material in this vein. Foremost in this would appear to be the satisfactory transport growth of $\gamma$-LiBO$_2$, which the author attempted. In this, steps should be taken to protect the seed to a greater degree than what was done in
Once a mechanism for ensuring successful growth has been found, then it becomes a matter of optimizing the growth itself.

In conjunction, work must be done to create $\gamma$-LiBO$_2$ as a suitable neutron detector material, specifically by doping it. As envisioned by the author, $\gamma$-metaborate could be substitutionally doped with phosphate anions in place of the BO$_4$ tetrahedrons constituting the $\gamma$-LiBO$_2$ lattice. The practicality of this proposition depends in part on the degree of size mismatch between the phosphate and the borate tetrahedron it is intended to replace: the phosphate group, being larger than the borate, will have to squeeze in to the allowed space, creating local strain within the lattice. This strain also represents an increase in lattice energy, just as work is done to compress a spring. The difference is not excessive, however. Using the ionic radii for four-fold coordinated atoms from [29], and considering the oxygen nuclei to be vertices, the circumsphere radii for BO$_4$ and PO$_4$ are 1.5 Å and 1.71 Å, respectively, or a 14% size mismatch—c.f. Figure 30. For comparison, the Cu-Be system has a 10.9% difference and 16.4% solid solubility [28], and [29] notes that less than 15% mismatch is regarded as favorable for forming solid solutions. Therefore reasonable incorporation of phosphorus into $\gamma$-LiBO$_2$ may be expected on size grounds.

![Figure 30. This is a scale drawing of PO$_4^{3-}$ and a BO$_4$ tetrahedron found in $\gamma$-LiBO$_2$, as approximated using the hard sphere model. The translucent red spheres represent the oxygen atoms, while the dark interior spheres are boron and phosphorous, respectively. To the eye, at least, the difference in size is minimal.](image_url)
Electronegativity is also a quantity of importance in creating solid solutions [28]. Boron is valued at 2.04 on the Pauling scale, and phosphorous 2.19, a difference of 7.4% [65]. Of course, [29] also remarks that “for oxides this restriction is usually implicit in factors of ion valency and size.” Size has been dispensed with; the valences are the same \((sp^3)\). The last concern would be that of equivalent structure type, but this is irrelevant when the goal is only to dope a crystal: therefore, there is no indication against the use of phosphate as a dopant in \(\gamma\)-LiBO\(_2\).

Such work cannot be done without considering the effect on the over-all growth process; the dopant must be incorporated into the feedstock at the beginning of the reaction, and its effect on the chemistry of the reaction taken into account. In this regard, it might be useful to create, kinetically, phosphate-doped lithium tetraboate for use as feed material for growing lithium \(\gamma\)-metaborate, in order to provide equivalent dissolution of feed and dopant into the solution. It is also possible that tetraborate will incorporate phosphate more easily, as illustrated in the following figures.

Figure 31 is a schematized diagram of the metaborate lattice, insofar as every tetrahedron in its lattice is linked at four points to another tetrahedron, hence the diamonds. The larger phosphate would require the compression and torsion of various of these bonds, leading to a higher energy state in that region of the crystal, much like compressed springs. As the radius expands, the effect is damped out. Figure 32 is a cartoon of Figure 28, to provide a point of comparison for 33, which shows how a phosphate might incorporate to the system. In particular, the one and two point bondings of the BO\(_3\) groups are conjectured to act like hinges, as depicted in 33. This does neglect the space-filling nature of the electron clouds, and the resistance they may provide toward bending; nonetheless, this geometrically-based heuristic suggests that Li\(_2\)B\(_4\)O\(_7\) will accept the dopant more easily than \(\gamma\)-LiBO\(_2\).
Figure 31. This is a cartoon of the effect phosphate inclusion would be expected to impart on the local boron-oxygen lattice in lithium $\gamma$-metaborate. Each blue square represents a BO$_4$ tetrahedron, with each corner standing in for a vertex, and each locked to four other squares, as the tetrahedrons are in $\gamma$-LiBO$_2$. Incorporation of the phosphate structure necessarily requires the deformation of the lattice, the strain of which constitutes a potential which would prefer to be released.

Figure 32. This is a two-dimensional schematic of the boron-oxygen lattice found in lithium tetraborate, c.f. Figure 28
Beyond straining the lattice, incorporation of the $P^{5+}$ where there had previously been $B^{3+}$ will affect the local charge balance of the crystal. Phosphate also carries three extra electrons that must be incorporated into the lattice—rather the point as a dopant—and which must be accounted for electrically. The oxygens end up on oxygen sites, with the same oxidation state, but are included for completeness. Then the reaction may go as

$$\text{PO}_4^{3-} \rightarrow \text{P}_B^+ + 3e' + 2V'_\text{Li} + O_\text{O}^\text{c},$$

(34)

showing that each phosphate incorporated may be expected to drive two lithium ions from the lattice. This is not likely to be a problem from either a structural or neutron detection standpoint: in the former, the covalent lattice of oxygen and boron should maintain solidity; in the latter, electrical dopant concentrations are frequently less than one part in ten thousand [28]. Even with a factor of two for the
generation of flaws, the number of lithium vacancies generated will be negligible. More to the point, the macroscopic cross-section of the material will remain large.

Of course, if phosphorus does not play out as a dopant for the lattice, there are still other elements that may work. Hafnium has been suggested [7], and has been used as a component for other solid-state neutron detector explorations [87]. This is, regarding lithium-borate-oxides, speculative, but possibly worth exploring.

So much for the effects of doping. Assuming success in that endeavor, the crystals must then be characterized to determine the degree of dopant incorporation and the extent to which they increase the conductivity of the material. If these steps can be made to work in tandem with an optimized bulk growth process, then a conductive form of $\gamma$-LiBO$_2$ may be economically viable.

Finally, it remains to test them under neutron exposure and prepare their utility for incorporation into a practical device. In the former, simply measuring their current and voltage response while subjected to a neutron flux may be sufficient—but it may also prove necessary to isolate a particular level of doping for peak performance, resulting in a concurrent operation with some of the chemical steps discussed above. Suitable mounts for the crystal must be found so that they can be incorporated into circuitry without need for impractical jigs, clamps, or other apparatus. Deposition of contact patches may be the most viable course of action, and yet a large amount of work in its own right. Once done, however, and assuming success in all other matters, $\gamma$-LiBO$_2$ may yet be a cheap and effective neutron detector.
6. Appendix A

Herein follows some early work on the subject of modeling flows within the autoclave and ampule.

6.1 The Problem

The fundamental objective of this problem is to gain insight into the particular behavior of a fluid within an opaque chamber. Though we are greatly aided in this by knowledge of general chemical principles, it remains, generally, a volume whose behavior we can otherwise only deduce from by the comparison of the final state to the initial and stable conditions that were set up at the beginning of the experiment. That is to say, we are confronted with a high-pressure autoclave which must, in order to contain its charge, remain quite impenetrable, and quite sealed against interference. The cut-away geometry, then, in cartoon, is found in figure one. The large, grey, component is representative of the Inconel autoclave in which the reaction is contained; the thin yellow line indicates the sample ampoule (either silver or platinum) that contains the caustic mineralizer solution, and the thin blue band between the grey and the yellow is the water with which the autoclave chamber is filled to counterbalance the pressure built up within the ampoule. Furthermore, there are though not shown band heaters that wrap around the outside of the autoclave, and which are controlled to provide a fixed temperature at the surface of the autoclave.

Four different regions of computational solving; two sets of fundamental physics to be concerned with. In the Inconel and the precious metal tube, the problem is described in by the heat equation, which takes the form

\[
\frac{\partial u}{\partial t} = k \frac{\partial^2 u}{\partial x^2} + Q(x, t)
\]  

(35)
for a non-homogenous problem with steady source and sink terms. Indeed, for convenient boundary conditions and geometry, this is an entirely analytic equation but this problem is not so felicitous [64]. More on that later.

Within the fluid chambers, begin with the Navier-Stokes equation

\[
\frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla \vec{v} = -\nabla p + \nabla \cdot \vec{T} + \vec{f}.
\]

(36)

The Navier-Stokes equation, being strongly non-linear, is not generally solvable, but can be approached with numerical methods with reasonable success. A further complication arises in the specter of turbulence. This will occur if the Reynolds number, \( \frac{\nu L}{\nu} \), is large, where \( \nu \) is the characteristic velocity of the system, \( L \) is the characteristic length of the system, and \( \nu \) is the kinematic viscosity. In the case of the fluid inside the capsule, \( L \approx 0.01 \text{ m} \) and \( \nu \approx 9 \times 10^{-7} \text{ m}^2/\text{s} \), the latter having been taken from pure water. The velocity is as yet unknown; the other terms, evaluated leave \( Re = 11236 \frac{\nu L}{\nu} \times v \). To have the viscous terms dominate, then, would require a fluid velocity on the order of 0.09 mm/s, which strains credulity. Granted, the Reynolds number is not dogmatic about the onset of turbulence, but the presence of crystal materials, support structures, and imperfections within the ampoule make it likely that turbulence will arise quickly. Furthermore, no qualitative theory of strong turbulence yet exists. For weak turbulence that is to say, turbulence under conditions where \( \vec{T} \) can be approximated as a coupling term between modes of flow there is some hope for analysis and modeling, but largely turbulence remains in the realm of empirical codes and order of magnitude approximations [88].

To fully define the problem, one must have complete and consistent boundary and initial conditions for the simulation. The initial conditions are that all the materials should start at room temperature (298.15 K) and at rest, with the pressure
within the system set to 1 Atm. The materials were set using the COMSOL library provided for the purpose, and which included Inconel and liquid water.

The boundary conditions are more difficult. The regions of the autoclave surface are, fortunately, easy: being in direct contact with the temperature-controlled band heaters, two regions on the surface of the Inconel block can be fixed at whatever temperatures are desired for the course of the simulation. At the bottom, top, and un-heated sides, however, the system becomes slightly more problematic from a modeling, though not mathematical, perspective. Though surrounded by insulation, heat is still lost, and so the assumption of a strongly-insulating boundary is not entirely correct. Nonetheless, with a correct set-up, the effect is largely negligible.

![Figure 34. The temperature, in kelvin, of an initial model at t=0h.](image)
Figure 35. The temperature, in kelvin, of an initial model at $t=1\text{h}$. 
Finally, there are the boundary conditions between the fluids and the metals that the software must take into account. The heat at the internal surface of the autoclave will warm the fluid, which will convect upward, deposit its heat in the cooler region of the material, flow back down, and continue the process, introducing a time and space dependent boundary within the system, at three interfaces. This represents the crux of the entire problem—coupling a second-order time-varying differential equation into a strongly non-linear second-order differential equation. This will require a great deal of finesse within the numerical methods in order to even approach a reasonable solution. In the interim, approximations to a steady-state will likely be very helpful.

6.2 Computational Approximation

Regardless of the details of the final model, it is certain that, at some point, the geometry and time will be broken up into discrete regions that can have at least some average value of the physical quantities were interested in assigned to them. Then the appropriate topic is that of finite difference methods within partial differential equations. (In what follows the author is heavily indebted to [89].)

After establishing a quantization of space and time whatever means, and seeding with initial values, the actual solution becomes a matter of propagating these values forward in accordance with the differential equations governing their behavior. This necessitates quantizing the differential equations. By Taylors theorem, for any sufficiently smooth function, a series exists which approximates a solution about a point $x_0$. This series,

$$u(x_0 + \Delta x, t) = u(x_0, t) + \Delta x \frac{\partial u(x_0, t)}{\partial x} + \frac{1}{2!}(\Delta x)^2 \frac{\partial^2 u(x_0, t)}{\partial x^2} + O((\Delta x)^3), \quad (37)$$
indicates the proper way forward for the solution of a differential equation. By rearrangement, one reaches an approximation for any given position based on the points around it:

\[
\frac{\partial u(x_0, t)}{\partial x} = \frac{u(x_0 + \Delta x, t) - u(x_0, t)}{\Delta x} + O(\Delta x). \tag{38}
\]

This is a forward difference equation; a similar form known as a backward difference equation replaces the $\Delta x$ with $-\Delta x$, but is otherwise unchanged. It is also important that the space coordinate is not privileged, and the same general form can be applied to generate difference approximations to derivatives for time as well.

One further point: though this derivation treats derivatives only in one variable, the formalism is easily extended to partial differential equations, and particularly separable operators, such as the Laplacian in Cartesian or cylindrical coordinates, by simple addition of the individual parts. The grid yielding these, incidentally, forms a simple cross [64].

Regarding the accuracy of these terms, notice that 38 has first-order error in order to get reasonable precision, the steps must be very small with respect to the scale of the problem. This can be improved by taking a two-time-step approximation, effectively assuming that the derivative at a point is approximated by the difference on either side. This is both intuitively pleasing and a significant improvement in accuracy, but can pose a greater difficulty in terms of stability. Both are, however, consistent, which is to say that as the size of the intervals shrinks, the returned values converge to a solution.

The major difficulty with the method of finite differences is that it favors simple geometries with consistent dimensionality. It is easy to conceptualize, of course, but not necessarily practicable when dealing with complicated geometries of physical systems. For these the Finite Element Method is a more suitable approach [64].
this case, the region in question is broken up into a suitable number of individual regions usually triangles and then attempt to fit a solution using a large number of test functions, e.g. $U(x, t) = \sum c_i T_i(x, t)$. These test functions have no relationship to the PDE, the boundary conditions, or any eigenfunctions an analytic solution might present; the chief virtue of any set of test functions that one might employ is that they should converge rapidly. Naturally, the diversity of these functions leads to a certain amount of judgment following the initial equations; at the least, these should be consistent with what is known as the weak form of the partial differential equation. This can, in turn be re-arranged using the test-function series approximation as an ansatz, generating a second-rank matrix that, upon inversion, gives the coefficients for the series, and thus solves the local problem. And then one repeats until the entire grid has been solved.

All this is well and good, but it is most important to bear in mind both the advantages and pitfalls of any given approach. Computational simulation is no different in this respect. Certainly there are a great many advantages to be gained by simulation; the ease of modifying variables and conducting new test runs is generally to be lauded, and the relatively high return on capital investment are a couple of the advantages to be had in this field. It is precisely for this reason that this section begins with a warning at the outset, due to the success and apparently limitless power of modern computing, it is all the more important to bear in mind the specific capabilities that modeling and simulation can bring to the table, so that one does not fall into the trap of treating the models as flawless reality.

As an illustration of this, Figure 36 presents a very simplified geometry with fixed temperature boundary conditions, created within a physical simulation tool known as COMSOL Multiphysics. It represents the interior volume, reduced to a 2D cross-section to simplify the original model, and rather than having a
time-varying surface temperature, the upper and lower halves, minus a small gap of boundary treated as insulating. The simulation treats this volume as being filled with water, and its only objective is to demonstrate the establishment of convective flow within a very simple system. Now consider Figure 38, the convergence plot produced by the software when asked to calculate this system. Notice that the error achieves a relatively high value early in the process, and remains focused around a single value through the entire run. In fact, the author finds that the computations never actually converge to a solution when this behavior arises.

The point of this digression, then, is simply to demonstrate some of the difficulties of computer modeling as experienced by the practitioner. The causes of such behaviors, and whether or not a given simulation will ultimately work, are at the time of this writing broadly opaque, though this work offers a few general observations:

- Finer meshes, though longer-running, are more likely to converge, but this is by no means guaranteed.

- A set of boundary conditions that collapses at a given time-step for a time-evolved solution will consistently collapse at the same time. This likely indicates some behavior in the model that reaches a critical value and breaks the model; smaller and larger time-steps do not appear to have a mitigating effect on the system.

- Boundary conditions that seem particularly appropriate to the physical system under consideration are often ill-conditioned for the solving system and lead to errors involving inconsistent starting values. One can easily get the impression that the creation of physically relevant, solvable, tractable models is as much an art as it is a science, requiring either a great deal of time or an experienced practitioner.
Figure 36. One of the simplest possible models. The upper and lower ends are fixed at cold and hot temperatures, respectively, while the highlighted parts are insulated.
Figure 37. Note that the error associated with solving the model remains high and, indeed, gives no indication that it would converge for any number of iterations.
One can easily get the impression that the creation of physically relevant, solvable, tractable models is as much an art as it is a science, requiring either a great deal of time or an experienced practitioner.

6.3 Initial Technical Approach

For the purposes of this study, the author was fortunate to have access to COMSOL Multiphysics, a comprehensive physical modeling suite designed for precisely this sort of inquiry. It is an extremely versatile set of software, with a commensurate learning curve in order to begin to grasp and modify any pre-existing code—let alone build a new one—with success.

After significant effort, however, the author successfully modified an existing model to produce meaningful, or at least intuitively satisfying results. Again, this is not the best of all possible models, and there are aspects of it that are not well tailored to the actual problem at hand. However, it represents and initial success in the field of modeling.

The geometry in question is 3D with a cylindrical symmetry that effectively reduces the degrees of freedom, and enables the geometry to be specified in a 2D plane with an appropriate axis of rotation specified. (Figure ??; the axis of rotation is indicated by the red dashed line.) The thermal bands are between the points on the right edge; numbering the regions, from the bottom to top, as 1-5, they constitute regions 2 and 4. All sides save for the base are assumed to have convectively cooled boundary conditions specifically, cooled by air at a temperature of 298.15K. The top of the interior chamber has a slip boundary condition; at this point, we note that this is one of the aforementioned conditions retained from the original working simulation that were not changed in the first go-around. It will be helpful to change this to a no-slip condition for a later run, and to determine if that
is having a significant effect on the tractability of the model, but again, small perturbations are necessary owing to lack of experience with the system in question. The absolute pressure of the system is defined at 1 Atmosphere, with the initial pressure given by gravity acting on the water in the channel. There is also a pressure fixed point at the upper right corner of the water-volume, restraining that pressure to 1 Atmosphere—again, a significant deviance from the physics of the system, but the goal for the first part of this numerical simulation is simply to achieve a workable flow model.

The results are illustrated in the following series of graphs, with time given in seconds:

From these charts, it is clear that thermal convective flow does start within the tube as a result of the temperature differential within the system, as expected. What is new and interesting is the apparent development of the flow, as particularly illustrated by the streamline and velocity charts. In this case, the simulation illustrates the formation of two separate velocity zones and which form what looks like turbulent interaction though this is not particularly apt, since a retrospective check indicates that the fluid model is based around laminar flow, and does not include a turbulence model. Still, it shows fluid mixing, and then the development of a high-velocity channel in the flow surrounded by a low-velocity return region. Intuitively, this matches what should happen since the side-walls represent a no-slip condition, but have a greater area in which to transmit fluid.

6.4 An Attempt at Refinement

Upon disabling the Pressure Point Constraint (1 Atm) and the no-slip condition at the top of the chamber, COMSOL simply refused to converge. Exploration revealed that the system would be convergent if the pressure constraint were
Figure 38. The extremely simplified geometry used in the initial modeling explorations. The red line represents a $C_\infty$ axis.
re-asserted and the no-slip condition retained. Its convergence was not meaningful, however, because the velocity of the fluid in the tube was infinitesimal, more in line with noise in the lowest-order bits of the machine than reasoned calculation. Despite further efforts, no further progress occurred.

That said, after significant reading and the consultation of the low-order documentation, the author believes that certain assumptions about the built-in capabilities of COMSOL were incorrect. Fundamentally, COMSOL knows about water—which was the working fluid—and it knows that it is indeed a fluid. It may also know some things about steam as well, but this is a retrospective consideration, never explored. Regardless, the fluid inside the autoclave when at temperature and pressure is not liquid water, nor is it actually steam—it is supercritical water, and the equations of state COMSOL has built-in are in no way suited to address its properties, or the phase transitions needed to get there. The author believes that the actual way forward from this point is to implement a specialized water model within the computational framework, but also asserts that it shall remain, for now, a project untried.
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Hydrothermal Crystal Growth of Lithium Tetraborate and Lithium γ-Metaborate

Growth of lithium tetraborate by the hydrothermal method was attempted in $10^{-6}$ M LiOH, both by spontaneous nucleation and transport growth. Tetraborate grew out of the first spontaneous nucleation reaction, while the seed dissolved and lithium γ-metaborate formed during the transport growth reactions. A species thermodynamic stability study showed γ-metaborate formed exclusively from 350°C to 550°C, and Li₃B₅O₈(OH)₂ was observed at 250°C; tetraborate was not observed. A solubility study on lithium tetraborate did not achieve equilibrium conditions, but did demonstrate that γ-metaborate is significantly more thermodynamically stable than tetraborate under the tested conditions. Formation of lithium tetraborate hydrothermally was shown to result from kinetic growth.

Growth of lithium tetraborate by the hydrothermal method was attempted in $10^{-6}$ M LiOH, both by spontaneous nucleation and transport growth. Tetraborate grew out of the first spontaneous nucleation reaction, while the seed dissolved and lithium γ-metaborate formed during the transport growth reactions. A species thermodynamic stability study showed γ-metaborate formed exclusively from 350°C to 550°C, and Li₃B₅O₈(OH)₂ was observed at 250°C; tetraborate was not observed. A solubility study on lithium tetraborate did not achieve equilibrium conditions, but did demonstrate that γ-metaborate is significantly more thermodynamically stable than tetraborate under the tested conditions. Formation of lithium tetraborate hydrothermally was shown to result from kinetic growth.
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