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Abstract 

 Over the past decade, there has been a dramatic increase in the use of unmanned 

aerial vehicles (UAV) for military, commercial, and private applications. Critical to 

maintaining control and a use for these systems is the development of wireless 

networking systems [1]. Computer simulation has increasingly become a key player in 

airborne networking developments though the accuracy and credibility of network 

simulations has become a topic of increasing scrutiny [2-5]. Much of the inaccuracies 

seen in simulation are due to inaccurate modeling of the physical layer of the 

communication system. This research develops a physical layer model that combines 

antenna modeling using computational electromagnetics and the two-ray propagation 

model to predict the received signal strength. The antenna is modeled with triangular 

patches and analyzed by extending the antenna modeling algorithm by Sergey Makarov, 

which employs Rao-Wilton-Glisson basis functions. The two-ray model consists of a 

line-of-sight ray and a reflected ray that is modeled as a lossless ground reflection. 

Comparison with a UAV data collection shows that the developed physical layer model 

improves over a simpler model that was only dependent on distance. The resulting two-

ray model provides a more accurate networking model framework for future wireless 

network simulations. 
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I Introduction 

1.1. Motivation 

It is of interest to the US military and several public institutions to develop a high fidelity 

simulation of airborne communication networks [5]. By making simulations perform closer to 

reality, communications protocols can be designed to handle the high variability of the wireless 

environment. In addition, a high fidelity simulation will provide a means to explore the 

optimization of flight paths and antennas to achieve the best network performance. Ultimately, 

there is a desire for a high fidelity simulation that can replace costly flight tests.  

Several projects at AFIT have involved wireless communications among small unmanned 

aerial vehicles (SUAVs) [6-11]. These projects looked at extending the range of the wireless 

communication system [6,7], cooperative control [8,9], mesh networking [10], and network 

simulation [11]. In these projects, RF propagation was assumed to be isotropic in an environment 

free of obstacles. In reality, the wireless communication link is more complex and unreliable 

than these projects anticipated. A model for RF propagation will aid AFIT in both the 

development and deployment of future unmanned aerial systems (UASs). 

Outside AFIT, ongoing airborne wireless communication research focuses mainly on the 

development of wireless systems rather than modelling the environment in which they operate. 

This research usually involves topics such as: autonomous node placement [12-14], flight path 

optimization [15,16], antenna diversity and tracking [17-21], protocol development [22], data 

ferrying [23,24], field experimentation [25-27], test bed development [28-30], range extension 

[31,32], unmanned aerial vehicle (UAV) development [33], and cooperative control [34]. These 

topics are subject to the wireless environment. As a result, they can all benefit from a simulator 

that characterizes the wireless environment. 
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1.2. Goals 

 This research has three goals. The first goal is to develop a method and algorithm for 

modeling wireless communication in a simplified, rural, outdoor environment. This model uses 

the position and attitude of each aircraft to predict the received signal strength (RSS). This model 

takes into account polarization and multipath interference due to ground reflection. The second 

goal is to devise a system to acquire flight telemetry and RSS measurements (Appendices A-D). 

The final goal is to validate the model by comparison with measured flight data. 

1.3. Methodology 

 This research develops a physical layer model that combines antenna modeling using 

computational electromagnetics in the frequency-domain and the two-ray propagation model to 

predict the RSS. The antenna is modeled with triangular patches and analyzed by extending the 

antenna modeling algorithm by Sergey Makarov, which employs Rao-Wilton-Glisson basis 

functions. The two-ray model consists of a line-of-sight ray and a reflected ray that is modeled as 

a lossless ground reflection. This model is validated with real-world UAV data.  

1.4. Contribution 

This research provides future researchers with a foundation for airborne network 

simulation using MATLAB® and develops a model of the physical layer of an airborne 

communication system. MATLAB simulations are compared to real-world flight data to 

determine the accuracy of the model. This model is more accurate than models dependent only 

on distance and allows the user the flexibility to design new antenna models and test them in a 

simulated environment. A large portion of this research was spent in the development of a 

system for flight data acquisition using commercial-off-the-shelf products. For future 

researchers, this system is discussed in detail in the appendices. 
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1.5. Results 

 For validation, this model was compared to real-world UAV data from three scenarios. 

The first scenario compared the model to data collected in an Air-to-Air configuration where 

both aircraft were in flight; the second scenario compared the model to data collected in a 

Ground-to-Air configuration where the aircraft containing the access point was place on the 

ground and the aircraft containing the client was flown; and the third scenario compared the 

model to data collected in an Air-to-Ground configuration where the aircraft containing the client 

was placed on the ground and the aircraft containing the access point was flown. Data from all 

flight tests were combined and compared to the model, and the model developed in this research 

showed improvement in accuracy over a model that is only dependent on distance. Nonetheless, 

the model lacked higher precision due to inaccuracies in the antenna model and measurement 

errors contained in the flight data. 

1.6. Layout 

 This chapter discussed the motivation for this research and the goals, methodology, 

contribution, and results. Chapter 2 presents the background material related to modeling the 

physical layer of an airborne RF wireless communication system. Chapter 3 presents the 

development of a model for simulating the airborne wireless environment. Chapter 4 compares 

the one-ray, two-ray, and Friis model results against data collected from several flight tests. 

Chapter 5 concludes the documentation of the research and presents recommendations for future 

research. 
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II Literature Review 

2.1. Chapter Overview 

 This chapter presents the background material related to modeling the airborne RF 

wireless communication system. Section 2.2 discusses the growing demand from efficient and 

flexible communication systems within the DoD, and Section 2.3 discusses the Federal 

Communication Commission’s investigation of airborne networking for disaster relief. Section 

2.4 discusses previous AFIT work related closely to this research. Section 2.5 discusses the 

application and operation of network simulators. For this research, modeling of the physical 

layer is divided into two parts: propagation modeling and antenna modeling. Section 2.6 

provides a brief description of propagation modeling using ray tracing. Section 2.7 discusses 

statistical propagation models and focuses on the two-ray model adopted in this research. Section 

2.8 discusses the antenna modeling technique used in this research. Section 2.9 defines the 

scalar, vector, and matrix notations used in this thesis. Section 2.10 provides a summary of this 

chapter. 

2.2 Reduction on DoD Electromagnetic Spectrum 

 On February 20, 2014, the DoD announced that they would be turning over part of the 

DoD allocated electromagnetic spectrum to the civilian sector [35]. This reduces the amount of 

spectrum available to the DoD to perform its mission which is becoming increasingly dependent 

on communications. Mission performance calls for the development of efficient and flexible 

communication systems. The operation of these systems will also require more stringent 

planning to avoid interference. Critical to the development of new communication systems and 

planning are realistic computer simulations which could reduce the overall cost of upgrades to 

DoD legacy communication systems. 
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2.3 Emergency Communications 

 The Federal Communications Commission is investigating the use of a deployable aerial 

communication architecture (DACA) to provide reliable communication to first responders after 

disasters [1]. A DACA provides a means to avoid road blockages which often impede ground 

repair crews and mobile ground based communications. In addition, DACA technology provides 

unique propagation advantages and increased coverage area. However, the problem of 

interference remains a large issue in the development of this system. The development and 

operation of a DACA is costly. This cost can be mitigated by implementing computer simulation 

in operational planning and system development. 

2.4. Previous Research at AFIT using OPNET 

 In 2009, Major Clifton Durham evaluated the performance of the OPNET® network 

simulator in emulating a wireless airborne network [11]. In addition, he investigated the use of 

network simulators in the development of a mobile ad-hoc network (MANET). Durham 

compared recorded flight data to the simulated results in order to determine the accuracy of 

OPNET. Durham used three custom pairs of antenna radiation patterns in his analysis, and he 

found that the antenna model with the greatest level of detail yielded results closest to the real-

world data in two of the three flight tests. The third flight test was said to be significantly 

different from the other tests and could not be successfully simulated. Durham found that an 

appropriate amount of detail must be put into the design of the network physical layer in order to 

produce results closer to reality. According to Durham, the model used to determine the path loss 

was the free-space model that has an inverse distance squared dependency. He suggested that 

solving the accuracy problem required complicated antenna engineering, which was beyond the 

scope of his research. 
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2.5. Network Simulators 

Network simulation provides a means to test communication protocols and network 

configurations. A network simulator typically analyzes several layers of communication. These 

layers are defined in the Open System Interconnection (OSI) model [11]. Figure 1 shows the 

relationship between these layers. 

 

Figure 1: Seven Layer OSI Model [11]. 

 The physical layer is the bottom layer of the model and defines how information is 

transmitted from one physical device to another. The physical layer can be wired, wireless, or 

even mechanical. The physical layer includes parameters such as voltages, currents, impedance, 

modulation, frequency, antenna gain, propagation, etc. Moving up from the physical layer, 

operations are performed on bits using both software and hardware.  

 This research focuses on the physical layer, which for a wireless environment is difficult 

to model. Inaccurate modeling of the physical layer can greatly reduce the accuracy of the 

network simulation. Major Durham gives an example of the physical layer model used by 

OPNET in his discussion of the transceiver pipeline [11, pp. 18]. This pipeline is depicted in 
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Figure 2. Stages 3, 4, and 7 are the focus of this research. These stages are critical in determining 

the signal-to-noise ratio (SNR) which is used to estimate the bit error rate (BER). 

 

Figure 2: OPNET Radio Transceiver Pipeline [36]. 

2.6. Propagation Modeling: Ray Tracing 

 Ray tracing is a technique that is used to model RF propagation and provides the 

potential for the greatest accuracy in complex environments [37]. Ray tracing is done by 

repeatedly advancing narrow beams (rays) a discrete amount. As the ray advances, various 

materials cause the ray to bend, reflect, or be absorbed. Using a computer, a large number of rays 

can be propagated and summed to determine signal strength, polarization, and delay at a point of 
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interest. For example, SAIC® Urbana™ wireless toolkit uses 3-D ray tracing to simulate 

propagation and takes into account antenna radiation patterns, multipath, angle of arrival, delay, 

etc. [38]. The two drawbacks to this technique are the large computational expense and the 

requirement for an accurate 3-D representation of the region of interest. Furthermore, the 

electromagnetic characteristics of the materials in the region must be specified. 

2.7. Propagation Modeling: Statistical Models 

 Statistical models of RF propagation are based on both experimental and theoretical data. 

They give a rough estimate of what the signal strength will be at a point of interest and are less 

computationally expensive than the ray trace method. They are employed in network simulators 

such as NS-2 and OPNET [11]; however, a majority of these models are not designed for 

airborne wireless networks [39-41]. According to a study performed by Nadeel Ahmed et al.,the 

two major contributors to link degradation in airborne networks are antenna orientation and 

multipath due to ground reflections [42]. 

A practical model found in [41] yielded RSS values that were close to reality when 

multipath due to ground reflection was present. To calculate the gain due to antenna orientation, 

they modelled antenna radiation patterns using real-world data. They then used the common two-

ray model to determine RSS. This model is deterministic in nature. However, based on empirical 

data, they added a Gaussian error to the output of the model to compensate for imperfections in 

the hardware and the incomplete description of the wireless environment. This Gaussian error 

had a standard deviation that was dependent on the mean RSS. They found that as the mean RSS 

increased the standard deviation of the RSS decreased. By adding this error to their model, they 

were able to estimate the precision of their simulation. Though their model was accurate for a 

specific scenario, it does not accurately model airborne operations for two reasons. First, they 
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designed their model for strictly horizontal or vertical polarization, which for the airborne 

environment is seldom reality. Second, their antenna model cannot accurately define complex 

radiation patterns. To apply the two-ray model to airborne environment, the model must be 

reformulated to handle all polarizations, and the antenna must be modeled to accurately account 

for polarization and gain. 

2.8. Antenna Modeling 

 Over the past 60 years, advancements in computational electromagnetics (CEM) have 

increased the fidelity of antenna models; and, in the last decade, advancements in computer 

technology have provided the computational power necessary to analyze these high fidelity 

models. It is beyond the scope of this thesis to discuss all the advancements in CEM. Instead, the 

model implemented in this research is discussed. 

 Like many engineering problems, antenna modeling can be framed in the frequency 

domain. Solving Maxwell’s integral equations in the frequency-domain is the most popular and 

widely used method for antenna design and analysis [43]. Two frequently used methods to solve 

these equations in the frequency-domain are the finite element (FE) method and the Method of 

Moments (MoM). The MoM is more efficient than the FE method when the antenna is 

comprised solely of conducting material. Since the antenna used in the research was comprised 

of only conducting material, the MoM was selected for this research. This method has improved 

in capability and fidelity since the 1960s. Two common antenna problems simulated using the 

MoM are wire and surface antennas. The latter is used in this research because it provides future 

researchers the capability of analyzing more complex antenna structures. 

In the simulation of a surface antenna, a surface integral equation is solved. Solving the 

surface integral equation requires breaking the surface into smaller surface patches. Modeling the 
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antenna with surface patches was one of the more challenging aspects of modeling antennas 

because expansion functions of the time did correctly model current continuity from patch-to-

patch [43]. In 1982, Rao, Wilton, and Glisson (RWG) developed the vector basis functions 

which substantially improved the fidelity of the surface antenna simulation. Sergey N. Makarov, 

whose code was adopted in this research, employed these vector basis functions and the MoM 

[44]. For brevity and because many other resource are available for this type of antenna 

modeling, further details of this model are not discussed in this thesis. Makarov’s codes can be 

downloaded from [45]. 

2.9. Scalar, Vector, and Matrix Notations 

 Throughout the methodology and results section of this thesis, the following notations are 

adhered to. Scalars are italicized. Vectors appear with an arrow on top (for example—ݖԦሻ and are 

in column form. Matrices are bold and italicized. 

2.10. Summary 

 This chapter discussed the background materials related to modeling an airborne RF 

wireless communication system. Sections 2.2 and 2.3 discussed the growing demand for better 

airborne communication systems. Section 2.4 discussed Major Durham’s work at AFIT using 

OPNET to simulate an airborne wireless network, where he found that greater model fidelity was 

needed to accurately model the physical layer. Section 2.5 briefly discussed network simulators 

and the physical layer of the communication system. Sections 2.6 and 2.7 looked at how wireless 

propagation could be modeled using ray tracing or statistical models. Ray tracing has the 

potential for greater fidelity but is more computationally expensive and complex than statistical 

model. Section 2.8 provided a background of the antenna modeling technique used in this 

research. Section 2.9 defined the notation for scalars, vectors, and matrices in this thesis. 
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III Methodology 

3.1. Chapter Overview 

 This chapter presents the development of a model for simulating the airborne wireless 

environment. The model incorporates multipath due to ground reflects into the calculation of the 

received signal strength (RSS). The more accurate this calculation is, the more realistic results 

from flight path optimization and communication protocol development will be. 

 The method used in this research to characterize the wireless environment is the two-ray 

model. This model takes into account the multipath due to ground reflection. Figure 3 shows the 

two rays leaving the transmitting antenna and ending at the receiving antenna. In this model, the 

effects of the airframe on the electromagnetic (EM) field are ignored. 

 

Figure 3: Airborne Two-Ray Model. 

 The MATLAB® algorithm designed to implement the two-ray model splits the data flow 

into two threads (Figure 4 and Figure 5). These two threads show the steps necessary to calculate 

the EM field of the reflected and line-of-sight (LOS) rays. Each process block includes a 
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reference to the section that discusses the computation within that block. The outputs of these 

two threads are combined for the calculation of the RSS at the receiving antenna. 

 

Figure 4: Two-Ray Algorithm Flow Chart (Part 1 of 2). 
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Figure 5: Two-Ray Algorithm Flow Chart (Part 2 of 2). 

The two threads do not run simultaneously during the computation of one RSS calculation. The 

reflected ray’s thread runs first followed by the LOS ray’s thread. However, parallel computing 

is implemented which allows four RSS calculations to run simultaneously on a four core 

processor. 

 Section 3.2 discusses the method used to convert GPS longitude and latitude in the local 

coordinated frame. Section 3.3 derives the equations for determining the location of the 
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reflection point. Section 3.4 presents the transformation between local and antenna frames. 

Section 3.5 discusses the method used to develop the antenna model and compares the simulated 

radiation characteristics to the datasheet of the research antenna. Section 3.6 derives the 

equations used to determine the strength and polarization of the reflected ray. Section 3.7 briefly 

describes the method used to calculate the LOS ray at the receiving antenna. Section 3.8 

discusses the method used to combine the two rays at the receiving antenna and the method used 

to estimate the RSS. Section 3.9 describes the testing of the model in six validation scenarios. 

Section 3.10 discusses the method used for performance evaluation of the model, and Section 

3.11 summarizes the model developed in this chapter. 

3.2. Conversion of Aircraft GPS Location into the Local Cartesian Frame 

 In the local frame, the ground is considered to be an infinite, flat plane with the origin 

centered at longitude = -86.009389° and latitude = 39.34300°. This places the origin at the center 

of the small UAV airstrip at Camp Atterbury, Johnson, Indiana (Figure 6). The flat plane model 

is accurate for a small change in latitude and longitude. For this reason, the origin was placed at 

the center of the runway. For the selected origin, a one-degree change in longitude results in an 

86,206.576 m change in the +ݔ-axis direction, and a one-degree change in the latitude results in 

an 111,022.01 m change in the +ݕ-axis direction [46]. The altitude stored by the autopilot is 

equal to the displacement in the +ݖ-axis direction. 
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Figure 6: Map of Small UAV Airstrip Superimposed with Local Frame. 

3.3. Reflection Point Localization 

 Before the characteristics of the reflected wave can be determined, it is necessary to 

calculate the location of the ground reflection point. Figure 7 portrays the geometry of the 

reflected ray’s path. In the local frame, the coordinate with subscripts L1 defines the location of 

the transmitter, the coordinate with subscripts L2 define the location of the ground reflection 

point, and the coordinate with subscripts L3 define the location of the receiver. 
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Figure 7: Reflection Geometry in Local Frame. 

 According to the law of reflection, the angle of incidence is equal to the angle of 

reflection. This relationship is seen in Figure 7 with the angle α. The angle φ is calculated using 

Equation 1: 

 

cosφ ൌ
ଷݔ െ ଵݔ

ඥሺݔଷ െ ଵሻଶݔ  ሺݕଷ െ ଵሻଶݕ
  (1)

 The geometry is then viewed in two dimensions as shown in Figure 8, where ݀ଷ is the 

ground distance between the transmitter and the receiver and is calculated using Equation 2: 
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Figure 8: Plane of Incidence Geometry. 

݀ଷ ൌ ඥሺݔଷ െ ଵሻଶݔ  ሺݕଷ െ  ଵሻଶݕ (2)

For the geometry of Figure 8,  

݀ଵ ൌ
ଵݖ
sinߙ

  (3)

݀ଶ ൌ
ଷݖ
sinߙ

  (4)

ߙ ൌ tanିଵ ቆ
ଵݖ  ଷݖ

ඥሺݔଷ െ ଵሻଶݔ  ሺݕଷ െ ଵሻଶݕ
ቇ 

(5)

The location of ground incidence is then 

ሺݔଶ, ,ଶݕ ଶሻݖ ൌ ሺݔଵ  ݀ଵ cos ߙ cos߮, ଵݕ  ݀ଵ cos ߙ sin߮, 0ሻ  (6)

One can calculate the vector from the transmitting antenna to the receiving antenna using  

Ԧଵ→ଶݒ ൌ 
ଶݔ
ଶݕ
ଶݖ

൩ െ 
ଵݔ
ଵݕ
ଵݖ

൩ 
(7)

3.4. Transformations between Orthogonal Coordinate Frames 

 For this research, calculations for the EM field radiated by or incident on an antenna are 

done in the antenna’s frame. However, while the EM wave is in transit between antennas, 
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calculations are done in the local frame or reflection frame. Therefore, a transformation between 

orthogonal coordinate frames is necessary. 

 To transform the coordinates of a vector in the local frame into the antenna’s frame, four 

direction cosine matrices (DCMs) which correspond to rotations in yaw, pitch, roll, and antenna 

angle are developed. The rotations will align the ݖԦ-axis with the antenna and the ݕԦ-axis with 

the left wing of the aircraft (Figure 9). Because the autopilot and GPS unit are located close to 

the antenna, the origin of the reference frame used by the autopilot is assumed to be located at 

the origin of the antenna’s frame. 

 

Figure 9: Antenna's Coordinate Frame. 

The first DCM, Equation 8, corresponds to a rotation about the about the yaw axis: 

ࢠࡾ ൌ 
cos ሺߛሻ sin ሺߛሻ 0
െsin ሺߛሻ cos ሺߛሻ 0

0 0 1
൩ 

(8)

Where γ is the yaw angle. A rotation is then performed about the pitch axis: 

࢟ࡾ ൌ 
cos ሺെߚሻ 0 െsin ሺെߚሻ

0 1 0
sin ሺെߚሻ 0 cos ሺെߚሻ

൩ 
(9)
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Where β is the pitch angle. The third rotation is performed about the roll axis: 

࢞ࡾ ൌ 
1 0 0ሻ
0 cos ሺߜሻ sin ሺߜሻ
0 െsin ሺߜሻ cos ሺߜሻ

 
(10)

Where δ is the roll angle. The final rotation is due to the position of the antenna with respect to 

the aircraft (Appendix A). This rotation is about the y-axis by -5°: 

࢟ࡾ ൌ 
cos ሺെ5°ሻ 0 െsin ሺെ5°ሻ

0 1 0
sin ሺെ5°ሻ 0 cos ሺെ5°ሻ

൩ 
(11)

A vector is transformed from the local frame to the antenna frame by Equation 12: 

ሬܸԦ ൌ ࢠࡾ࢟ࡾ࢞ࡾ࢟ࡾ ሬܸԦ  (12)

Note that the matrix multiplication is not commutative and that the matrix multiplication must be 

performed in the order prescribed by Equation 12. 

 To transform a vector from the antenna’s frame to the local frame, matrix algebra is used 

to solve for ሬܸԦ in Equation 12. This yields 

ሬܸԦ ൌ ൫࢟ࡾ࢟ࡾ࢞ࡾࢠࡾ൯
ିଵ ሬܸԦ  (13)

Since each of the frames is orthogonal, Equation 13 can be written as  

ሬܸԦ ൌ ൫࢟ࡾ࢟ࡾ࢞ࡾࢠࡾ൯
் ሬܸԦ  (14) 

Where ൫࢟ࡾ࢟ࡾ࢞ࡾࢠࡾ൯
்
 is the transpose of ࢟ࡾ࢟ࡾ࢞ࡾࢠࡾ. 

3.5. Transmitting Antenna Model 

 In order to model the transmitting antenna, MATLAB codes written by Sergey N. 

Makarov [44] were adopted. This code requires a 3-D model of the antenna created using 

triangular patches. The antenna used for flight data collection was cut open to reveal the internal 

geometry of the antenna (Figure 10). 
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Figure 10: Internal Geometry of Research Antenna. 

Using the dimensions of the antenna, code was written that divided the antenna up into 15 

sections, and these sections were populated with triangular patches (Figure 11). Each coil has 4 

turns; and the feeding-edge, which is the location where the shielded cable connects to the 

antenna, is located between the sections that have a 3.39-mm diameter and a 1.00-mm diameter. 

Correspondingly, the feeding-edge is located at coordinate (0, 0, 0) in the MATLAB model. 

Each section is modelled by a 2-D strip with a width equal to four times the radius of the wire for 

that section [44, pp. 60]. 

Makarov’s code uses the 3-D model to calculate an impedance matrix. This matrix is 

used in the determination of the electric current flowing on the antenna surface [44, pp. 3]. Once 

the electric current flow is determined, the radiated field can be determined at any point in space. 

Figure 12 shows a quantitative representation of the power passing through each triangular 

subsection of a sphere with a radius of 100 m. The axes shown in Figure 12 correspond to the 

axes of the antenna’s frame. The dark blue triangles represent the regions of lowest transmitted 

power, and the dark red triangles represent the regions of highest transmitted power. A majority 

of this antenna’s power is confined to low elevation angles, while the power remains 

approximately constant for every azimuthal angle. This pattern is common for omni-directional 

antennas, and the antenna used in this research is omni-directional [47]. 
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Figure 11: 3-D Antenna Model made from 2-D Patches. 



 

22 

 

Figure 12: Qualitative Representation of Power Distribution. 

 In order to validate the accuracy of this model, the radiation patterns must be compared to 

the antenna’s datasheet. Figure 13 shows the datasheet’s vertical plane co-polarization pattern in 

orange. The vertical plane co-polarization E-field pattern generated by the simulation is 

superimposed in blue. 
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Figure 13: Vertical Plane Co-polarization E-field Pattern (Radial Unit is dB). 

Figure 12 shows the comparison of the datasheet’s vertical plane co-polarization pattern 

to the pattern representing the simulated transmitted power at a given elevation. This figure looks 

more like the pattern seen in the datasheet than Figure 13. The datasheet’s vertical plane co-

polarization pattern is asymmetric. This asymmetry may be a result of the test configuration or, if 

simulation was employed, the model used to simulate the antenna’s radiation. The simulated 

pattern in blue has negligible asymmetry. Figure 15 shows the horizontal plane H-field co-

polarization pattern. This pattern is the same as the horizontal plane co-polarization pattern in the 

datasheet. 

The simulated antenna model produced similar propagation patterns to those found in the 

datasheet; consequently, this model was used in all simulations. Furthermore, the 3-D patch 

model was used to compute both the radiated field of the transmitting antenna and the current in 

the receiving antenna. 
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Figure 14: Vertical Plane Power Pattern (Radial Unit is dB). 

 

Figure 15: Horizontal Plane H-field Co-polarization Pattern (Radial Unit is dB). 
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3.6. Reflection Modelling 

 Reflections are normally modeled in the plane of incidence, which is the plane containing 

the incident, reflected, and transmitted rays (Figure 8). Many electromagnetics and wireless 

communications textbooks characterize the interaction taking place on the reflecting surface for 

both parallel and perpendicular polarizations [39, 48-51]. For this model, the rays are assumed to 

be travelling through free space and reflecting from the soil. It is also assumed that the receiving 

antenna and reflection point are in the far-field. In the far-field, ܧሬԦand ܪሬሬԦare related by 

ԦሻݎሬԦሺܧ ൌ ԦሻݎΗሬሬԦሺߟ ൈ
Ԧݎ
ݎ
 

(15) 

ԦሻݎሬሬԦሺܪ ൌ
1
ߟ
Ԧݎ
ݎ
ൈ EሬሬԦሺݎԦሻ 

(16) 

where ߟ is the intrinsic impedance, ܧሬԦ is the electric field (E-field) vector, ܪሬሬԦ is the magnetic field 

(H-field) vector, ݎԦ is the vector from the transmitting antenna to the point of interest, and r is the 

magnitude of ݎԦ. Equations 15 and 16 are good approximations when 

ݎ 
ଶܮ2

ߣ
 

(17) 

where L is the maximum dimension of the antenna and ߣ is the wavelength of the 

electromagnetic wave in free space [44, pp. 44]. At 2.4 GHz and with an antenna length of 28.5 

cm, (2ܮଶ/	ߣ) = 1.30 m. For all of the flight tests, r > 1.30 m, which justifies the use of the far-

field approximation in this research. 

 Because the E-field and H-field are related, only the E-field is considered in the reflection 

equations. At the point of reflection, the incident E-field in the antenna’s frame, ܧሬԦூ, can be 

calculated using the antenna model. The E-field components in the antenna frame are then 

converted to the local frame using DCMs. However, the local frame may not align with the 

parallel and perpendicular polarization vectors, ݖԦோand ݔԦோ respectively. Because the equations 
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defining this interaction are based strictly on parallel and perpendicular polarizations, the E-field 

must be broken into its parallel and perpendicular components. This is performed using two 

DCMs. Figure 16 defines the geometry of the reflection. 

 

Figure 16: Reflection Coordinate Frame Shown in Local Frame. 

To develop the DCMs, two rotations are necessary to align the local frame with the reflection 

frame (ݔԦோ, ,Ԧோݕ  .Ԧ-axisݖ Ԧோሻ. Figure 17 portrays the first rotation about theݖ
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Figure 17: View from above xy-plane. 

Using the φ calculated in Section 3.3, the amount of rotation about the ݖԦ-axis required to align 

 Ԧோ is -(90°- φ). The DCM used for this rotation isݔ Ԧ withݔ

ࢠࡾ ൌ 
cos	ሺ߮ െ 90°ሻ sin ሺ߮ െ 90°ሻ 0
െsin	ሺ߮ െ 90°ሻ cos ሺ߮ െ 90°ሻ 0

0 0 1
൩ 

(18) 

The second rotation is shown in Figure 18. This rotation is about the ݔԦோ axis by –α. The 

corresponding DCM is 

࢞ࡾ ൌ 
1 0 0ሻ
0 cos ሺെαሻ sin ሺെߙሻ
0 െsin ሺെߙሻ cos ሺെߙሻ

 
(19) 
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Figure 18: Plane of Incidence View. 

The multiplication of these DCMs with the incidence E-field, ܧሬԦூ, yields 

ሬԦூோܧ ൌ  ሬԦூܧࢠࡾ࢞ࡾ (20)

Where ܧሬԦூோ is the incidence E-field in the reflection frame. Once the incidence E-field is in the 

reflection frame, the depolarization matrix is used to calculate the strength and polarization of 

the reflected E-field in the reflection frame [39, pp. 117]. This matrix is given by 

ࡰ ൌ 
Γୄ 0 0
0 0 0
0 0 Γ∥

൩ 
(21)

Where Γ∥ and Γୄ  are the parallel and perpendicular reflection coefficients respectively, and 

Γ∥ ൌ
ோோ௫ܧ
ூோ௫ܧ

ൌ
ଶߟ sin ௧ߠ െ ଵߟ sin ߙ
ଶߟ sin ௧ߠ  ଵߟ sin ߙ

 
(22)

Γୄ ൌ
ோோ௭ܧ
ூோ௭ܧ

ൌ
ଶߟ sin ߙ െ ଵߟ sin ௧ߠ
ଶߟ sin ߙ  ଵߟ sin ௧ߠ

 
(23)

Where ߟଵ,ଶ is the intrinsic impedance and is given by 

ଵ,ଶߟ ൌ ටߤଵ,ଶ ⁄ଵ,ଶߝ  
(24)
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where ߤଵ is the permeability of free space which equals 4ߨ ൈ 10ି H/m; ߝଵ is the permittivity of 

free space which equals 8.854 ൈ 10ିଵଶ F/m; ߤଶ is the permeability of the soil and is normally 

equal to the permeability of free space [52]; and ߝଶ is the permittivity of the soil and for 

simplicity equal to 3.4 ൈ  ଵ [51, pp. 35]. This simplification is made because ground samples atߝ

the flight area were not analyzed and the added complexity of having a complex ߝଶ (real and 

imaginary parts) may not add substantial accuracy to the solution. This simplified case is known 

as lossless reflection. Before equations 22 and 23 can be used, the transmission angle, ߠ௧, must 

be solved using Snell’s Law: 

௧ߠ ൌ 90° െ sinିଵ ቌඨ
ଵߝଵߤ
ଶߝଶߤ

ቍ sinሺ90° െ  ሻߙ
(25)

The reflected field in the reflection frame, ܧሬԦோ,is given by 

ሬԦோோܧ ൌ  ሬԦூோܧࡰ (26)

The next step is to compute the reflected field in the local frame. Parallel component of 

the reflected field does not coincide with the reflection frame’s ݖԦோ. To align the local frame with 

the perpendicular and parallel components of the reflected field, the first rotation is the same, but 

the second rotation is about the ݔԦோ axis by +α. This results in the following DCM: 

࢞ࡾ ൌ 
1 0 0ሻ
0 cos ሺαሻ sin ሺߙሻ
0 െsin ሺߙሻ cos ሺߙሻ

 
(27) 

The equation to compute the reflected E-field in the local frame from the incidence E-

field in the local frame is given by 

ሬԦோܧ ൌ ሺ࢞ࡾࢠࡾሻ்࢞ࡾࡰܧࢠࡾሬԦூ  (28)



 

30 

The reflected ray undergoes further attenuation after reflecting from the soil. Based on 

the concepts covered in [39, pp. 120-122], the E-field of the reflected ray in the local frame at the 

intersection with the origin of the antenna’s frame is given by 

ሬԦଶܧ ൌ
݀ଵ

݀ଵ  ݀ଶ
ሬԦோ݁ିబௗమܧ  

(29)

where ݀ଵ and ݀ଶ are defined in Section 3.3. ܧሬԦோ was defined in Section 3.6. Note that ܧሬԦோ has 

complex components and that multiplication by ݁ିబௗమ results in a phase shift of these 

components. ݇ is the wavenumber of free space which is given by 

݇ ൌ
߱
ܿ
݉/݀ܽݎ ൌ

݂ߨ2
ܿ

 ݉/݀ܽݎ
(30)

where c is the speed of light in free space, and f is frequency of the radiated field (2.4 GHz for 

this research). 

3.7. LOS Ray 

To calculate the E-field for the LOS ray at the receiving antenna, the transmitting antenna 

model and DCMs, which were previously developed, are used. First, the vector pointing from the 

transmitting antenna to the receiving antenna is calculated in the local frame using 

ሬܸԦଵ→ଷ ൌ 
ଷݔ
ଷݕ
ଷݖ

൩ െ 
ଵݔ
ଵݕ
ଵݖ

൩ 
(31)

Then the DCMs developed in Section 3.4 are used to convert the vector, ሬܸԦଵ→ଷ, into the 

transmitting antenna’s frame. Given this vector, the E-field is then determined in the transmitting 

antenna’s frame. The E-field is converted into the local frame using four DCMs corresponding to 

the transmitting antenna, and finally into the receiving antenna’s frame using four DCMs 

corresponding to the receiving antenna.  



 

31 

3.8. Receiving Antenna Model 

 To compute the received power, the 3-D patch model developed in Section 3.5 is again 

used. In the case of receiving antenna, the radiated field incidence on the antenna’s surface will 

induce current flow in the antenna. Code was developed by Makarov in [44] to handle the 

incidence of a single plane wave on the surface of an antenna; however, the two-ray model 

requires the superposition of two plane waves on the antenna surface. The far-field 

approximation is again used. 

The E-field of the LOS ray and reflected ray in the local frame at the intersection with the 

origin of the antenna’s frame are ܧሬԦଵand ܧሬԦଶrespectively. These E-fields are transformed into the 

receiving antenna’s frame using the DCMs developed in Section 3.4. In the antenna frame, the 

two rays intersect at the origin of the frame and consequently at the feeding point of the antenna. 

In the far-field, these rays are approximated using uniform plane waves. Figure 19 shows the 

incidence of a single plane wave on an antenna. This plane wave changes in both phase and 

amplitude along the antenna. Since the dimensions of the antenna are small, the changes in 

amplitude are negligible; however, the change in phase is not negligible and is computed using 

the distance, d, the wave front moves in the direction of ሬ݇Ԧ. The wave vector, ሬ݇Ԧ, is pointed in the 

same direction as the ray and has a magnitude of ݇ for Section 3.6. The distance, d, is the 

projection of ݎԦ onto ݇ which is the unit vector in the direction of ሬ݇Ԧ. Multiplying ݇ by d gives the 

amount of phase shift in radians. Using complex numbers, the E-field at each point along the 

antenna produced by a single ray is 

ԦሻݎሬԦሺܧ ൌ ሬԦ݁ିܧ
ሬԦ ∙Ԧ  (32)

Where ܧሬԦ is the E-field at the origin, and (·) denotes the dot product. This approach was used by 

Makarov and is described in [53]. 
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Comparison with a UAV data collection shows that the developed physical layer model improves over a simpler model that 
was only dependent on distance. The resulting two-ray model provides a more accurate networking model framework for 
future wireless network simulations. 
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