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Abstract: This paper presents a study on the data measurements that the Hokuyo UST-20LX Laser Rangefinder produces, which compiles into an overall characterization of the LiDAR sensor relative to indoor environments. The range measurements, beam divergence, angular resolution, error effect due to some common painted and wooden surfaces, and the error due to target surface orientation are analyzed. It was shown that using a statistical average of sensor measurements provides a more accurate range measurement. It was also shown that the major source of errors for the Hokuyo UST-20LX sensor was caused by something that will be referred to as “mixed pixels”. Additional error sources are target surface material, and the range relative to the sensor. The purpose of this paper was twofold: (1) to describe a series of tests that can be performed to characterize various aspects of a LiDAR system from a user perspective, and (2) present a detailed characterization of the commonly-used Hokuyo UST-20LX LIDAR sensor.
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1. Introduction

Laser Scanning Radar or Light Detection and Ranging (LiDAR) [1] sensors are a common place in the navigation and mapping world. There are many commercial-off-the-shelf (COTS) LiDAR products for many different applications ranging from hand-held 3D mapping sensors to large 3D sensors for autonomous driving cars to even more sophisticated space-based LiDAR sensors used to monitor the health of crops across nations [2]. The LiDAR sensor investigated in this paper was the Hokuyo UST-20LX Scanning Laser Range Finder (Hokuyo, Osaka, Japan) [3] as seen in Figure 1. The sensor summary represented in Figure 1 also illustrates the sensor’s field of regard, and the output data as a 2D planar point cloud.

LiDAR sensor calibration was an important element of sensor operation and the importance of this seemingly simple task was doubly important as LiDAR sensors are typically deemed a critical sensor in aerial agricultural evaluation, robotics, and autonomous unmanned aerial vehicle (UAV) applications. LiDAR sensors are designed to measure ranging information and provide this to the user, but the information being displayed to the user may not be the true range. According to reviews of previous small form factor LiDAR sensors, the inherent noise of a small scale LiDAR sensor can cause unexpected variations greater than 10 cm [4] in the range measurements, which may be larger than acceptable for indoor navigation and mapping applications. It was therefore necessary to characterize the sensor before real-world use. Part of this characterization process will shed light on the expected error between measured ranges with the true range, object resolution at the target range as a function of angular resolution, and the variance and standard deviation of those measurements over time. Once this data was collected, and the internal but measurable error sources are identified,
then the extrinsic calibration of the sensor can take place. If one had the opportunity to perform an additional characterization step, and had access to the internal electronics of the LiDAR sensor of choice, an intrinsic calibration would be done before any other characterization tests. This type of characterization would typically occur at a production facility for the commercially available sensors used in mobile robotics.

Figure 1. Hokuyo UST-20LX sensor summary, adapted from [3].

1.1. Related Work

Intrinsic and Extrinsic calibration is critical for operations of LiDAR sensors. A thorough example of an intrinsic calibration based on a LiDAR’s design specifications using a amplitude modulated continuous wave (AMCW) laser by Adams can be seen in [5], and an improved intrinsic calibration procedure for the Velodyne LiDAR line was presented in [6]. In the case of the large format LiDAR sensor like the Velodyne, an intrinsic calibration may be able to be performed if the manufacturer has an external interface already established. Users purchasing the Hokuyo UST-20LX would not typically have access to the internal areas of the sensor to perform an intrinsic calibration without generating great risk to destroying the sensor. In the context of this paper, the internal areas refer to the internal circuitry and components of the sensor. The small form factor of the packaging does not allow for much room to attach test equipment during operation. Outside of the factory testing environment, an intrinsic calibration is not as common, whereas an extrinsic calibration can be considered essential in order to operate the sensor as part of a system. In this paper, extrinsic calibration can be split into two operational and distinct categories: pixel mapping and pixel range error.

Pixel mapping refers to the process of connecting the raw sensor data to a usable data point. This can be done in numerous ways, and can use more than one type of sensor. Some common extrinsic calibration procedures use a LiDAR-Camera procedure as outlined in [7–10], and multiple LiDAR sensors or multiple sensor views as illustrated by [11–16], of a fixed target structure for a faster extrinsic calibration prior to operations [17–20]. These scenarios require the sensors raw data to be correlated into one coherent picture. Another reason to perform an extrinsic calibration was if the sensor has been physically modified as shown in [21]. In this case, the original sensor geometry may have changed and this delta in physical geometries needs to be accounted for. Each one of the papers presented describes a procedure for mapping the raw data that is within a sensor’s frame of reference to a global frame of reference through a series of coordinate transformations. This allows the raw data to be mapped to a common-format global reference frame to be used by a mapping, localization, or
navigation algorithm. These extrinsic calibration techniques do not necessarily describe a sensor’s ability, or reliability, to detect a feature within its field of view.

Pixel range error, with respect to the raw LiDAR sensor data, can seem a little abstract at first, but once explained will be clear. Pixel range error from the perspective of the LiDAR sensor is the ability to distinguish between range returns from objects that are close together, laying in front of one another, was of a non-flat orientation with respect to the sensor, or has the potential to be ranged by multiple sensor range measurements within the same scan sweep. For example: at what distance will the sensor be able to distinguish a door knob protruding from a closed door when looking at it head on? This kind of characterization may be seen within the data-sheet of a sensor model, and was done during the factory article tests. This type of extrinsic calibration is of a statistical nature and requires a Monte Carlo type of testing scenario in order to clearly see the sensor’s ability to distinguish between the previously mentioned surface disturbances and a flat surface.

A truly thorough extrinsic calibration procedure enables the statistical characterization to perform not just one subset of extrinsic calibration but both pixel mapping, and pixel range error. Okubo [4] published a characterization of a similar 2D laser rangefinder to the one used in the research presented in this article. The Hokuyo URG-04LX was characterized in an effort to determine suitability for mobile robotics applications over larger and more expensive LiDAR sensors such as those used for vehicle navigation. Okubo attempted to measure the transfer rate of the sensor output, as well as the effect of drift, surface properties, and incident angles to the sensor measurements. It was found that shiny targets such as aluminum and gold caused a variation in measured ranges between 5–9 cm, whereas matte colors and grays caused a lower variation between 2–2.5 cm. Another important aspect of the paper identified an error known as mixed pixels in the range measurements. A mixed pixel was the result of the laser beam spot landing on the edge of the target. The measured range can then become a combination of the foreground and the background, and the resultant ranged returned was between those distances. The last key takeaway from Okubo’s paper was that due to the nature of the returned measurements, it was necessary to use statistical models to map the environment using this raw LiDAR data.

Previous Hokuyo models have been characterized [4,22–26], but the formal characterization of the Hokuyo UST-20LX has not yet been presented.

1.2. LIDAR Beam Propagation

Statistical randomness applies to almost every system and operation that we deal with in our daily lives, and the field of optics has a plethora of good examples of that perceived chaos. Let us now walk through the steps of what a LiDAR sensor goes through and identify where randomness in the variables apply. We will use this walkthrough to identify important concepts of the sensor performance worth characterizing.

A LiDAR sensor’s main driver is a pumped diode LASER cavity [27] to which the goal is to excite as many photons as possible. The material used for exciting photons dictates the wavelength that the LASER operates on, which is typically crystalline in nature and those atomic structures have some random properties at the microscope level. The next step involves the mirror used to pump the LASER diode by reflecting the photons back onto the LASER diode structure. The mirror placement cannot be absolutely perfect relative to the perpendicularity to the direction of the outgoing traveling wave and therefore induces another component of randomness into the system based on that imperfect alignment, small aberrations in the mirror, and vibrations. Once excited, the photons travel away from the sensor through a time-gate which blocks and unblocks the outbound light to produce a pulse or series of pulses. The timing of the gate may be accurate to within milliseconds but the wavelength of near visible or infra-red light is much shorter than a millisecond and, because the cutoff of the light is not consistent, it may induce another source of randomness in the phase. In addition, as the electronics vary in temperature (either hot or cold), the electron flow in the circuitry is varied slightly as well,
which will affect the time-gate timing as well. This collection of uncertainty gives rise to intensity fluctuation in the sensor output.

After the photons break free of the sensor, they then travel as a Gaussian-like Beam [28], towards an obstacle through a propagation medium to a potential target. The range, shape, color, and orientation of the potential target was random, unless prior knowledge was known. Due to the short ranging distances (less than 20 m) measured by the UST-20LX the atmosphere was ignored during this characterization, and deferred to a follow-on research effort.

To propagate the beam through the air, there are two routes we can take: an analytic method and an estimation using a Fast Fourier Transform (FFT). The analytic approach uses the standard Rayleigh–Sommerfield Propagation also known as the Huygens–Fresnel approach [29–32] of:

\[
U(P_0) = \frac{1}{jA} \int_{-\infty}^{\infty} U(P_1) \frac{e^{ikr_1}}{r_1} \cos(\theta) dS,
\]

where \(U(P_1)\) is the phase plane of the source pupil, \(r_1\) is the range to the target, \(\cos(\theta)\) takes into account the perpendicularity of the target with respect to the sensor plane, \(A\) is the area of the pupil plane, and \(dS\) is the surface integral of the phase plane at the target. Finally, \(P_0\) represents the phase at the target plane, which follows that \(P_0^2\) is the intensity, which can be measured by traditional optical sensors.

### 1.3. Operation of Sensor

The previously mentioned Hokuyo UST-20LX Scanning Laser Range Finder sensor is a small scale LiDAR sensor typically used in small autonomous vehicles and simple localization devices. It has a 270° detection sweep on a single scanning plane. With a 0.25° resolution and a 270° linear field of view (FOV), it takes 1081 measurements on each sweep of the sensor. The operational wavelength is 905 nm with a bandwidth of 10 nm centered on the operating wavelength [3]. The recommended detection range is between 6 cm to 8 m assuming a minimum of 10% diffuse reflectance from the surrounding objects in the operating environment. Using a “white keent sheet”, the detection range increases to 20 m. The advertised beam divergence is 3 milli-radians and the absolute maximum output power is rated as a Class 1 Laser Device [3]. The sweep area is segmented into 1081 segments, in order to get the 1081 potential measurements. Using the supplied interface, the sensor can be modified to only output a small section of the 1081 data points, with a minimum sweep size of two measurements.

### 1.4. Desired Use

One intended use of this sensor was for on an Unmanned Ariel Vehicle (UAV), more specifically a large quad-rotor helicopter 18 in in diameter in order to facilitate autonomous indoor navigation research, as shown in [21]. The LiDAR scan completes a rotation so that each scan takes ranging data from the center of the quad-rotor to the directly overhead, 90° to the right, directly underneath, and then 90° to the left in a circular direction. The operating environment was indoors with the majority of the objects being ranged against being man-made and the object structures are nearly planar, or can be represented by simple shapes. This ranging data can be used to map the surrounding as the vehicle traverses down indoor corridors. The data can also be used as an mock inertial data source to feed back the estimated position information in order to estimate the parent vehicle’s velocity and acceleration, which was important for stable operation.

The importance of this study is to understand how the Hokuyo UST-20LX LiDAR Sensor takes ranging measurements and to calculate the statistics of that data as compared to the true range, and angular displacement of targets. Once the sensor data was characterized, then it can be modeled with realistic expectations to match the live sensor data. The model will be used to test real-time position estimation algorithms to enhance the UAV controls to be evaluated based on conventional control theory [33] to more advanced nonlinear control [34,35].
2. Materials and Methods

2.1. Assumptions

In order to test the Hoyuko LiDAR sensor, it is necessary to make certain assumptions. The following assumptions were made in order to proceed:

- The sensor is classified as a Class 1 Laser Device and output power is less than 1 mW; therefore, it was safe to operate without safety equipment.
- Coherence length in the laser beam is low compared to the sensor range gate length, which minimizes speckle in the returns as seen by the sensor.
- The sensor will not be affected by local illumination levels at distances less than 20 m.
- All surfaces under test will be perpendicular, unless otherwise noted.
- The testing distances of up to 5 m will give a reasonable amount of data to characterize the sensor.
- The nominal distance for indoor operation on a UAV will be between 0.5 m to 3 m.
- The LiDAR beam is close enough to Gaussian to be estimated as Gaussian.
- The intensity captured by the sensor is centered on the detector plane.
- The waist of the Gaussian beam of the source is at the source plane [36].
- Gathering 10,000 samples in each test will provide enough data to infer a statistical characterization.
- All randomness in the sensor will be captured in the test data, although they may not be separable into different sources.
- The inferred angular resolution of data is not the same as the true angular resolution of target edges.
- There will be quantization error in the range returns of the sensor measurements.

3. Results

3.1. Summary of Tests to Be Described

The basic testing set-up included the Hokuyo UST-20LX Scanning Laser Rangefinder, and flat planar target boards as inferred by Figures 2 and 3. Initial test placements were positioned via the use of a 1/8 in resolution measuring tape to get a rough order of magnitude placement accuracy. As a secondary and more accurate measurement system, a VICON motion capture system (VICON, Oxford, UK) was employed to measure the actual positions of both the sensor and the target boards. This was used as the set of “truth” data for evaluating measurement accuracy. An initial run was conducted to gain an understanding of the error introduced by the VICON motion capture system at different ranges within the motion capture chamber as seen in Table 1. In this scenario, the full distance of 4.0 m was near the whole diagonal width of the square testing chamber, and the distances represent moving the target board from one corner to the opposite. It can be seen that the standard deviation changes slightly as the position in the chamber was varied. The overall standard deviation can vary up to 6 mm in the z-axis, 3.4 mm in the x-axis, and 1.6 mm in the y-axis. Considering this, the VICON data points are monitored during each of the following test scenarios. Additionally, the centroid of the target was calculated and the distance to the origin of the chamber from that centroid was calculated. It is interesting to note that the standard deviation of this distance was much lower, and it shows that the noise on each axis can be considered statistically uncorrelated, which results in that lower standard deviation value.

The first test, based on Figure 2, was to measure the nominal range returns across a typical range against a matte white target board. The sensor source was represented by the blue circle, the red lines represents the looking geometry of the active sensor array, and the blue squares are the locations of the target boards. The ranges to be tested were at 0.5 m, 1.0 m, 2.0 m, 3.0 m, and 4.0 m. More than 10 k data points were collected and analyzed. Once completed, a test to measure the beam divergence was conducted at ranges of 0.5 m, 1.0 m, 2.0 m, 3.0 m, and 4.0 m. From here, the next major test was the range test against a matte black and a matte white target at ranges between 1.0 m, 3.0 m, 10.0 m, and
20.0 m. Once this was completed, an investigation using a gray scale target set illustrated by Figure 4 was desired at ranges between 0.5 m, 1.0 m, and 2.0 m.

![Grey Level Test Scenario](image)

**Figure 2.** Illustration of target positions for the variable range based tests relative to laser source.

![Angular Resolution Test Scenario](image)

**Figure 3.** Illustration of target set-up for the angular resolution test relative to laser source.
Table 1. Standard deviation of target boards at varying distances on three axes.

<table>
<thead>
<tr>
<th>Distance (m)</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>Distance to Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.45 mm</td>
<td>0.19 mm</td>
<td>0.41 mm</td>
<td>0.19 mm</td>
</tr>
<tr>
<td>0.50 m</td>
<td>1.21 mm</td>
<td>1.60 mm</td>
<td>3.65 mm</td>
<td>0.21 mm</td>
</tr>
<tr>
<td>1.00 m</td>
<td>1.25 mm</td>
<td>1.36 mm</td>
<td>5.62 mm</td>
<td>0.21 mm</td>
</tr>
<tr>
<td>2.00 m</td>
<td>2.29 mm</td>
<td>0.64 mm</td>
<td>4.60 mm</td>
<td>0.22 mm</td>
</tr>
<tr>
<td>3.00 m</td>
<td>3.39 mm</td>
<td>0.81 mm</td>
<td>5.91 mm</td>
<td>0.46 mm</td>
</tr>
</tbody>
</table>

Figure 4. Gray level test target colors.

Once the basic ranging test was performed, a test to investigate the angular resolution of the sensor was performed as shown in Figure 3. The two target boards were placed at 4.0 m and the boards were placed with such a gap between as 0.0°, 1/8°, 1/4°, 3/8°, and 1/4°.

The next major test was the test to determine the amount of range error that was caused by the target’s orientation. A target board was placed at 4.0 m, and the target angle was stepped incrementally between +80° and −80°.

3.2. Range Accuracy Measurements

This first test was designed to characterize the raw data range returns of the LiDAR sensor, and was the first step in identifying any potential issues pixel mapping the raw data to a usable stream. The statistical evaluation of the range returns enable a confidence in the accuracy of the measurements. This confidence may be a function of distance, and was necessary to investigate.

For this test, the sensor configured as an object within the VICON chamber, and was placed at the corner of the test chamber. The first target board was placed as close to 0.50 m according to the measuring tape, with the normal vector of the target surface point directly towards the sensor source. This can be seen in Figure 2. The target was secured into place by small weights, and then both range data and VICON measurements are taken for the three active sensor elements centered around a zenith. A minimum of 10,000 data points are collected for a reasonableness in statistical accuracy and analyzed.

The first set of range data was shown in Table 2. The data set in Table 2 shows data collected for the three center data points of the LiDAR sensor. This figure shows the mean and standard deviation (STD) of the error with respect to the measured range. Recall that propagating three beams are necessary due to the fact that the minimum beam count was two as allowed by the internal software of the sensor, and by using three active elements will allow for a more accurate estimation of the center of the center beam due to symmetry.

Figure 5 shows a histogram of the collected data points for the 0° sensor output at the 1.0 m distance. The actual sensor data was represented by the histogram in blue, and the Gaussian distribution pattern describing it was in red. An item of note was that the sensor gates the range return into 1 mm increments. Therefore, the natural tolerance of the sensor was ±0.5 mm due to the range gating of the internal electronics.
Table 2. Mean error and standard deviation from measured range in millimeters.

<table>
<thead>
<tr>
<th>Zenith Offset</th>
<th>Range</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.50 m</td>
<td>1.00 m</td>
<td>2.00 m</td>
<td>3.00 m</td>
<td>4.00 m</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>−0.25°</td>
<td>−1.7</td>
<td>4.1</td>
<td>4.4</td>
<td>4.3</td>
<td>7.0</td>
<td>3.8</td>
<td>3.2</td>
<td>4.3</td>
<td>0.8</td>
</tr>
<tr>
<td>0.0°</td>
<td>−3.2</td>
<td>4.1</td>
<td>2.6</td>
<td>4.2</td>
<td>5.8</td>
<td>3.9</td>
<td>2.0</td>
<td>4.2</td>
<td>−0.4</td>
</tr>
<tr>
<td>+0.25°</td>
<td>−3.6</td>
<td>4.2</td>
<td>1.9</td>
<td>4.2</td>
<td>5.4</td>
<td>3.9</td>
<td>1.6</td>
<td>4.2</td>
<td>−0.7</td>
</tr>
</tbody>
</table>

Figure 5. Example range return compared to the true range (meters) in a histogram.

3.3. Black and White Range Measurements

In a localization and mapping environment in which typical small form factor LiDAR sensors will be utilized, a slightly neglected area was how the target interacts with the wavelength of the sensor, and of the sensor’s ranging calculations. The target’s material can essentially induce error in the range measurements due to how that interaction can change the signal-to-noise ratio (SNR) of the receiving sensor, as an initial test for the susceptibility of this on the Hokuyo sensor was to identify if a black or a white target board gives a noticeable difference in range returns. This is an interesting test case in that understanding the effect of the two extrema can provide an expected error bound for an actual real-world application that is not made up of an entirely black and white environment. There have been numerous error analysis studies on sensors of a similar concepts such as in Time-of-Flight (ToF) cameras. In these studies, the authors have used black and white checker boards to essentially average out the effect of black and white targets to provide a more “accurate” range measurement as seen in [37–39]. This can provide for a more accurate range estimate by the sensor, especially if included as part of a calibration stage, for operational use but does not quite investigate the error source that is desired in this paper.

The test scenario for the Range Accuracy was mimicked during this test. The significant difference in this test was that the securing weights for the target board are marked to indicate position for each distance under test to ensure that a black target board was as closely located to the same position as the white target board was. Additionally, due to the lengths of this test, the VICON chamber was not utilized, and the test needed to be moved into an engineering hallway to secure the needed space. In this test, the measuring tape, with a 1/8 in tolerance, was the only measuring device. Due to this limitation, the distances were measured three times in each data collect. The test was limited to 20 m due to the sensor limitation at greater distances. Another run was attempted at 30 m, but the sensor returns were so weak in the ambient light that the accuracy of the range returns had to be ignored.

For the first scenario comparing range returns of a black or white matte board, the range accuracy was measured using at least 10,000 samples at each desired distance of 1 m, 3 m, 10 m, and 20 m and was illustrated in Figure 6. For this scenario, the range returns are indicated in blue for the black
target board, and in green for the white target board. The red circle are added to better visualize the zero-mean reference point. Doing this allows one to notice that the white target board consistently produces shorter range returns than the black target board. At shorter distances of 1 m and 3 m, the average range return seems to straddle the zero-mean reference. At a target distance of 10 m and 20 m, the mean error increases globally for both the black and white targets. The standard deviation at each test point was illustrated in Figure 6 by the vertical error bars. The magnitude of the standard deviation seems to be constant until the test point at 20 m, where it has almost quadrupled in magnitude. It was suspected that there was a point between 10 m and 20 m where the standard deviation begins to increase from a seemingly constant value for distances below 10 m.

![Mean Error and Standard Deviation vs. Range](image)

**Figure 6.** Means of 10,000 measurements at ranges between 1 m and 20 m.

It was suspected that the lower intensity returns, and therefore lower SNR, from the matte black board fails to trigger the threshold based sensor return at longer distances [40]. This may be the reason why the returns have a consistently longer measured distance when compared to a white matte target board.

### 3.4. Gray Level Test

Once the comparison between matte black and matte white targets were analyzed, an additional gray level test was desired to better characterize the effects of target gray level on range error. All of the colors chosen were of the same Sherwin-Williams water-based interior latex paint line. Figure 4 represents the gray variation in painted targets. The illustration presented is an uncalibrated color image of the actual boards used, and is only included to give the reader an idea on the breadth of the grayscale colors used in this test. For reference, the darkest color is Jet Black and is shown on the far right, whereas the lightest color is Pure White and is seen on the far left. This test was conducted in almost the same exact fashion as the first Range Accuracy test. The only difference was that the target boards are slightly smaller than the original white and black target boards, due to logistical reasons. This also allows for a more secure setting for the target placement within the VICON chamber. This also ensured that consistent placement as the six painted targets and two bare wood targets were put into place for each data collect.

The results can be seen in Figures 7–9. During this test, there was an anomaly at a test range of 1.5 m so the data for that distance was collected at 1.6 m and was annotated in Figure 9b. For this scenario, the test began with the pure white target board and that distance was used as the baseline for the remainder of the series. For example, the test at 0.50 m was started by placing the pure white target board in position as indicated by the thick solid red line. The range data was then taken, and the remainder of the targets were placed in the same exact location. The error in the range was with respect to the solid red line.

When analyzing the four test ranges as depicted in Figures 7–9, it can be seen that the test at 0.50 m shows a different level of error. Figures 8 and 9a show an actual target distance greater than
any range return, whereas the test at 0.50 m shows the actual target distance in the middle of the set of measured ranges.

![Figure 7. Gray level results at 0.5 m.](image)

![Figure 8. Gray level results at 2 m.](image)

![Figure 9. Gray Level Results at 1.0 m and 1.6 m.](image)

3.5. Beam Divergence

Once an understanding of how the target color affects the range return, a test to measure the beam divergence was necessary. The beam divergence of the LiDAR sensor was an important characteristic because this phenomena can play an important part in the usability of the sensor in terms of pixel range error. For this test, the common test scenario in measuring the Range Accuracy, and of the errors caused by different gray levels of the target, was used once again. In this version of the test scene,
only the matte white target board was used at each target distance. For each distance, a three-element pattern was used, and the target was placed such that the LiDAR beam lands on the center of the target. At this point, an infra-red optic was used to “see” the beam spot as it landed on the target and was traced out by hand onto a small piece of paper placed at the same location. The traced image was then measured via metric ruler with a tolerance of ±0.5 mm. This step was repeated twice at each target distance to help ensure a consistent measure.

The beam spot size on target can play into a number of different error sources. The first error type was a “Mixed Pixel” as described by [4]. A mixed pixel represents a range return where the sensor has illuminated multiple different targets at different distance planes. The results of this can be seen more in the Angular Resolution test discussed in the following section. Beam spot size can also introduce error due to the target orientation, as the LiDAR return may not follow a traditional Gaussian shaped return. The return may in fact be skewed due the target orientation with a closer edge of the target giving a strong enough return to trigger the sensor threshold but give an incorrect range return. This will be illustrated in the Angle Test section later.

Table 3 shows the beam spot size measurement using the three-beam pattern previously discussed. It can be seen that the “width” of the beam spot was proportionally much larger than the “height” of the beam. Combining this data with a difference equation in Equation (2) gives an average beam divergence of 0.413 mRad by 17.23 mRad. This divergence ration gives a little insight into the construction of the laser source. It would appear that vertical edges encounter stronger spatial filtering, whereas the horizontal edges do not. This spatial filtering creates a beam spot size that was disproportional, and can help visualize the difficulties in detecting features at long (greater than 2.0 m) distances:

\[
\Theta = \tan^{-1}\left(\frac{h(n) - h(n - 1)}{2(d(n) - d(n - 1))}\right), \quad \Theta_v(ave) = 0.413 \text{ mRad}, \quad \Theta_h(ave) = 17.23 \text{ mRad}, \tag{2}
\]

where \(\Theta\) was the angle of divergence, \(h(n)\) was the height at the \(n\)th distance, and \(d(n)\) was the \(n\)-th distance. \(\Theta_v\) was the average angle of divergence in the vertical direction and \(\Theta_h\) was the average angle of divergence in the horizontal direction.

<table>
<thead>
<tr>
<th>Distance (m)</th>
<th>Height (mm)</th>
<th>Width (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>3.2</td>
<td>15.9</td>
</tr>
<tr>
<td>1.00</td>
<td>4.0</td>
<td>33.3</td>
</tr>
<tr>
<td>2.00</td>
<td>4.8</td>
<td>55.6</td>
</tr>
<tr>
<td>3.00</td>
<td>5.6</td>
<td>98.4</td>
</tr>
<tr>
<td>4.00</td>
<td>6.3</td>
<td>136.5</td>
</tr>
</tbody>
</table>

3.6. Angular Resolution Measurements

Continuing to investigate the pixel range error capability from the beam divergence test previously conducted, the angular resolution test was performed. The generalized test scenario can be represented by Figure 3. Here, the sensor is placed at the black dot in Figure 3 representing the sensor origin. From here, two matte white target boards are placed such that they share the same orientation, with the collective target set normal vector pointing back to the sensor origin. This creates a perpendicular “impact” point for the LiDAR sensor’s photons. The target distances measured are at 3.0 m and 10.0 m. This distance did not allow for use of the truth data garnered through the VICON chamber and distances were again measured solely via a tape measure. This measurement was performed three times each such that reasonable accuracy was performed. The goal of this test was not to evaluate distance, as such the accuracy of the distance was not extremely critical, but rather to characterize effects near those representative distances and to identify how small a feature can be to be detected with a reasonable confidence. Once the test was set-up, initial data collect is performed for a baseline.
Then, the target boards are adjusted laterally such that a $1/8^\circ$ gap now appears between them with respect to the sensor origin. This is repeated in $1/8^\circ$ increments to $1/2^\circ$. Each data set collects at least 10 k data points. This overarching procedure is repeated again at 10 m.

The results for the Angular Resolution test were much more challenging to determine with the collected data. During testing, the initial results to determine accurate alignment in real time was done by the UrgBenri visualization tool provided by the sensor manufacturer, Hokuyo. The resolution of the visualization tool was such that it did not show that any kind of feature was present when the hole depth of the angular gap was no deeper than 2 cm and therefore a much larger feature definition is required in order to visualize it with the UrgBenri software. In this case, both the UrgBenri software, and the raw sensor data was used. For the set of measurements in Figures 10–14, the UrgBenri visualization tool did not show any gaps, but, upon looking at the mean of the collected raw data of 10 k samples, it was very evident, as seen in the summaries in Figure 10a,b. The output of the UrgBenri visualization tool did not show any relevant information not already captured in Figures 11a–14a and therefore is not included for simplicity’s sake. In the single sample case, it was extremely difficult to properly identify the location of the target gap. Keep in mind that the data presented here was not corrected for the range error as the angle from the norm increases, which accounts for the appearance of a “curve” in the presented charts.

Figure 10a shows the test results at a distance of 3 m from the sensor as the gap increased according to Table 4. Across 10 k samples, the mean was taken to produce the given results and it was very apparent that there was a discontinuity in the surface when the gap was as small as 6.65 mm, even though the angular separation between the beam samples are $1/4$ degrees according to the manufacturer’s specification [3].

![Mean Value Location vs Sample Location as the Crack is Widened at 3m](image)

(a) Mean Range at 3m

![Mean Value Location vs Sample Location as the Crack is Widened at 10m](image)

(b) Mean Range at 10 m

**Figure 10.** Angular resolution summary results: mean range using 10,000 sample sweeps stepping up to a gap of $1/2^\circ$.

**Table 4.** Gap distance in millimeters as the angular distance increases from zero to $1/2$ degrees in $1/8$ degree increments.

<table>
<thead>
<tr>
<th>Gap in Degrees</th>
<th>1/8</th>
<th>1/4</th>
<th>3/8</th>
<th>1/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gap at 3 m in mm</td>
<td>6.65</td>
<td>13.3</td>
<td>19.95</td>
<td>26.6</td>
</tr>
<tr>
<td>Gap at 10 m in mm</td>
<td>21.28</td>
<td>42.56</td>
<td>63.84</td>
<td>85.12</td>
</tr>
</tbody>
</table>
Figure 11. Comparison of angular resolution results between 3 m & 10 m range at a gap of 1/8°.

(a) Variable Sample Size Mean at 3 m and 1/8°

(b) Variable Sample Size Mean at 10 m and 1/8°

Figure 12. Comparison of angular resolution results between 3 m & 10 m range at a gap of 1/4°.

(a) Variable Sample Size Mean at 3 m and 1/4°

(b) Variable Sample Size Mean at 10 m and 1/4°

Figure 13. Comparison of Angular Resolution Results between 3 m & 10 m range at a Gap of 3/8°.

(a) Variable Sample Size Mean at 3 m and 3/8°

(b) Variable Sample Size Mean at 10 m and 3/8°
In Figure 10b, similar results can be seen as shown in Figure 10a but across less samples overall in the figure. The gap indicated was proportionally the same size between Figure 10a,b at about 5–6 samples.

![Figure 10b](image)

(a) Variable Sample Size Mean at 3 m and 1/2\(^\circ\)

(b) Variable Sample Size Mean at 10 m and 1/2\(^\circ\)

**Figure 14.** Comparison of angular resolution results between 3 m & 10 m range at a gap of 1/2\(^\circ\).

Figures 11a–14a show the progression of the gap size as the number of sample measurements increases. In the simplest case, using a 10-measurement mean seams plausible in all cases but for a flat surface where the variance in the return was large enough to be unclear if something was there. In the rest of the cases at a distance of 3 m, it seems that a 10-sample mean will give “good enough” results to infer that there was a hole at that location.

In all cases, it appears that the mean sample waveform, across all but ones calculated with the lowest number of samples show a constant gap width of about 5–6 sensor-beam elements. This corresponds to roughly 1–1.5 degrees. The largest sized gap under test had an angular resolution of only 1/2 degrees, which was equivalent to two sensor beam elements. With this in mind, the results appear to describe anything below 1/2 degrees as about 1.5 degrees, and it could be inferred that this will hold true as the angular distance of the gap increases. Another interesting note is the comparison between the “b” series in Figures 10–14 as compared to the “a” series. In theory, the angular resolution is the same in each figure and therefore should be equal if no other factors are affecting the range returns. It can be seen that this is not the case. Combining this information with the previous insights gained through the beam divergence tests, and of the longer range black and white range test, it can be surmised that the longer distances influence the range returns. This influence has distorted the features in the target plane and causes it to be larger, but not as pronounced as it should be.

### 3.7. Target Angle Test

The last major test was what we are calling the target angle test. This test influences both the pixel range error and pixel mapping characteristics of the sensor. In this scenario, the LiDAR sensor is placed at the sensor origin as seen in Figure 15a. It then propagates to a white matte target board placed at 4.0 m. The goal of this test is not to evaluate a specific characteristic due to distance but of a pixel range error capability. The target distance of 4.0 m was decided, as this allowed for more room to manipulate the target into extreme orientations. This was the farthest distance that could be achieved with high confidence in the VICON range measurements, while simultaneously ensuring a large enough beam spot size to force a potential error, inducing a situation through extreme target orientation angles up to ±80°. At a closer distance, the spot size becomes smaller and can limit the error inducing potential during the test. The chosen distance also amplified the errors such that it was reasonably measurable while still being in the confines of the VICON chamber. Figure 15a,b presents the test scenario for evaluation. The target range was centered at 4.0 m, while a target board was
oriented between a range of angles of ±70° as referenced in Figure 16. The goal of this test was to gain an understanding of how the beam spot size affects the range error as the orientation from beam normal was increased. Ideally, the spot size would be extremely small such that the target orientation does not affect the sensor range return.

Figure 16 illustrates how the standard deviation of the error changes with respect to the magnitude of the target’s orientation as compared to the sensor origin. As expected, the larger the orientation angle with respect to the sensor beam propagation vector, the larger the standard deviation of the range error. In this figure, a simple linear fit is used to show the general trend in order to enlighten the reader. The rough linear fit implies that there may be an overarching standard deviation of mean error across the whole spectrum of angle in the order of about 4.5 mm. This can be largely taken into account by the range error previously discussed. If removed, then the increase in the error variance is decreased uniformly across Figure 16. Even with this potential decrease, the potential error caused by the target’s orientation can be over a half a centimeter at a range of 4 m.

3.8. Intensity-Range Profile

The final experiment in this characterization of the range return data of the Hokuyo UST-20LX Scanning Laser Rangefinder was an intensity profile showcasing the effect of the target distance as a
function of the returned intensity. The experiment was conducted at a starting point similar to what has been referenced in many of the previous tests as seen in Figure 2. After the sensor is warmed up, a matte white target board is placed perpendicular to the sensor beam path, and then range data is collected. As the range data is collected, the target board is moved slowly along the propagation path, keeping the target board normal vector along the propagation path as well, which ensures that the sensor beam hits the flat front surface of the target board. At each meter increment (1, 2, 3, 4, 5, and 6), the target is removed from the beam path. This acts as a range check, as the voids in the collected data should coincide with the corresponding distances, as seen in Figure 17. The intensity profile seems to follow a decreasing exponential function, which may illustrate the expected SNR and the corresponding sensor threshold estimated at about 1000. For this data collection, the intensity value are in unknown units that was output by the sensor.

![Intensity vs. Range Profile (110k Data Points)](image)

**Figure 17.** Range return intensity profile.

4. Discussion

In this paper, an investigation into the data measurements that the Hokuyo UST-20LX Laser Rangefinder produces was conducted. The first case compared the range return data to the true range across different distances over many samples. The data showed that a target range of 4.0 m produced the smallest magnitude of error within the dataset. The second and third test scenarios visualized the error caused by the color (within a gray scale). It was found that a dark target seems to consistently return a much shorter range than the actual, much more so than the other levels of the gray scale. From here, the beam divergence and angular resolution were investigated. The beam divergence was much larger in the horizontal direction with respect to the sensor orientation. It was also found that any target smaller than 1.5° in the horizontal direction may not be detectable by the sensor unless the mean of a large sample set was used for detection. Next, the target angle test was completed, which investigated the error caused by the target’s orientation. It was shown that the error was proportional to the orientation angle. The final step of the characterization was the intensity-range profile. This illustrates how range affects the return signal.

In order to minimize error sources, it is recommended to operate this sensor using a statistical average of the range returns, to operate in operational ranges between 1–4 m, and to stay away from extremely dark targets. Coupling these three recommendations together will help decrease the chances of experiencing the large error sources caused but a natural coupling of the beam divergence, and range return intensity variations.
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