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Abstract

In this research, a method is developed for multiple unmanned aircraft assigned to fly optimal trajectories to survey and collect a pre-specified amount of data from a fixed, ground-based wireless sensor network. Assigning UAS to network nodes and flying optimal trajectories minimizes an objective weighting of flight time, distance, and control inputs. Individual sensor nodes are initially clustered by minimizing Euclidean distances to centroids by a $k$-means++ clustering algorithm. Next, a continuous time optimal control problem is formulated to solve for the optimal trajectory, minimizing a weighted sum of the time and control effort needed to collect sensor data. This problem formulation is a modified traveling salesman problem with neighborhoods and the control policy enables the airborne vehicle to change altitude, heading and velocity to best communicate with each ground sensor via omni-directional antennas. The optimal trajectory is solved for by direct orthogonal collocation methods also known as a pseudospectral method. Each unmanned aircraft is then tasked to fly the optimal trajectory within its assigned cluster, survey, and collect the minimum amount of required data from each assigned sensor. Sensor nodes with the most data are identified as high activity sensors. These high activity sensors are then reassigned to dedicated UAS by an expectation maximization of Gaussian mixtures method. UAS are assigned to new clusters and re-tasked with updated optimal trajectories. The new assignments and optimal flight trajectories are calculated to ensure increased revisit rates over the high activity sensors, while maintaining or decreasing time over sensors with relatively less activity. The optimal trajectories were simulated in software and hardware-in-the-loop environments and were shown to decrease flight time and distance when compared to traditional path planning techniques. Finally,
successful proof of concept flight tests were used to validate the unmanned aircraft optimal trajectory and data collection architecture. For the cases considered, a 14% to 32% reduction in flight time and distance was achieved when compared to traditional flight planning methods.
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I. Introduction

The Department of Defense (DoD) estimates manpower cost is the largest component in the operation of Unmanned Aircraft Systems (UAS). From planning, controlling, supervising, analyzing, re-planning, delivering data, and other functions, the human operator currently bares the majority of the burden for these tasks [1]. The most critical phases of mission profiles are often either manually performed or pre-programmed by human operators. These functions “include critical flight operations, navigation, takeoff and landing of unmanned aircraft, and recognition of lost communications requiring implementation of return-to-base procedures” [1]. Furthermore, UAS that conduct Intelligence, Surveillance, and Reconnaissance (ISR) missions often collect and deliver raw data. For example, live streaming video from a UAS requires human interpretation and analysis before it can be used for decision making. Ideally, future unmanned systems will be capable of many of these tasks autonomously, moving from pre-programmed to situational, decision-based maneuvers and from simply delivering raw data to directly providing actionable intelligence [1]. The DoD also predicts, “autonomous systems may even optimize behavior in a goal-directed manner in unforeseen situations (i.e., in a given situation, the autonomous system finds the optimal solution)” [1]. However, the UAS itself is limited by its on-board capabilities. Networking the UAS with standoff components, such as other UAS, manned vehicles,
and remote sensing create a force multiplying effect, dramatically improving a single UAS’s capabilities.

1.1 Motivation

To meet the DoD’s vision for future UAS capabilities and lower manpower costs, systems incorporating UAS and standoff components are needed. Rapidly maturing hardware require novel algorithms to enable UAS to autonomously collect and analyze data, make decisions based on collected data, and deliver pertinent information to the end users when their data are efficiently collected. Advanced Wireless Sensor Networks (WSN) can provide time critical and precise localized environmental information critical to decision making. Researching how to smartly combine multiple UAS, WSN, and algorithmic components motivates this research. To put the research goals in perspective, a brief background is given to assist in scoping and providing context to the research accomplished herein.

1.2 Background

1.2.1 Wireless Sensor Networks.

The concepts of wireless sensor networks, combined with efficient data collection, and network energy management\(^1\) collectively compose a relatively new field of study, only introduced in the last two decades. The term “Wireless Sensor Network” began to appear in literature in the late 1990’s, specifically in Pottie in 1998 [2]. Immediately, the inherent problems of data collection and network energy management were apparent and became a focus of this burgeoning research area [2–4]. Early work focused on node-to-node multi-hopping data routing protocols within the network. However, as WSNs grew and matured, new applications began to appear such

\(^1\)A generic term used to describe various practices to extend the life of network components.
as forest fire detection and monitoring, environmental mapping, traffic monitoring and tracking, and in the military, battlefield surveillance [3]. These new applications further complicated data collection and network energy management as well as introducing newer challenges like network deployment, size, cost, upgrades, usable lifespan, survivability, and adaptability to changing network requirements.

Alternative data collection methods reduced network energy consumption rates and collected more data by using robots, a.k.a. mobile collection agents, to physically visit and survey sensor nodes within the network, collect their data, and deliver or relay the data back to the user or data sink. The mobile agents were assumed to have larger storage capability which in some architectures freed the WSN of the multihopping protocol, often the largest consumer of network energy reserves. Some of the earliest authors to propose the use of mobile agents as an alternative to the multihopping routing schemes were Tong et al. in 2003 [5], Zhao and Ammar in 2003 [4], and Moore et al. in 2005 [6].

1.2.2 Mobile Data Collection Agents.

The introduction of a mobile collection agent solved some problems in network data collection and energy management, however it opened a Pandora’s box of new challenges. The relatively new field of WSN now intersected with the very mature fields of applied mathematics and combinatorial optimization. Two problems emerge specifically, assigning mobile agents to sensor nodes and finding optimal routes to visit a collection of nodes while satisfying specified criteria and obeying constraints. The more famous of these routing problems are the Traveling Salesman and Vehicle Routing Problem. The “best” route for a mobile agent traversing a WSN can only be defined by the users. For some, the best routes may be predicated on the collection of required data from each node in the WSN, or the best route maybe the short-
est distance required to visit each node, and for others the best route may change
dynamically as the mobile agent travels the network.

1.2.3 Assignment Methods.

Given multiple UAS operating in a WSN, a method of task assignment is often
desirable. In other words, to which UAS should each sensor in the WSN be assigned?
Assignment methods can also have added benefit of deconflicting UAS flight paths.
In this research, the problem is straight forward: divide the WSN into sub-groupings
or clusters equivalent to the number of available UAS and assign UAS to respective
clusters. The problem of grouping data sets, observations, or in this case ground
sensors into like groups is known as “cluster analysis” [7]. Clustering enables the
partitioning of data into meaningful subgroups or “clusters.” For this dissertation,
the clustering of data is synonymous with clustering of the sensors when an exclusive,
deterministic solution is desired. The assignment of tasks, targets, or geographical
areas to UAS can also be accomplished by several methods. For example, consensus-
based task allocations or auctioning methods, where UAS bid on particular tasks
have been employed [8–10]. A common research focus in assignment methodologies
is whether to use centralized or decentralized task assignment. Bakker argues that
centralized task assignment methods are vulnerable to a single point of failure [11].

1.2.4 Optimal Trajectory Planning.

Calculating optimal routes for mobile agents in a WSN is still a relatively new
field of study and research is ongoing. However, methods for mobile agent route
planning are scarce. In 2005, Moore et al. considered a UAV locating clusters of
sensors, but the routing was not developed as optimal [6]. In 2010, Li et al. surveyed
48 papers concentrating on sink mobility in WSNs [12]. Many, if not all, of the papers
reviewed by Li concentrated on energy management of the individual nodes of the WSN. Several authors considered portions of the work contained in this dissertation, but none have demonstrated a concerted effort to connect the methods to solve the broader problem of assigning and re-assigning airborne mobile agents to conduct persistent surveillance and data collection from a WSN.

1.2.5 Mission Scenario.

The scenario which served as a reference mission in this research was adopted from work at the Air Force Research Laboratory (AFRL) by Kingston [13], Marshall et al. [14], and Klesh et al. [15], who considered a UAS tasked to collect data from a sparse but tactically placed, wireless road sensor network. AFRL examined employment of WSN as a security apparatus, used to track intruders into vital areas or remote austere positions, such as Forward Operating Bases. The WSN employs static, ground-based wireless sensor nodes designed to collect road and foot traffic data within their individual sensing ranges, store, and then report that data to the overflying UAS when in range.

AFRL’s proposed scenario is divided into four phases: patrol, isolation, delivery, and response. During the patrol phase, the UAS is tasked to visit all the sensors within the WSN, collect their data and determining if any regions of the WSN are experiencing relatively increased activity. If a region(s) of the WSN are in fact reporting increased activity, the isolation phase is triggered. Given this increased activity, the UAS is tasked to autonomously prioritize the region(s) of the WSN experiencing the increased activity. The goal of the isolation phase is to track and image the increased activity with electro-optical sensors onboard the UAS. Once the activity has been imaged by the UAS, the delivery phase ensures the appropriate agencies are provided the data. Finally, the response phase is triggered when the images are
analyzed by the user and the proper course of action is taken. This dissertation will formulate and solve the patrol and isolation phases of AFRL’s proposed scenario as described below.

1.3 Problem

This research addresses the challenge of providing persistent surveillance and data collection by autonomously assigning and planning optimal UAS flight trajectories based on decision making information obtained from a static, ground-based WSN. In a wide, geographically dispersed WSN, the most efficient grouping and route of flight to visit each sensor node may not be entirely obvious. This problem is partially difficult since conditions across the WSN are often not uniform, making flight planning and data collection a dynamic process.

1.3.1 Dissertation Scenario.

Specifically, the WSN is subdivided into clusters of sensors and UAS are assigned to each cluster. Within assigned clusters, each UAS will calculate the optimal flight path minimizing time and control usage, subject to aircraft dynamics, airspace limitations, communication rates, and a minimum data requirement from each sensor. After initial orbits of the WSN, sensors reporting higher rates of activity relative to other sensors are regrouped into new clusters and the UAS are then reassigned. This enables the UAS to concentrate on sensors within the WSN experiencing the highest rates of activity while maintaining a minimal visitation rate to sensors with less activity. Given the communication range of the UAS, data may be reported back to the end user or data sink immediately, after the initial orbit, or after a series of subsequent orbits. Optimal flight planning ultimately leads to reduced fuel consumption, shorter flight times, shorter surveillance distances, and shorter response distances to
other areas of the WSN. Furthermore, having more relevant information from the WSN lends itself to being more actionable as opposed to raw data from the entire network.

1.3.2 Research Questions.

Based on the motivating sections and the problem scenario, specific research questions are formulated.

1. How should sensors be optimally allocated to more than one UAS?

2. How should an optimal control problem be formulated to solve for an optimal trajectory given the problem constraints?

3. As the problem evolves and data is collected, new information is provided. How should this information be incorporated into the problem in a dynamic manner?

4. How should the data collected be used to identify areas of interest in the WSN and can that data be used to dynamically weight each sensor for subsequent trajectory calculations?

1.3.3 Research Goals.

1. Given a WSN and multiple UAS, develop an optimal sensor to UAS assignment algorithm.

2. Given a WSN and UAS, develop an optimal control method to ensure sufficient data collection from all sensors, in the least amount of time and with minimal control effort.

3. Conditioned on the data collected as the problem evolves, develop a method to increase the visitation rates of the highest activity sensors and decrease or maintain the visitation of the least active sensors.
1.3.4 Research Scope.

This research will be limited to the UAS optimal assignment and control problem. There are many challenges associated with the concept of aircraft collecting data from a network of wireless ground-based sensors, namely path following (inner-loop control), collision avoidance, WSN energy management, data latency, data buffer overload, communications optimization, sensor localization, or maximum communication rate localization to name a few. While these areas of research are necessary and critical to furthering the WSN-UAS concept, they are beyond the scope of this research as many of these challenges are thoroughly addressed in other studies.

1.4 Assumptions and Limitations

To sufficiently bound the research tasks, several assumptions and limitations must be made about the sensors, UAS, communications environment, and hardware to constrain the scope of the problem and keep it tractable.

1.4.1 Sensor Modeling.

The WSN is assumed homogeneous. In other words, the transmission power, storage capacity, communication capability, and sensing capability of each sensor are uniform across the WSN. Sensor locations are known to the UAS a priori and do not move once emplaced. The sensors are also assumed to have sufficient energy reserves to last significantly longer than the duration of an entire UAS mission or stated objective. The sensors are assumed to be low powered, communication range limited, and often expendable. Sensors cannot communicate with each other due to the distance and communication protocols between each one. They are incapable of communicating via satellite due to power and bandwidth limitations. The overlying
UAS is assumed the only means of communicating sensor data. Finally, sensor storage capacity or data buffering is considered sufficient for the duration of the scenarios.

1.4.2 UAS Modeling.

The UAS is modeled as a point mass system. The UAS size, weight, and performance specifications are based on Group 1 (Small UAS) parameters as defined by the DoD. Transition from one flight condition to another is not considered as many of these vehicles can reach their maximum speeds and commanded altitudes in negligible amounts of time. It is also assumed the UAS has unlimited on-board data storage and range for the duration of the test scenarios. Stochastic disturbance inputs such as variable winds and other random effects are not considered. Performance limits on heading, pitch, and velocity are imposed. Control inputs are the time rate of change of heading, pitch, and velocity. Processing of data, calculating optimal paths, command, and control is assumed to be done at a central ground-based control station accessible by all UAS and monitored by the end users. UAS are considered airborne over a WSN at the beginning of any scenario.

1.4.3 Communications Modeling.

The UAS and each sensor is equipped with a single omni-directional antenna that is attenuated only by free-space spreading loss. The sensor transmission assumed is continuous and isotropic over the entire field consistent with a fixed transmitted power. No geographic limitations or azimuth and elevation requirements are imposed between the UAS and the sensor. Two-way communication and error checking are not considered. The UAS antenna is required to be in contact with each sensor long enough to ensure transmission of a fixed data package size. The multichannel equipped UAS is capable of simultaneously communicating with multiple sensors.
when in range. Multiple UAS do not communicate with each other. Further details on the communications modeling are presented in Chapter III.

1.4.4 Optimal Routing.

For purposes of optimal routing, the trajectory cost between sensor nodes is considered equal in either direction. In other words, the solution flight paths are considered symmetric in either direction between any two sensors. Only one orbit of the WSN is calculated. Additional orbits are presumed to be multiples of the single orbit and the number of additional orbits is subject to user requirements, UAS limitations, etc. If dynamically tasked, optimal trajectories will be updated.

1.4.5 Assignment Methods.

In scenarios where multiple UAS are available, it is assumed that sensors are exclusively assigned only to one UAS, resulting in a conflict free solution. Although these scenarios may be easily run from a single central command and control computer, it is foreseeable that all the UAS can share the same algorithms and concur on similar solutions. However, for this dissertation, execution of the assignment algorithms are done from a centralized location. Finally, the UAS are not aware of the other UAS tasks, actions, or locations. If properly assigned, flight paths do not intersect, and thus are inherently deconflicted. Data from initial UAS orbits of the WSN is aggregated at the centralized location and any necessary reassignment is completed. There is no assumed reason that UAS are aware of the other’s actions.

1.4.6 Command and Control.

The methods and solutions presented herein are theoretical. Any implementation of these methods is considered research only. Therefore, it is assumed the command
and control of the UAS and final destination for their collected data is a ground-based computer control station and the UAS do not necessarily communicate with each other. However, future operational command and control is foreseen on any of the UAS in coordination with a ground-based, human-supervised control terminal.

1.5 Contributions

Several specific contributions to the existing body of knowledge come from this research answering how to accomplish the patrol and isolation phase to achieve persistent surveillance and data collection.

1. A method and demonstration of a sensor to UAS assignment algorithm.

2. A demonstration of optimal control method to ensure sufficient data collection from all sensors, in the least amount of time and control effort.

3. A method to perform dynamic weighting of the sensors during a data collection mission and re-calculate an updated optimal trajectory based on the updated weighting.

1.6 Document Outline

This dissertation contains six chapters. Each chapter closely follows the general process used to solve the overall problem. The reader should recognize three major topic areas in Chapters II, III, and IV as sensor to UAS assignment, then UAS trajectory optimization, and sensor to UAS re-assignment. This first chapter introduced and motivated the problem along with assumptions, limitations, research questions, and outlined the approach. Chapter II reviews the relevant UAS-WSN terminology, various architectures, related challenges, and solution methods. Chapter III introduces the mathematical methodology and provides a framework for answering the
research questions. Chapter IV demonstrates, analyzes, and discusses the methodology and results by way of examples. Chapter V reviews flight test results based on the optimal flight path algorithm. Finally, Chapter VI lists the relevant contributions, future work, recommendations, and conclusion. Three appendices include publications written as portions of this dissertation.
II. Literature Review

The combination of WSN and UAS introduces a wealth of challenging problems. This chapter provides background on the common terminology, various WSN architectures, the objectives and solution methods of similar studies, and identifies areas where further research can be made.

2.1 Terminology

Across a wide spectrum of related studies, various terms are used to describe similar research areas as the one addressed by this research. In the most general terms, this dissertation explores methods to employ multiple UAS to fly and collect data from static, unattended ground sensors. The UAS analyze the data and are autonomously re-assigned to visit the ground sensors with the most activity. The importance of this terminology is made clear when conducting a literature search. Initially, research that seemingly appears unrelated is suddenly closely connected when the reader is aware of the various synonymous terms.

• **Vehicle** - Historically, UAS have been called drones, remotely piloted vehicles (RPV), unmanned ariel vehicle (UAV), models, and radio controlled aircraft (R/C) [16]. However the term UAS more accurately represents all the components required for an unmanned aircraft to operate, including support operations, ground stations, and operators [1, 16, 17]. In addition to the historical terms for UAS, other names also refer to the data collection and carrying entity performed in this and similar studies. For example, mobile elements [18–20], mobile robots [21, 22], robomite [23], data mules [22], and ferries or data ferries [24, 25]. The term data mule was itself defined as an acronym where “mule” stood for Mobile Ubiquitous LAN Extensions [26]. Undoubtedly these terms
are used to generalize the problem description, largely referring to any entity capable of acting in this data collection, transport, and delivery capacity, such as airborne, marine, or ground robots [21]. In this research, the term Mobile Agent (MA) refers to any land, sea, or airborne collection robots. The term “UAS” only refers to the airborne mobile collection robot.

- **Ground Sensors** - Mobile, static, unattended, and in some cases expendable, ground sensors also have many synonyms like *widespread sensors* [24], *static sensors* [21], *motes* [22], *nodes* [19, 24, 25], *sensor nodes* [18], *unattended ground sensors (UGS)* [27], and *Expendable UGS (EUGS/E-UGS)*\(^1\) to name a few. In this research, the terms “sensors”, “nodes”, and “sources” are synonymous and used interchangeably.

- **Wireless Sensor Network** - The most common term referring to a network of widespread, immobile, unattended ground sensors is a *wireless sensor network* [18, 20, 28]. In some studies the sensors are mobile, but still collectively referred to as a WSN. In this research, all sensors in a network are collectively referred to as a “WSN.”

- **Data Collection from Wireless Sensor Network** - Finally, various authors refer to the action of collecting data from remote sensors by a mobile vehicle as *data harvesting* [19, 20, 22], *data exfiltration* [6], *data gathering* [18], and *data collection* [28, 29]. Although not widely used, some authors have formally defined it as the *Data Gathering Problem (DGP)* [22, 30]. Earlier, Data Ferry was used as a noun to describe the vehicle itself, while here data ferry is used as an adjective to describe the type of mission performed by the vehicle.

In this research “data collection” will be used to describe the UAS function within the WSN.

A summary of the synonymous terminology is collected in Table 1.

Table 1. Synonymous Terminology from Various Related Literature.

<table>
<thead>
<tr>
<th>Mobile Agent</th>
<th>Sensor</th>
<th>Data Collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile Data Collector[37]</td>
<td>Sensors[28, 38, 39]</td>
<td>Data Retrieving[40]</td>
</tr>
<tr>
<td>UAV[16, 40, 41]</td>
<td>Sources[38]</td>
<td></td>
</tr>
<tr>
<td>Data Ferry [24, 36, 42, 43]</td>
<td>Unattended Ground Sensors[27]</td>
<td></td>
</tr>
<tr>
<td>Data Mules[22, 26, 44, 45]</td>
<td>Expendable UGS[46]</td>
<td></td>
</tr>
<tr>
<td>Robots[31]</td>
<td>Ground Sensor Arrays[28]</td>
<td></td>
</tr>
<tr>
<td>Aerial Relay Nodes[47]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.2 Unmanned Aircraft System

The UAS has experienced an explosion in growth over the past decade. The DoD alone reported a meager 10,000 UAS flight hours in 2000, to over 550,000 flight hours in 2010 [48]. So much so that in the United States, regulatory and legislative
bodies have begun to regulate their use and operations in earnest [1]. While the primary users remain the DoD and academic institutions, commercial users are only at the door step of a multi-billion dollar industry. In 2014, the Federal Aviation Administration (FAA) cited a study by the Teal Group who predicted total research, development, and procurement will rise from $5.2 billion to $11.6 billion annually from 2014 to 2024. Furthermore, the Teal Group expects total spending on UAS world wide to top $89.5 billion over the next ten years [49]. The FAA underscores the small UAS (under 55 pounds) as an economically viable instrument attractive to commercial users. If appropriate legislation and regulatory guidelines are in place, roughly 7,500 commercial UAS are expected to be in use by 2019 [49]. This figure is in addition to private, military, and academic UAS users.

The DoD categorizes UAS into five groups, listed in Figure 1. DoD defined Groups 1 and 2 are comparable to the FAA’s definition of small UAS. Although the UAS in this research is modeled after Groups 1 and 2 type vehicles, the methods and algorithms presented can easily be applied to any of the UAS Groups. Groups 1 and 2 type vehicle definitions were chosen for use in this research for several reasons. They are the most prolific among research communities and the most commonly used vehicles for flight test, especially for research and development in academia. Group 1 and 2 vehicles lend themselves nicely to the mission scenario introduced earlier in sections 1.2.5 and 1.3.1. They are also the type of vehicles used by AFRL for its flight test and demonstration of the methods developed in this research.

2.3 Wireless Sensor Networks

The following subsections cover the various aspects of WSN, such as the sensors, architecture, applications, and limitations.
2.3.1 Sensors.

Individual sensors, or sources, may be small in size (from a few cubic centimeters to a few thousand cubic centimeters), independent of other sensors, and capable of communicating wirelessly to neighboring sensors or mobile data collection agents. Individual sensor nodes may be expendable, camouflaged, and placed very far from the WSN hub or sink. A single sensor can collect, measure, record, and report environmental changes within its immediate vicinity. Sensors can measure distance, direction, vibrations, motion, and so on [12]. Data is recorded as electro-optical, doppler, seismic, magnetic or infrared information with a corresponding time stamp [13]. For example, ground vehicles passing by a sensor may be recorded as seismic disturbances, triggering a video camera, time-stamped, and transmitted to the overflying UAS. Generally, sensors are considered low powered, low cost devices with limited
battery life. Communications range limited, sensor nodes are spatially constrained if required to communicate directly with each other. Similarly, communicating with overhead satellites is not practical due to limited power and lack of a directional antenna.

### 2.3.2 Wireless Sensor Network Architecture.

WSN are typically a collection of low powered, remote sensor nodes, or *sources*, and a central collection node, or *sink*. One type of WSN architecture relies on a sensor-to-sensor data delivery, or multi-hopping communications scheme. Data collected at the sensor nodes can be transmitted by forward multi-hopping along various sensors on a path toward the sink [50]. Multi-hop schemes often uses a two-dimensional unit disk graph model to represent a sensor’s communication range [12]. For example, two sensors are connected if their disks intersect as seen in Figure 2. A WSN may contain any number of sensors, more if a larger physical area is being covered for example. In some WSN architectures, sensors rely on a fixed, ground-based central collection node, the sink, within proximity to the sensor, to collect and transmit vital information to end users [51, 52]. This sink requires line of sight with the sensor.

![Figure 2. Notional WSN based on unit disk graph model [12].](image)
nodes, a communication link with operators, power, and physical protection. In some WSN, sinks are more costly than sensors and not considered expendable.

### 2.3.3 WSN Applications.

WSN are currently employed in a variety of applications such as monitoring seabird habitats [53], coral reefs and fisheries [54], structural health [55], forest fires [51], fertilizer and pesticide applications in agriculture [56], vehicular ground traffic in urban areas [57], border patrols [58], and tracking illegal border crossings\(^2\). Some current and expected applications include security awareness, disaster response, search and rescue support, and critical infrastructure monitoring at power facilities, ports and pipelines [16]. Kingston et al. and Spillings et al. also describe a Base Defense problem where WSN are used to provide security for military bases, forward operating bases, and remote towns and villages [59, 60]. Motivated by a constant threat on operational bases in recent conflicts, Spillings et al. describes an urgent need for an integrated suite of sensors and countermeasures to enhance a defensive perimeter [60].

### 2.3.4 WSN Limitations - Data Delivery, Energy Management, and Network Lifetime.

There are significant limitations to using a WSN. Limitations to data delivery methods and energy management schemes contribute to shorter network lifetime and are the subject of the following research.

A multi-hop architecture can be efficient in delivering data to the central collection node and is favored in applications where data is required near instantaneously and delays are not tolerated. While multi-hopping from sources to sinks works well in networks with consistently available power, in more austere or hostile environments,

the remote sources survive on their own. Remote and unreachable sources are expendable at the end of their useful life. Further, multi-hopping schemes limit the size of WSN as sensor nodes must be within radio range of each other to relay data from the outermost sensors.

Although multi-hopping data is desirable because of the speed of delivery, energy consumption is high and depleted non-uniformly, especially at the sensors closest to the sink [61–64]. Gu and Castano both identified the increased energy consumption of sensors in close proximity to the sink [52, 65]. The closer a sensor is to the sink, it is widely accepted that sensor is required to relay more data, while the outermost sensors only transmit once to the next nearest sensor in the relay chain. If the sensors closest to the sink are consuming more energy than the further ones, they are more likely to be depleted of energy ahead of the others. Castano solved this challenge by using multiple sinks and determining their optimal placement to ensure coverage of the WSN. This method is also subject to data losses, errors, and interference, especially with lengthiest transmissions and in dense WSN.

If only one sink is employed, a single point of failure is exposed and redundancies may be required. In austere, less secure, or remote locations, sinks may be difficult to place, maintain, and protect. In some scenarios, it may be advantageous to deploy sensors over a large geographical area, sensing specified locations, and be independent of a central sink. The use of a centralized sink tasked with collecting all the data from remote sensors often demands its own power sources. In the case of the low powered sources, line of site with the sink is required. Assuming a hostile environment, the sink may also require security.

Multi-hopping routing schemes work well with unobstructed line of sight, non-hostile environments with stable energy supply and accessibility. However, multi-hopping becomes increasingly difficult in the absence of the aforementioned condi-
tions. In some cases, a mobile sink or mobile agent is employed to collect and deliver
data from the sensors as an alternative to the centralized, immobile sink. Mobile
agents are capable of reaching each sensor source, eliminating the need for data hop-
ning from the sensors to the sink. Mobile agents enable the fixed sinks and sensors
to be free of communication network requirements between each other and placed in
high interest area where increased monitoring is needed [40].

It has clearly been shown that WSN can operate successfully but are limited by
inherent challenges. Alternate WSN architectures utilize a mobile agent to collect
data from sensor nodes and minimize or eliminate the need to relay data via multi-
hop. The balance of this chapter is dedicated to the WSN and mobile agent problem,
with attention paid to the WSN-UAS type problems.

2.4 Wireless Sensor Networks and Mobile Agents

Only in the last 10 years has extensive research on the combination of mobile
agents and WSN been accomplished. The mobile agent and WSN each bring their
own set of benefits and challenges. Integrating the mobile agent and WSN solves
some existing challenges, introduces new challenges, and complicates others. The
main challenges of WSN and mobile agent integration include data latency, network
energy consumption, and path planning. The following subsections discuss the various
challenges and their solutions.

2.4.1 Delay Tolerant WSN and Mobile Agents.

Li et al. diagrammed a taxonomy of various WSN and mobile agent solution
approaches [12]. In Figure 3, Li categorized WSN into two main groups, delay tolerant
networks and real-time networks. As the name indicates, delay tolerant networks are
WSN where the relative age of the data, when it arrives at the sink or delivered
to the user, is still useful minutes, hours or days after the data has been collected. This is most commonly referred to as the data latency problem. The delay tolerant network is better suited with mobile collection agents, where sensor data is collected and stored on the mobile agent for later delivery to the sink or end user. The use of a mobile agent in delay tolerant networks also alleviate the WSN of the traditional energy consuming sensor to sensor multi-hopping communications methods.

Li specifies two prevailing approaches for data collection by mobile agents in delay tolerant networks: either make direct contact with the sensor or rendezvous with the data at some intermediate sink in the network. Under the direct contact branch, Li reviews stochastic, Traveling Salesman Problem (TSP), and label-covering solutions; under the rendezvous-based data collection, Li reviews fixed-track, tree-based, and clustering solution methods.

The second category Li describes, not depicted in Figure 3, is a real-time WSN where data is delivered nearly as soon as it is collected. This is a near-real time flow of data from source to the sink or end user in matters of seconds. In real time WSN, Li cites examples like forest fire monitoring or battlefield surveillance where time is of the essence in data delivery. The reader is directed to [12] for further information on these problems and their solution methods.

Under two realistic scenarios, this research could very well fall into either delay tolerant or real time WSN categories. If one were to assume the UAS, acting as the mobile sink, surveys and acts on data collected from the WSN, only to report the data at a later time, the architecture would be considered “delay-tolerant.” However, if the UAS, surveyed, collected, and immediately relayed the data back to end user via radio or satellite link, the UAS would be no more than a mobile non-collecting, relay node in the network.
Li et al. further specified two categories for mobile agents, “controlled” and “uncontrolled.” The controlled agent follows predetermined and predictable paths, and is under the control of the end user or a specific path planning algorithm. The uncontrolled mobile agent is one where the path is unknown and not subject to predetermined criteria or algorithms, and is best described as adding a sink to a wild animal for data collection in WSN in a forest or a taxi cab acting as a sink in a traffic monitoring WSN for example [12]. Utilizing Li’s taxonomy, this research can be defined as data gathering in delay-tolerant WSN via a controlled mobile agent making direct contact with sensors with TSP-like solution approaches.

In contrast to the multi-hop architecture, delay tolerant WSN nodes upload their data to the collection agent directly, such as a ground-based agent or UAS. Using a mobile collection agent enables a more spatially dispersed WSN, in turn making sensor placement a more strategic process, and especially useful when there is a limited quantity of sensors.

Mobile agents bring with them their own advantages and disadvantages. The first advantage, already mentioned above, enables sensors to be more spatially dispersed.
Second, energy consumption rates are relatively equal across the WSN as each sensor may only be required to communicate with the mobile agent, performing a single-hop communication. Thirdly, it is assumed that mobile agents have a larger data storage capability and can collect and store more data than any single sensor. Fourth, it is assumed that some mobile agents are capable of relaying data from individual sensors directly to the data sink. There are also disadvantages in using mobile agents, such as in scenarios where data is not relayed directly to the sink, and the sensor’s data now resides on the mobile agent and is unusable until processed at the sink. If the mobile agent must deliver its data to the sink, a delay is incurred until the data is delivered. In a delay tolerant WSN, this condition is often accepted and of minimal impact to the overall mission of the WSN. Mobile agents can also be limited by logistics. For example, the need for energy, maintenance, and spare parts is inevitable for any mobile robot. Also, a ground-based mobile collection agent may be limited by terrain and an airborne collection agent limited by weather.

2.4.2 WSN and UAS Applications.

Alternative architectures replace the fixed sink(s) with a mobile agent, where the mobile agent visits all the sensors to collect and relay their data to necessary users. Specific types of mobile agents, like the UAS, enables the WSN to span many kilometers of area, limited only by range of the UAS. In this case the UAS is ideally suited to collect data from a widely dispersed WSN, that would otherwise be beyond the communications range of a ground-based central collection node. This architecture enables the UAS to address a large number of widely distributed sensors as opposed to a fixed sink addressing each sensor within a limited communications range. However, employing a UAS has trade-offs. These include weather limitations, airspace and
communication frequency management requirements, UAS logistics and maintenance, as well as processing and response time [13].

Researchers are applying the WSN-UAS architecture to solve a wide variety of problems. Abdulaal et al. considered the use of mobile sensors to track flood levels and movement. The mobile sensors are deployed from UAS which continue to track them after deployment [66]. Faical et al. used UAS to disperse pesticides onto crops and a WSN to monitor the dispersant. Feedback from the WSN enable the UAS to alter its flight path to compensate for winds or missed areas of the crop [56]. Fargeas et al. developed methods for a UAS to pursue an intruder into a WSN in 2015 [67].

2.4.3 Data Latency.

If a mobile agent is tasked to visit each sensor, the multi-hop architecture is reduced to a single hop between the sensor and mobile agent. This approach conserves sensor energy and reduces potential data loss, error, and interference. However, this method introduces data latency. The data, now residing on the mobile agent, must be delivered to a sink or end user, and is subject to the speed of the mobile agent. As the mobile agent visits more sensors along its route, data from the first sensors has the greatest latency period by the time it is delivered to the sink. To minimize latency, several authors combined multi-hopping and used a mobile agent. WSN are subdivided into sub-groups called, “clusters,” and data from each cluster was transmitted to one sensor within each cluster, known as “caching” sensors. The mobile agent would now only visit the caching sensors, collecting the aggregated data, and saving travel time and distance. This is widely referred to as a hybrid or rendezvous approach; effectively the data and mobile agent meet half way [68–70]. The authors of [18, 19, 47, 70, 71] addressed data-latency as a primary goal of their research.
Almi’ani uses iterative tree search methods to optimize the amount of forward hops from the originating sensor to the caching sensor subject to the mobile agent tour lengths [18]. Almi’ani considered two scenarios: 1) first the mobile agent is required to start and end at the same location, in other words return to the starting point to deposit the collected data, and 2) the mobile agent is free to start and stop anywhere in the wireless sensor network. The first is solved by a clustering based algorithm, where sensors are grouped in clusters around the caching sensors, and iteratively conducts a tree search for the best solutions that minimize the forward hops [18].

Moazzez-Estanini et al. minimized data latency by solving for a classical TSP solution and then employing a novel path splitting algorithm. This enabled the first Hamiltonian cycle solution to be split at key nodes into smaller nodes [19]. Chiu solved a variant of the with clustering-based genetic algorithm. The goal was to reduce the tour length for the data agent in order to minimize data latency [71]. By examining the communication ranges of all the sensors in a WSN, overlapping communication ranges were identified as intersections and established the waypoint for the data agent to visit. This eliminates the need to visit each sensor directly, as in the classical TSP, but now requires only a location common to a small cluster of sensors within proximity to each other instead. Chiu did not describe the mobile agent in detail. Rather, Chiu simply wanted to explore a new genetic algorithm to solve the TSPn problem. Zhang also considered a combination of algorithms that chooses the best combination of ground to ground (multi hop) and ground to air (via UAS) to deliver the data to sink [47]. Alqaralleh examined optimizing the multi-hop clustering solution, where the WSN is divided into clusters, and subsequent algorithms decide on the best sensor to cluster all the surrounding sensors’ data. A ground-based mobile agent visits all the selected cluster sensors [70]. The author utilized heuristic based
solutions for partitioning the WSN and determining the clustering sensors within each partition.

Many of the papers reviewed make a critical assumption that data must be delivered back to the base station or sink and cannot be transmitted by radio, hence data latency is introduced and should be minimized. The method in this research does not make the same assumption and hence, alleviates the data latency issue. For this dissertation, the UAS, acting as the mobile agent, is not initially required to deliver the collected data to the sink, but rather to analyze it and autonomously make a decision on its next course of action. If necessary, the UAS is capable of transmitting data to end users by various means.

2.4.4 Data Latency Leads to Data Buffer Overload.

Another aspect of data latency is data loss. Gu assumed limited storage capacity on-board each sensor [20]. With limited storage capacity, the need arises for the sensor’s data buffers to be downloaded with some regularity or at the very least, when they are reaching capacity. Gu considered the limitations of data buffers at each sensor and designed a partition g-based algorithm to schedule the movement of the mobile elements in wireless sensor networks such that there is no data loss due to buffer limitations or overflow [20]. This dissertation assumes data buffers have sufficient capacity for the duration of any scenarios and will not consider their limitations.

2.4.5 Extend WSN Lifetime by Mobile Agent.

The use of a mobile agent minimizes sensor energy consumption by visiting each sensor and reducing the multi-hop scheme to a single hop between the sensor and the mobile agent, resulting in a more uniform energy state across the entire WSN. How-
ever, in large scale WSN, it becomes impractical for a mobile agent to visit each sensor. Many proposals consider the hybrid approach mentioned earlier in Section 2.4.3

Many other studies found optimal trajectories for mobile elements visiting sensors networks, but used sensors energy consumption or data latency as motivating challenges to the problem. Similarly, this problem solves for an airborne mobile agent optimal trajectory. While this author acknowledges that the sensor’s energy consumption is a necessary consideration, for this research, a sensor’s energy is considered sufficient to complete the proposed scenarios (or missions).

Many studies explore the energy consumption required in the data transmission between the sensors, central collection node, and mobile agent [18, 32, 44, 47, 52]. A common solution involves a combination of single and multi-hops from distributed sensors to cache sensors and the use of mobile agents to collect data from the cache sensors.

Almi’ani et al. employs a hybrid of mobile elements and data multi-hopping with the goal of extending network lifetime [18]. The study minimized the path length of the mobile agent and the communication distance between sensor nodes, where sensors are clustered around a singular sink for the mobile agent to communicate with.

Tekdas demonstrated collecting data from ground-based sensors utilizing ground robots to solve a Traveling Salesman with Neighborhoods Problem (TSPn). Tekdas also proved battery life is extended when ground sensors download data only to a passing robot. This is in contrast to constantly transmitting data to a central gateway node or long distances to data repeaters or other ground sensors.

Castano addressed the issue of WSN lifetime by developing a hybrid heuristic algorithm that group sensors to ensure consistent coverage of the targets of interest,
only activating those that are needed. The author introduces several base stations for data delivery and compares it to a single base station reference [52].

Zhang et al. examines a solution whereby the data can be routed to the base station or other sensors by either the UAS or sensor network. The author proposes optimizing a multi hop solution by either UAS to UAS, UAS to WSN, or WSN to base station [47].

Guo et al. considers a heuristic topology control algorithm whereby the energy state of each sensor is known and optimal combinations of neighborhoods with caching sensors is determined [63]. Neighborhoods and caching sensors may vary for each successive visit by the mobile agent. Guo specifically addressed non-uniform energy consumption by accounting for differing residual energy among the sensors. Using graph theory and optimizing the forward hopping paths from source sensors to caching sensors, Guo is able to manage the individual energy states [63].

2.4.6 Communication Protocol of WSN and UAS.

The quality of the communication signals is also an area of interest. Authors of [72, 73] proposed efficient communications protocols between the WSN and UAS. Ouyang et al. considered a ground-based mobile agent and a UAS capable of optimizing the beam shape to increase signal strength [74]. Jiang and Swindlehurst examined a method to dynamically adjust the UAS heading to maximize the upload data rates [75].

Kuruvila et al. assumed a fixed signal to noise ratio and using a unit disk graph model, developed a probability function based on the non-dimensional radial distance from the sensor. Figure 4 shows the probability of successful packet reception based on distance. Later, in Section 3.4.2.2, a model with different parameters but similar behavior is developed.
2.5 The Shortest Path Problem

In the most general of terms, the research considered in this dissertation is concerned with finding the best path or circuit necessary to visit all points within a set of points while satisfying a list of constraints. The best path is often defined as optimal if a set of criteria are met and the cost to visit all the points is minimized. In Applied Mathematics and theoretical computer science, one of the most classical problems is determining the shortest path required to visit a given set of points. This combinatorial optimization problem is NP-hard [77]. Often solved with graph theory, the problem has wide ranging applications from school bus routes, to mail delivery routes, to robotic arm paths in computer chip manufacturing. Finding an optimal route has the obvious benefits of saving time and fuel, finding the shortest distances, and maximizing other resources such as driver availability or limited vehicle storage capacity.
Problems related to the shortest path problem have been studied for nearly a century or more; these include the Traveling Salesman, Vehicle Routing, Canadian Traveler, and Chinese Postman problems [78, 79]. Each has its own unique set of constraints and definitions. Of the various path problems, the Traveling Salesman and Vehicle Routing problems are considered the closest to the research done in this work. This section will compare and contrast the problem definitions and solution methods. This research effectively solves a TSP problem, but using a considerably different and wholly novel method. Utilizing a mobile agent to visit fixed sensors in a WSN has similarities to the Traveling Salesman and the Vehicle Routing Problems and are discussed in the next section.

2.5.1 Traveling Salesman Problem.

The TSP has been studied extensively and asks the following question: Given a list of cities, what is the shortest possible route that visits each city exactly once and returns to the origin city? Figure 5 illustrates a simple TSP example where the mobile agent must visit all the nodes once and return to the base. When the distance of travel is an objective, the problem is referred to as the Euclidean Traveling Salesman Problem. Like the Euclidean Traveling Salesmen Problem, a mobile agent must visit all the ground sensors at least once in the shortest possible distance. When the traveling salesman is required to be only within proximity, or neighborhood, to the city (node) prior to moving to the next city, it is said to be a TSPn [80] and illustrated in Figure 7. Kingston and Macharet both state that finding the optimal path for data collection from a WSN is “very similar to the Traveling Salesman Problem with Neighborhoods [35].” Nesamony et al. developed a solution for a mobile agent using the TSPn model [81, 82].
Like the TSPn, the UAS in this research is required to be within radio range, hence the term “neighborhood,” of all the sensors at least once on its first orbit of the WSN. However, unlike the TSPn, subsequent orbits of the WSN may require the UAS to visit certain sensors more than once or be well inside the neighborhood to collect more data (as discussed in Chapter III). Also, unlike the TSPn, the common graph theory edge and vertex paths do not accurately represent the turning dynamics of the UAS, although several authors have adapted the TSPn with turning dynamics [35, 45, 80]. A more accurate description would be TSPn with dynamics as seen in Figures 6, 7, and 8. Although turning dynamics are incorporated into the TSPn, their solutions do not necessarily apply to the data collection challenge in this research as the mobile agents are only required to “touch” the neighborhood of each node, as previously illustrated in Figure 7. These paths also do not meet the same optimality criteria specified later in this chapter and in Chapter III.
2.5.2 Vehicle Routing Problem.

The Vehicle Routing Problem (VRP) is a more constrained version of the TSP. The VRP attempts to solve the logistical problem of delivery or collection of goods to and from customers and depots. Often, VRP’s are associated with a fixed vehicle capacity, set number of available delivery vehicles and drivers, attempting to find the most efficient routes to deliver or collect goods. Common constraints in the VRP are road networks, time windows, available drivers, and delivery vehicle capacity. To compare the VRP to this research, the goods are considered to be the data, the customers to visit are the sensors, and the depot is the base station. In contrast to the VRP, the problems considered in this research are free of predetermined routes, drivers, fuel limits, and storage capacity among other limitations. This research will
attempt to handle various numbers of UAS, sensors, and collect large amounts of data within the optimization routines and it is assumed memory capacity and fuel are sufficient for the duration of all the scenarios.

2.5.3 Solving the TSP.

TSP and VRP problems are often solved using graph theory. Points and intersections on a graph are known as vertices and connections between them are known as edges or arcs [83]. Connecting the vertices and forming a path is referred to as a cycle of the graph, and is a subset of the set of edges and vertices that form a path such that the first node of the path corresponds to the last [84]. A cycle that uses each graph vertex of a graph exactly once is called a Hamiltonian cycle. A Hamiltonian cycle, also called a Hamiltonian circuit, is a graph cycle (i.e., closed loop) through a graph that visits each node exactly once [84]. The Hamiltonian cycle is a subset of the TSP problem in graph theory requiring the most efficient (i.e., least total distance)
Hamiltonian cycle a salesman can take through each of \( n \) cities. No general method of solution is known, and the problem is NP-hard in combinatorial optimization [84]. If the direction of visit from one sensor node to another is not specified, the path is also referred to as simple, regular, or more commonly, an undirected graph. Additionally, if the route in both directions between two nodes are weighted the same, or the cost of travel is the same in both directions, the TSP is commonly referred to as a symmetric TSP, and in turn halves the possible solutions. In contrast, if the cost of travel were different in the opposite direction, the problem would be referred to as an asymmetric TSP. The research proposed herein is defined as a symmetric and Euclidean TSP\( n \). When the cost function satisfies the triangle inequality, we can design an approximate algorithm for the TSP that returns a tour whose cost is not more than twice the cost of an optimal tour. These tours are said to be a Metric TSP [85].

Wichmann et al. constructed a classical TSP solution to visit all the nodes in a WSN and included vehicle turning constraints to smooth out the path after the TSP solution was calculated [45]. Wichmann used graph theory and a Smooth Path Construction algorithm that first solves the TSP, then adds a minimum turn radius at the vertices, connecting them by edges and arcs. Macharet et al. defined an optimal path solution by solving the TSP\( n \) with a Dubins’ vehicle model. The Dubins’ model imposes the maximum possible curve (turn rate) and constant velocity assumptions [35]. Figure 8 illustrates a classical TSP solution and a TSP solution constrained with the Dubins’ model [35]. Chatterjee et al. solved various symmetric TSP using genetic algorithms and generated results with 3.2\% or better of a known optimum for given population sets [86]. Furthermore, Chatterjee et al. conclude that although their solutions were only near optimal, they are still quality inputs to algorithms that benefit from near optimal solutions.
2.5.4 Additional TSP Constraints.

By leveraging concepts from the TSP and VRP, it is possible to consider additional constraints on this research. For example: 1. Time Windows - Data may be perishable or time sensitive and sensors must be visited within a certain time window, 2. Data Buffer Overload - Sensors may have limited data storage, and must be visited prior to loss of data due to buffer overload, 3. Order of Visit - It may be necessary to visit sensors in certain order, or 4. Sensor Energy - Sensors at the end of their usable life may need to be visited ahead of others with more energy reserves. Although relevant and challenging, these concepts are beyond the scope of this research.

2.6 UAS Assignment Algorithms

When multiple UAS are available, dividing the WSN into subgroups is advantageous. Many studies have examined the multiple UAS task assignment prob-
lem [9, 87, 88] for a variety of applications. However, most were concerned with dynamic task deconfliction and assignment for teams of UAS. One of the most common assumptions is that UAS are capable of communicating with each other [87, 88].

Bakker investigated a multi task Consensus-Based Auctioning Allocation Algorithm for multiple UAS. Bakker believes that centralized task allocation algorithms suffer from network congestion and possible conflicts if the current states of all the vehicles are not known at all times [11]. He also adds that a centralized auctioneer limits the potential of the UAS. Centralized control may also introduce a single point of failure. Bakker proposes that each UAS optimize its own path and share information when possible with nearby UAS in a bid to win the task. The UAS with the lowest cost bid will win the task. The ground sensors are assumed immobile as their data is collected, analyzed and compared to other ground sensor data. When adequate information is collected, the UAS can re-plan based on the sensors with the most ground activity [11].

Peng Wei et al. specifically addressed the sensor to UAS assignment problem [50]. Peng Wei et al. stated that single UAS data collection schemes are not robust as a failure of the UAS will result in no data collected. Furthermore a single UAS solution will undoubtedly consume more time as the single UAS is required to collect all the data [50]. To protect against the single UAS weaknesses, Peng Wei et al. propose a multi-UAS solution and a iterative balanced assignment with integer programming algorithm. Like many authors, Peng Wei also clustered sensors around a single caching sensor. Peng Wei’s objective was to minimize the total upload time.

Another approach is simply to sub-divide the sensors spatially, based on their geometric location. This sub-division is often called “cluster analysis.” Also described as the unsupervised classification of objects into similar but meaningful groupings [89].
Two common methods are the $k$-means++ and the multivariate Gaussian Mixture Model (GMM) optimized by the Expectation Maximization (EM).

### 2.6.1 $k$-means++

Clustering takes advantage of the available UAS and reduces the time required to survey all the sensors. Using a Euclidean distance measure, subgroups or clusters are generated based on distances to a center of mass, or centroid. Initial development of the $k$-means approach (without the ++ designation) by Lloyd, employed a random starting point for all centroids simultaneously [90]. This initial seeding method leads to longer processing times and less than optimal solutions when compared to improved clustering methods. The initial seeding step simply selected all the cluster centroids uniformly at random from the available data. A perpendicular bisector method between the selected centroids was used to construct a Voronoi diagram. A new mean is determined in each section and the centroids are moved accordingly. The process repeats until a predetermined tolerance for the centroid movement is met. Lloyd’s seminal algorithm is popular due to its simplicity and speed but limited in accuracy and is only guaranteed to find a local minimum [91].

The $k$-means++ algorithm is based on work by Arthur and Vassilvskii [91] and seeks to smartly seed the initial centroid selection prior to executing the $k$-means method. Rather than selecting all the centroids initially, $k$-means++ selects one centroid uniformly at random with a high probability of minimizing the overall error. This step is then repeated for all the centroids. Arthur and Vassilvskii state the $k$-means++ substantially outperforms $k$-means in terms of accuracy and speed [91].

$k$-means++ is ideally suited for spatial clustering problems when a distance metric is chosen. The algorithm treats each data point as a location in space, and partitions the clusters based on a distance measure [91]. This clustering method is ideally suited
to the spatial and geometric nature of the initial division of the WSN. This will be explored as part of this research.

### 2.6.2 Gaussian Mixtures.

Gaussian distribution models can also represent clusters of data [7, 92]. If the sensors are treated as a data set, a multivariate normal distribution is used to show their assignment to a cluster. Given a distance metric, the mean of each distribution represents the cluster centroid. Sub-groupings or clusters are often referred to as components and the data as observations. Multiple Gaussians of two or more variables are often referred to as a multivariate GMM, and used to represent the entire data set. GMM and subsequently the maximum likelihood of a data point residing in one Gaussian or another depends on the initial seeding. Initial seeding is easily accomplished by defining the initial means as the centroids from the $k$-means++ algorithm.

Both $k$-means++ and GMM with EM can produce “hard” or “soft” clustering. “Hard” clustering stipulates that data points must reside in only one Gaussian (cluster). This is also known as an “exclusive” assignment. In contrast, “soft” clustering permits data points to reside in multiple Gaussians, often along some common border, where posterior probability determines a relation between multiple Gaussian. For example, a posterior probability of 0.5, on a scale of 0 to 1, means a sensor has a 50/50 chance of belonging to either one cluster or another, also known as “soft” clustering. For this dissertation, individual sensors cannot simultaneously be assigned to more than one cluster at any given moment and are considered “hard” clustered.
2.6.3 Expectation Maximization.

When underlying data sets change in a GMM, updating and relocating the GMM’s distributions is often solved by iterative methods, namely by Expectation Maximization (EM). EM can maximize the log-likelihood of observed data, simultaneously optimizing large numbers of variables, and able to find adequate estimates for unobserved data [93]. Generally, EM is an optimization method to estimate some unknown or unobserved parameters, given a set of observed or measured data [93, 94]. Unobserved parameters may be the mean and covariance of the unknown data set. EM iterates between two steps, Expectation and Maximization, to compute the maximum likelihood estimate in the presence of unobserved data. Maximum likelihood estimates model parameters for which the observed data is most likely [95]. In the Expectation step, unobserved data are estimated based on observed data. In the Maximization step, the likelihood function is maximized using the estimated data from the Expectation step. Convergence is guaranteed since likelihood increases with each step [95]. However, the EM algorithm is known to suffer from a slow rate of convergence, which occasionally gets stuck in local maximums, and is ill suited for problems with large numbers of clusters. The method breaks down when any cluster’s covariance matrix becomes ill-conditioned (singular or nearly singular) [7, 93]. Previous works introduced the expectation and maximization steps [96], but Dempster et al. authored the seminal work that proved convergence and coined the name EM [97]. Moon applies the EM algorithm to signal processing, where data dropouts are considered unknown data, leading to estimation of a likely signal mean in presence of noise [98]. Multivariate GMM with EM is used in this research as a second sensor to UAS assignment methodology.
2.7 Trajectory Optimization

Most of the related work presented thus far considered some optimal path calculation, but they had differing motivating factors such as data latency or WSN energy consumption. Li reviewed several methods for route planning, including combinatorial solutions using graph theory, mixed integer linear programs, brute force, and learning-enforced methods. The closest work presented by Li involved data gathering in delay tolerant networks where the mobile agent collects data directly from the sensor node. From that work, Li identified two works that dealt with TSP solutions for data, however the constraints on visit order were minimal, often defaulting to remaining sensor energy reserves as a path planning constraint. In all the papers reviewed by Li, none specifically included aircraft dynamics, optimal control theory, or direct collocation methods.

In 2010, Cobano et al. considered aircraft dynamics and chose to use a partial filter to predict a flight path given various atmospheric conditions and other uncertainties. This path was designed to be robust, but not optimal. Cobano used a WSN as an example and he successfully collected data from each sensor node. Data collection was measured in number of messages received not data message size [40]. In 2008 and 2012, Nigam et al. considered control of multiple UAS for persistent surveillance but not with a WSN. Nigam’s approached considered a more heuristic control policy and auction-based algorithm for multiple aircraft. In 2015 Fargeas et al. used a WSN with a UAS for intruder pursuit; however, this approach was designed to isolate a single intruder where as this research is designed to isolate a region [67]. In 2013, Kingston et al. found greater difficulty with tracking single intruders in WSN in practice than simply isolating a probability region of activity [99].
2.7.1 Trajectory Optimization - Direct Collocation Methods.

Hargraves was one of the earliest authors to use direct collocation to solve the optimal control problem for trajectory optimization [100]. Interest has increased in the use of Direct Collocation Methods to determine constrained optimal trajectories. Specifically, researchers have used Direct Collocation to solve problems for unmanned ground vehicles [101], UAS [28, 102–104], manned transport class aircraft [105], hypersonic vehicles [106], and spacecraft [107]. In 2009 Geiger used direct collocation methods for optimal route planning of UAS, but did not apply his solution to a WSN [104]. In 2009 Hurini et al. also used direct collocation methods for route planning, but demonstrated it on a ground-based vehicle.

Geiger et al. employed direct collocation to optimize the flight path of an unmanned aircraft. Geiger was able to flight test solutions as well. Geiger noted that a trade-off existed between extensive collocation points and the frequency of an updated solution, especially when incorporating external sensor data [104]. Although few collocation points may result in a sub-optimal solution, changes can be accounted for more efficiently, especially for dynamic trajectory updates [104]. Geiger also stated, “an accompanying reduction in the solution time horizon is required to maintain accurate dynamics interpolation [104].”

One paper considered an alternative to direct collocation. Horn et al. proposed a neural network to improve computational efficiency and scalability of the direct trajectory optimization methods. A method that uses neural networks to approximate the system dynamics, objective functions, and gradients was first presented and demonstrated in simulations. Horn says, “this method removes the need for collocation and thus reduces the Non-Linear Program (NLP) size [41].” The method has been extended to demonstrate its scalability to multiple-UAS problems and to problems involving a UAS with complex constraints [41].
2.7.2 Direct Orthogonal Collocation Solution Method.

Numerical methods to solve optimal control problems are generally categorized as indirect and direct methods. Betts conducts an extensive review of numerical methods to solve optimal control methods in [108]. Indirect methods are solved using calculus of variations and Pontryagin’s Maximum principle to determine the first order necessary conditions for optimality. The cost functional is first augmented with co-state and Lagrange variables. The first-order necessary conditions are determined by taking the first variation of the augmented cost function and setting the first free variable to zero. The necessary conditions form a Hamiltonian boundary-value problem (HBVP). The indirect method is highly accurate and insures the satisfaction of the first order optimality conditions. However indirect methods suffer from a small radii of convergence and require analytically solving for the HBVP. They also require an accurate initial guess of the co-state, and given path constraints, and a priori knowledge of the constrained and unconstrained switching structure [109–111].

In contrast, direct methods are transcribed directly to a nonlinear programming problem without deriving the first-order necessary conditions. They have a larger radii of convergence as compared to indirect methods and therefore do not need a good initial guess. Nor do they require an initial guess of the co-state or knowledge of switching structure a priori. However, the direct methods are susceptible to inaccuracies due to missing or inaccurate co-state information [110, 111]. Often, direct methods are said to solve “directly” for the control, rather than “indirectly” through the co-state term.

Direct orthogonal collocation methods have become increasingly popular to directly solve for optimal control problems solutions, as shown in [102, 104–106, 112–116]. In the aerospace field, direct orthogonal collocation methods are synonymous with Pseudospectral Methods [110, 113]. Numerous publications in the last decade
have thoroughly described and developed direct orthogonal collocation methods methods, namely seminal works by Rao, Benson, Huntington, and Ross [103, 107, 110, 111, 117]. Especially in the areas of aerospace trajectory optimization applications, the reader is directed to recent work by Geiger, Suplisson, Masternak, and Smith [102, 104–106]. Direct orthogonal collocation is explored as a means to solve for the UAS optimal trajectory problem.

2.8 Summary

Nearly all the aforementioned authors agree that for any data collection problem from a wireless sensor network by a mobile agent, the three major challenges include reducing data latency, WSN energy consumption, and optimal trajectory planning for the mobile agent. Many papers surveyed utilized graph theory to solve for a TSP like solution. Furthermore, most papers considered a hybrid forward multi-hop approach where sensors are clustered around a caching sensor and the mobile agent visits only that caching sensor, instead of each individual sensors. Few papers consider the communications model in the path planning modeling, and only one referenced a minimum data required criteria. None of the papers surveyed considered the collection of a minimum set of data from a WSN by a mobile agent using direct collocation methods. Although the optimal control and trajectory of a mobile agent was well studied, only a narrow scope of authors used the direct collocation methodology to solve the problem. None of the authors using direct collocation methods had considered a problem where a minimum data constraint from a WSN is required. As UAS are increasingly employed in WSN, the usefulness of optimal trajectories that minimize data latency, maximize WSN energy states, and collect data is clear. Furthermore, the work in this dissertation has practical and immediate application
to work by AFRL. Therefore, it is with a high degree of confidence that the proposed research herein is novel, relevant, and useful.
III. Methodology

This chapter presents the methodology used to solve the problem posed in Chapter I. The chapter is divided into several sections. The first section illustrates the flow of a typical scenario. The next section discusses the initial sensor to UAS assignment methodology. Then, the communications, UAS model, and trajectory constraints are explained followed by the optimal trajectory solution method. The final section describes the re-assignment procedure.

3.1 Approach Method

A simplified flow chart in Figure 9 illustrates the solution process. The process is initialized with the required information, namely the number of available UAS, sensor number and coordinates, and a minimum required data size. Once the initial information is input, the assignment and optimal trajectory algorithms compute their respective solutions. For changes in the problem characteristics such as number of available UAS, sensor locations, number of sensors, or data rates, the left side feedback loop of Figure 9 is completed. If the aforementioned characteristics remain unchanged for the duration of the problem, and only high activity sensors are identified, then the right side feedback loop of Figure 9 is completed.

3.2 Initial Sensor to UAS Assignment

This section describes implementation of the $k$-means++ clustering algorithm first introduced in Section 2.6.1. As stated in Chapter II, $k$-means++ is ideally suited for spatial clustering when a distance metric is chosen. The algorithm treats each data point as a location in space, and partitions the clusters based on a distance
Figure 9. Flow chart for UAS data collection in WSN.

measure [91]. This clustering method is ideally suited to the spatial and geometric nature of the initial division of the WSN.

Given a set of \( N \) UAS, the individual sensors are grouped into \( N \) clusters. For \( Q \) sensors in \( \mathbb{R}^3 \), define \( S = \{s_1, ..., s_j, ...s_Q\} \) to be the set of three-dimensional cartesian coordinates of each sensor. Where the individual sensor coordinates are \( s_j = \{x_j, y_j, z_j\} \). For \( N \) total clusters required in \( \mathbb{R}^3 \), defined as a set of three dimensional cartesian coordinates in the set \( C = \{\mu_1, ...\mu_k, ..., \mu_N\} \). The total number of required clusters, \( N \), is also equivalent to the total number of UAS available. \( k\)-means++ finds a partition such that the sum of the squared error between the centroid (mean) \( \mu \) of the cluster and its assigned points is minimized [91, 118].

The squared error between the centroid and the cluster points is defined by

\[
J(\mu_k) = \sum_{s_j \in C_k} ||s_j - \mu_k||^2 \tag{3.1}
\]
However, *k*-means++ finds \( N \) centroids (means), \( \mathbf{C} \), that seek to minimize the sum of the squared error over all \( N \) clusters,

\[
J(\mathbf{C}) = \sum_{k=1}^{N} \sum_{\mathbf{s}_j \in \mathbf{C}_k} ||\mathbf{s}_j - \mathbf{C}_k||^2
\]  
(3.2)

Algorithm 1 enumerates the *k*-means++ method used in this research.

**Algorithm 1  *k*-means++ Clustering Algorithm [91, 119]**

**Input:** \( N \) available UAS and \( Q \) Sensor coordinates \( \mathbf{S} = \{\mathbf{s}_1, ..., \mathbf{s}_j, ..., \mathbf{s}_Q\} \)

**Output:** \( N \) initial cluster centroid coordinates \( \mathbf{C} = \{\mu_1, ..., \mu_k, ..., \mu_N\} \) and Sensor Clusters \( \mathbf{S} = \{\mathbf{s}_1^k, ..., \mathbf{s}_j^k, ..., \mathbf{s}_Q^N\} \).

1: Choose one point from \( \mathbf{S} \) uniformly at random as the initial centroid \( \mu_1 \)
2: Calculate the minimum squared distance, \( D^2 \), from each sensor coordinate to each centroid defined thus far by \( D_i^2 = \min ||\mathbf{s}_j - \mathbf{C}_k||^2 \)
3: Choose the next center \( \mu_i \), by selecting \( \mu_i = s' \in \mathbf{S} \) with probability \( \frac{D(s')^2}{\sum_{s \in \mathbf{S}} D(s)^2} \)
4: Repeat Step 3 until all \( N \) centers chosen
5: For each \( k \in 1, ..., N \), set the cluster \( \mathbf{C} \) to be the set of points in \( \mathbf{S} \) that are closer to \( \mu_k \) than they are to \( \mu_l \) for all \( l \neq k \)
6: For each \( k \in 1, ..., N \), set \( \mu_k \) to be the centroid of all points in \( \mathbf{C} : \mu_k = \frac{1}{|\mathbf{C}_k|} \sum \mathbf{s} \in \mathbf{C}_k \mathbf{s} \)
7: Repeat steps 5 and 6 until \( \mathbf{C} \) no longer changes

### 3.3 Initial Guess

The trajectory optimization routine iterates on an initial guess towards an optimal solution. Providing a “good” initial guess helps the software to quickly converge on an optimal solution. The initial guess is also critical to the problem set up as the sensors were spaced far enough apart that insufficient gradient information was avail-
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able for the optimization routine to adequately evaluate all feasible search directions. Although not zero, the gradient information from distant sensors is likely below the solver’s computational threshold. The initial guess of states and controls provides the first search direction, and is not subject to all the optimality constraints. Three methods were tested:

1. Two Point Initial Guess - This first method designates only the initial and final states and controls of the UAS at the first sensor.

2. Simply TSP - The second initial guess method employed a TSP solution for all the given sensors. This method included the first Two Point Initial Guess method, plus a direct sensor to sensor trajectory. This TSP solution is not an optimal trajectory, but ensured all the sensor locations are included in the initial guess. This method is more akin to “connecting-the-dots” and often violate the aircraft turn rate constraints.

3. Spline Fit TSP - Similar to the second initial guess method mentioned above, this final method smoothed out the direct trajectory TSP solution into a path that did not violate the turn rate constraints, making it more a more realistic flight path.

Figure 10 illustrates the three initial guess methods. The second and third initial guess methods, determined by solving the TSP, are expanded upon in the next section. This method of providing the location of all the sensors via the initial guess is consistent with the assumptions in Chapter I.

3.3.1 Initial Guess by Traveling Salesman Problem Solution.

The initial guess was formulated using a Euclidean symmetric TSP solution. Given a complete graph, \( G = (V, E) \) with non-negative edge costs, find a minimum cost path
visiting every vertex, \( V \), exactly once. The cost of each edge, \( E \), is defined as the distance between any two sensors. In terms of this research, given a WSN, find the shortest path that visits every sensor exactly once and returns to the initial sensor. The problem is referred to as a Metric TSP if all path distances are symmetric and fulfill the triangle inequality,

\[
dist(s_1, s_2) \leq dist(s_1, s_3) + dist(s_3, s_2), \quad \forall \ s \in S
\]  

(3.3)

Further, if the vertices (sensor locations) correspond to points in a \( d \)-dimensional space and the cost function is based on a Euclidean distance, the problem is a special case of the Metric TSP, referred to as the Euclidean TSP. For purposes of this research, \( d = 3 \), and the Euclidean distance between any two sensor coordinates \( s_i \) and \( s_j \) is given as,

\[
dist_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2}, \quad \forall \ i = 1 : Q, \ j = 1 : Q
\]  

(3.4)

This method results in a TSP solution, but with sharp corners at each sensor. Figure 10b illustrates a hypothetical four sensor scenario and a simple TSP solution. A potentially better guess involves smoothing the path as in the third initial guess method. To smooth the path, a cubic spline interpolating polynomial is fit to the simple TSP solution. For repeated, closed circuit orbits of the WSN, the first and last end point conditions must match to ensure a smooth and continuous path. Figure 10c illustrates the spline fit TSP initial guess. This is accomplished by matching the first and second derivatives at the end points [120]. The cubic spline interpolation was completed by using MATLAB’s “csape” command in a function written by John D’Errico [120, 121].
3.4 The Optimal Control Problem

Simply stated,

“The objective of optimal control theory is to determine the control signals that will cause a process to satisfy the physical constraints and at the same time minimize (or maximize) some performance criterion” [109]

– Donald E. Kirk

In other words: find the optimal control inputs to the UAS, that satisfy the performance limits of the UAS and sensors, remain within the airspace boundaries, and minimize the flight time and control inputs, which result in the optimal flight trajectory. Formally, find the optimal control, $u^*$, in the set of admissible controls, $U$, that causes the system dynamics, $\dot{x}(t) = f(x(t), u(t), t)$ to follow an optimal trajectory, $x^*$, in the set of admissible trajectories, $X$, that minimizes the cost function, $J$, and satisfies the boundary and path constraints [109]. Conventionally stated by [103, 111, 112], and without loss of generality, determine the control $u \in U$, state $x \in X$, initial and final time, on the interval $t \in [t_o, t_f]$ that minimize the cost functional,

$$J = \Phi(x(t_o), t_o, x(t_f), t_f) + \int_{t_o}^{t_f} g(x(t), u(t), t) dt$$

Figure 10. Three initial guess methods, (a) Two-point at sensor #1, (b) a simple TSP, and (c) a spline fit TSP solution.
subject to the dynamic constraints,

\[ \dot{x} = f(x(t), u(t), t) \]  

(3.6)

the boundary conditions,

\[ \phi(x(t_0), t_0, x(t_f), t_f) = 0 \]  

(3.7)

and the inequality path constraints

\[ C(x(t), u(t), t) \leq 0 \]  

(3.8)

Equations 3.5-3.8 are collectively referred to as the continuous Bolza problem [103, 111, 112]. In Equation 3.5, \( \Phi \) represents the cost associated with the end points, or the “terminal cost,” and \( g \) represents the cost associated with the states and controls along the trajectory, or the “running costs.” In this research, the terminal cost is the final flight time and the running costs are control usage for the duration of the flight. The balance of this section details the specific equations used in the optimal control problem formulation for this dissertation.

### 3.4.1 UAS Equations of Motion.

The following equations of motion, subject to certain constraints, describe the dynamic model. The UAS airspeed, heading, and pitch angles are three independent controls. The aircraft is defined by six states, \( x \). The three position states of the UAS are defined along the \( x(t) \), \( y(t) \), and \( z(t) \) axis with respect to the origin in the inertial frame. The next three states are the pitch angle, \( \theta(t) \), measured positive up from the inertial \( xy \)-plane, the heading angle, \( \psi(t) \), measured positive clockwise in the \( xy \)-plane the from the inertial \( x \)-axis, and the airspeed of the UAS, \( V(t) \). The controls are the pitch angle rate in the inertial frame, \( \dot{\theta}(t) \), and the heading angle
rate in the inertial frame, \( \dot{\psi}(t) \), and acceleration of the UAS, \( \dot{V}(t) \). All states and controls are time-dependent and the variable \( t \) will be dropped for the balance of the dissertation. The states and controls are bounded by the appropriate limits of the UAS.

The equations of motion are defined by the relationship between the states and the controls. They are derived from the geometry and differential kinematics and are given in Equation 3.9 and consistent with [122]. A geometric definition of the variables is supplied in Figure 11 where the UAS resides at the origin of the coordinate system. The coordinate system is based on an East-North-Up reference frame. East, represented by the state \( x \), positive to the right along the horizontal axis; North, represented by \( y \), positive up along the vertical axis; and Up, represented by \( z \), positive out of the page. Since the relationship of the aircraft to fixed sensors on the ground is being considered, the effect of the wind on the aircraft must also be considered. Therefore, wind velocity components are included in each of the three inertial axes. Aircraft forces and moments are not considered and the UAS performance is adequately represented as a point mass for this research.

\[
\begin{align*}
\dot{x} &= V \cos \theta \cos \psi + v_{\text{wind}x} \\
\dot{y} &= V \cos \theta \sin \psi + v_{\text{wind}y} \\
\dot{z} &= V \sin \theta + v_{\text{wind}z} \\
\dot{\theta} &= u_1 \\
\dot{\psi} &= u_2 \\
\dot{V} &= u_3
\end{align*}
\]
3.4.2 Communications Model.

While the emphasis is in developing an optimal trajectory, it is necessary to include discussion on the communications model. The communications model is the critical link to determining the data rate between the UAS and each sensor; and ultimately to determine the optimal trajectory. To formulate the optimal trajectory, the optimizer requires only a data rate for a given Euclidean distance, $d$, between the ground sensor and the UAS. The data rate varies as a function of the distance, and optimizing the data rate to meet constraints is the primary dynamic relationship used to determine the optimal trajectory for the UAS. The distance from the sensor to UAS is expressed in terms of the state position variables and the $j^{th}$ sensor’s position coordinates, expressed in Equation 3.10. This is a modification to Equation 3.4 where the subscripts are changed to reflect the UAS to sensor distance instead of the
sensor to sensor distance.

\[ d_j = \sqrt{(x_j - x)^2 + (y_j - y)^2 + (z_j - z)^2}, \quad \forall j = 1 : Q \] (3.10)

Because the communication is intended to collect information stored in the sensor’s memory, the parameter of interest is the total quantity of data transferred, measured as in the number of bits. The quantity of data received over the time interval is the integral sum of the data rate, discussed at the end of Section 3.4.2.2. A minimum data requirement is set, thus establishing an integral constraint in the optimal control problem formulation.

The sensors and UAS form traditional client-server architecture. The UAS acts as the server, communicating with all the sensors, acting as clients, when in range. This moving “hub and spoke” model allows multiple ground sensors to connect with the UAS and exchange information simultaneously. The UAS will connect when within the neighborhood of any sensor. Two communications models were considered in this research: the Shannon-Hartley model and an empirically-based emulation.

3.4.2.1 Shannon-Hartley Model.

The physics-based, Shannon-Hartley theorem describes the theoretical communication channel capacity. The channel capacity is the maximum data rate that information can be sent over a certain frequency, \( f \), in the presence of noise, \( N \), with a given bandwidth, \( B \), and transmitter power, \( P \). Equation 3.11 determines the maximum theoretical data rate, or the channel capacity, \( C \), for any given sensor, \( j \), as a function of the distance, \( d \), from the UAS to that particular sensor.

\[ C_j = B \log_2 \left( 1 + \frac{P}{N \left( \frac{4\pi d_j f}{c} \right)^2} \right) \] (3.11)
The Shannon-Hartley theorem was not chosen for this research because of the uncertainty in the radio parameters and the unnecessary complexity of the model. To effectively implement Shannon-Hartley, the power settings, frequency, bandwidth, and noise must all be known during the UAS flight time. While the communication frequency is set at 2.4GHz, the power and bandwidth are variables the radio software manipulates to maintain a strong signal. Additionally, there are unknown variations in the environmental noise. Determining representative noise, bandwidth and power settings for the communication environment is not a trivial task. A complex communication model is unrealistic for this research and all of the uncertainty involved in identifying the communication environment parameters renders the Shannon-Hartley theorem infeasible.

3.4.2.2 Empirical Communications Model.

A second model was developed which was considerably simpler and based on empirical data from AFRL flight tests. This empirical approach merely emulates the observed behavior of the communications between the AFRL sensors and UAS without modeling the radio hardware. It was observed that the information data rate remains relatively constant over the entire connectivity range. Now, instead of four variables required to determine the communications model, only the maximum connectivity distance is required to have an accurate and representative real-world communications model.

The ground sensors are programmed to transmit messages with a fixed data package size at a constant frequency. When the UAS is within the ground sensor’s communication range, it receives data at a constant rate. By maintaining a constant data rate, the only variable becomes whether the sensor and UAS are connected or disconnected. Determining the range where the connection breaks is a tractable
problem. Ground and flight testing yielded sufficient data to determine a nominal communications range.

In 2014, AFRL conducted three flight tests of their UAS and sensor hardware. The data size and transmit frequency were set to a constant data rate of 5 kbit/s. This data rate is far below the available bandwidth to ensure that multiple ground sensors can connect to the UAS simultaneously. A series of varying range tests were conducted to determine the maximum line of sight communication range. The UAS consistently maintained its connection with the ground sensor within a distance of at least 1 km. On several occasions, the UAS continued to receive the constant 5 kbit/s rate for up to two kilometers. However, this was not typical. The maximum connection range was conservatively set to 1 km to ensure that the UAS would always be connected with the ground sensor within that range. AFRL’s communication setup features the WiFi 802.11b protocol and behaves in a traditional client and server manner.

The observed communication behavior toggled between two discrete options, connected or disconnected. When connected, a constant rate of 5 kbit/s was observed. For implementation into the optimal control problem, this discrete behavior needed to be transformed into a continuous and differentiable function. A sigmoid function, represented in Equation 3.12 was used because it satisfied the continuous and differentiable requirements, but also allowed for a variation of the stiffness, $s$, without losing gradient information away from the cutoff value, $D_{max}$, critical for optimizer search directions. The stiffness feature enabled adjustment of the steepness of the sigmoid and allowed for approximation of a step function. Figure 12 illustrates the empirical model with observed data rates. Two stiffness values were used as examples to illustrate how the model can be modified to mimic the discrete behavior of data.
rate past a given distance, in this case 1 km. The data rate was modeled as:

\[ C_j = \frac{C_{\text{max}}}{1 + e^{-s(D_{\text{max}} - d_j)}} \]  

(3.12)

where \( d_j \) is from Equation 3.10, and \( C_{\text{max}} \) and \( D_{\text{max}} \) are the maximum communications rate of 5 kbit/s and distance 1 km respectively. As the stiffness is increased, the sigmoid function approaches a step function as shown in Figures 12a and 12b. Figures 12c and 12d show a top view of the sigmoid range and data rates as they emanate from the sensor.

The most accurate representation of the connected and disconnected behavior would require a discontinuous function or a logic statement, both of which are not compatible with the optimal search gradient requirements. Although the sigmoid function is not an exact representation of the observed radio behavior, it is a close approximation. The behavior of the sigmoid based model is also consistent with the work by Kuruvila et al. in Section 2.4.6 and Figure 4. Unfortunately, increasing the stiffness also steepens the gradients in the region surrounding the maximum communication range \( D_{\text{max}} \). Increasing stiffness makes the sigmoid function behave more like a step function, as seen in Figure 12b, making it less compatible for gradient search methods. These steep gradients make the optimizer more reliant on the initial guess and establishing feasible search directions more difficult for the optimizer. Without sufficient gradient information, solutions were less likely to converge. Selecting a sigmoid stiffness of 0.01 provided enough gradient information for the optimizer to converge to an optimal solution while closely mimicking the empirical behavior.

The optimal trajectory formulation is agnostic to the particular communication model, so long as the data rate is a function of distance. Although both communication models are able capable of this task, the empirical model was selected for its ease and representation of the observed communication. Based on initial flight test
Figure 12. The empirical communications model with a maximum data rate of 5 kbit/s and range of 1 km for two stiffness values, (a) $s=0.01$ and (b) $s=0.03$. (c) and (d) represent top views of the communications range and data rate from a sensor for both stiffness values.

results detailed in Chapter V, the nominal values used for research scenarios were set at 5 kbit/sec, a 1 km range, and a stiffness value 0.01.

Finally, the data rate of each sensor is integrated over the time interval of the scenario and the must be equal to or greater than the minimum required data as seen in Equation 3.13. This is an integral path constraint on the optimal control problem.
over the entire solution. The minimum data required for each sensor, $DP_j$, can be uniform for all sensors in a WSN or unique to each sensor.

\[
\int_{t_0}^{t_f} C_j \, dt \geq DP_j \quad \forall j.
\] 

(3.13)

3.4.3 Trajectory Constraints.

To model airspace or terrain limitations, path constraints were incorporated as no-fly zones and minimum altitudes above terrain.

3.4.3.1 No-Fly Zone.

The no-fly zones are represented as path inequality constraints in the optimal control problems, modeled after work by Masternak and Suplisson [105, 106]. Simply stated, the difference between the position states of the $k^{th}$ UAS, $x_k$ and the center of the no-fly zone, $\tilde{x}_n$, must be greater than the radius $r_n$, of the $n^{th}$ no-fly zone. No-fly zones are employed with co-altitude UAS, or to represent obstacles such as mountain peaks or tall buildings.

\[
\|x_k(t) - \tilde{x}_n\|_2 > r_n \quad \forall n
\] 

(3.14)

3.4.3.2 Intersecting Trajectories.

In lieu of keep-out zones, UAS operating at varying altitude blocks ensure vertical separation from other UAS. Furthermore, by means of problem design, multiple UAS cannot be assigned to the same sensor, so it is highly unlikely that any two trajectories will intersect. This is ensured by hard clustering in the $k$-means++ and GMM with EM methods.
3.4.3.3 Varying Terrain and Minimum Altitude.

Since the Euclidean distance between the UAS and an assigned sensor is the variable being optimized, the shortest possible distance between the UAS and any sensor is directly above the sensor at the minimum above ground level (AGL) altitude. In three-dimensional scenarios however, if the terrain elevation on which the sensors are placed varies, then the minimum altitude as measured from a reference, sea level for example, must also vary accordingly. To account for a varying minimum altitude, a terrain path constraint was implemented. A terrain model was created based on the elevations of each sensor, where vertices of the terrain are represented by sensor coordinates. Terrain modeling was based on work by Suplisson [105].

The optimization procedure utilizes a gradient search method and requires a continuous and differentiable function representing the terrain at all locations within the bounds of the problem. The continuous function is queried by the nonlinear programming solver at various points to determine if the terrain constraint is violated. So, an interpolation step is required to make the discrete sensor locations into a smooth continuous function. This was accomplished utilizing the MATLAB® ‘scatteredInterpolant’ function [120]. For the sensor coordinates previously defined in Section 3.2, $S$, the ‘scatteredInterpolant’ function shown in Equation 3.15.

$$F_{\text{terrain}} = \text{scatteredInterpolant}(S)$$ (3.15)

Given the scattered, non-uniform, non-gridded locations of the sensors for any given scenario, the ‘scatteredInterpolant’ function provided the most efficient method of generating an interpolation function, $F_{\text{terrain}}$, to approximate the terrain everywhere. According to Suplisson, a similar interpolation function is “computationally
fast because the interpolating polynomials and coefficients can be determined outside the NLP and then quickly queried in the NLP for path constraint evaluation [105].”

Given the \( x \) and \( y \) position coordinates of the UAS, \( F_{\text{terrain}} \) is queried inside the non-linear program solver and returns the interpolated value of the terrain, \( z_{\text{terrain}} \), at those same coordinates. The difference between the vertical coordinate of the UAS, \( z \), and \( z_{\text{terrain}} \) must be greater than 100 meters. The 100 meters is added as buffer between the UAS and the terrain. Both steps are shown in Equation 3.16.

\[
\begin{align*}
\frac{z_{\text{terrain}}}{F_{\text{terrain}}(x, y)} & \quad (3.16a) \\
\frac{z - z_{\text{terrain}}}{100 \text{ meters}} & \quad (3.16b)
\end{align*}
\]

\( z_{\text{terrain}} \) plus 100 meters represents the minimum AGL altitude at any location along the terrain and is defined as the minimum path constraint along the \( z \)-axis. This minimum path constraint was imposed on both the initial guess and optimization routine calculating the optimal flight trajectory.

3.4.3.4 Boundary Conditions.

The final and initial boundary conditions, except heading, are identical to ensure a closed and smooth closed path (orbit) trajectory over the WSN, where the UAS returns to the initial states. The heading \( \psi \) starts at zero and continuously adds and subtracts heading along the trajectory. A full orbit of the WSN starts at 0 radians heading and ends at a final heading of \( 2\pi \) radians. However, the solution software did not recognize them as spatially pointing in the same direction. Without a factor of \( 2\pi \) added to the initial heading, the optimizer attempted to correct back to 0 radians in the final step, hence creating a small, unrealistic heading correction loop as seen in Figure 13. Figure 13b is a notional, smoothed and more realistic optimal trajectory.
3.5 Optimal Control Problem Formulation

With the system dynamics, inequality, and integral path constraints, the formal definition of the continuous optimization problem is complete. Time and control weighting factors, $\alpha$ and $\beta$ respectively, are used to weigh the influence of the individual components of the cost function. The optimal control problem is now formulated to find the optimal control, $u^*$, in the set of admissible controls, $U$, that minimizes the following cost functional

$$
\min_{u \in U} J_k = \alpha (t_{k_f}) + \int_{t_0}^{t_f} \beta_1 \dot{\theta}_k^2 + \beta_2 \dot{\psi}_k^2 + \beta_3 \dot{V}_k^2 dt 
$$

(3.17)
for the $k^{th}$ UAS, where $k = 1, 2, ..., N$ and $N=$Total Number of UAS available subject to the dynamic constraints

$$\dot{x} = V \cos \theta \cos \psi + v_{\text{wind}_x}$$  \hspace{1cm} (3.18a) \\
$$\dot{y} = V \cos \theta \sin \psi + v_{\text{wind}_y}$$  \hspace{1cm} (3.18b) \\
$$\dot{z} = V \sin \theta + v_{\text{wind}_z}$$  \hspace{1cm} (3.18c)

where the states and controls are

$$\mathbf{x} = [x, y, z, \theta, \psi, V]^T$$  \hspace{1cm} (3.19a) \\
$$\mathbf{u} = [\dot{\theta}, \dot{\psi}, \dot{V}]^T$$  \hspace{1cm} (3.19b)

with the boundary conditions,

$$\mathbf{x}(t_0) = [x_0, y_0, z_0, \theta_0, \psi_0, V_0]^T$$  \hspace{1cm} (3.20a) \\
$$\mathbf{x}(t_f) = [x_0, y_0, z_0, \theta_0, \psi_0 + 2\pi, V_0]^T$$  \hspace{1cm} (3.20b)

the path constraints,

$$\mathbf{x}_{\text{min}} \leq \mathbf{x} \leq \mathbf{x}_{\text{max}}$$  \hspace{1cm} (3.21a) \\
$$\mathbf{u}_{\text{min}} \leq \mathbf{u} \leq \mathbf{u}_{\text{max}}$$  \hspace{1cm} (3.21b) \\
$$\|\mathbf{x}_k(t) - \mathbf{x}_n\|_2 > r_n \ \forall n$$  \hspace{1cm} (3.21c) \\
$$z - z_{\text{terrain}} > 100 \text{ m}$$  \hspace{1cm} (3.21d)

and the integral constraints

$$\int_{t_0}^{t_f} C_j \ dt \geq D_P_j \ \forall j.$$  \hspace{1cm} (3.22)
3.6 Gaussian Mixture Model

In order to update the sensor to UAS assignments, sensor clusters are first modeled by a 2D-multivariate GMM. Although sensor coordinates are three dimensional, only the $x$- and $y$-coordinates are considered since the magnitude of the $z$-coordinate has negligible effect on cluster assignment. The GMM is characterized by the $2 \times 2$ positive and semi-definite covariance matrix, and the respective coordinate axis means. One Gaussian is required for every existing cluster. Continuing with the same notation started in Section 3.2, $\mathbf{S}$ is the set of all sensors, $\mu_k$ and $\mathbf{P}_k$ are the centroid (means) and covariance of the $k^{th}$ cluster represented a weighted normal distribution. As stated in Section 3.2, the centroid is equivalent to the mean of each cluster. Similarly, the mean of the Gaussian is also the centroid of the cluster generated by the method in this and the next section. For all the sensors, the probability density, $p$, in equation 3.23, defines a GMM as the sum of multiple weighted Gaussians,

$$p_S = \sum_{k=1}^{N} w_k \mathcal{N}(\mathbf{S} | \mu_k, \mathbf{P}_k)$$

(3.23)

where $w_k \in \{0, 1\} \ \forall k$.

3.7 Expectation Maximization

The EM Algorithm 2 updates the GMM as high interest sensors are identified. High interest sensors receive increased weighting in the EM process. This effectively shifts the Gaussian mean towards the higher weighted sensors, and along with the covariance, reshapes the Gaussian distribution, capturing a new set of sensors and redefining the cluster. The weighting of the Gaussian, $w_k$, in the EM process is not the same as the weighting, $w_h$, applied to high interest sensors. Individual Gaussian weights, $w_k$, are updated in Algorithm 2 at step 7, and contribute to determining
the new means and covariances of the updated Gaussians during the Maximization steps. In contrast, high interest sensor weights, $w_h$, are input prior to beginning Algorithm 2 and do not change during execution of the algorithm. Specifically, the individual sensor weights are incrementally increased between each run Algorithm 2 to produce different clustering. Incrementation of $w_h$ is illustrated in Chapter 4, Figures 35 and 29. For each sensor weighting incrementation, the EM algorithm is repeated. Treating an unknown quantity of observations and components is often cited in the GMM and EM research. However, in this dissertation, the two processes are eased since the exact number and location of components (centroids) and observations (sensors) is known a priori and do not necessarily change through the given scenarios. To begin the process of sensor to UAS reassignment, the GMM utilizes the $k$-means++ centroids from Algorithm 1 as the initial means of each Gaussian.

3.8 Reference Scenarios

Two reference scenarios are used to better help the reader compare similar scenarios under various conditions. The first employs one UAS surveying six sensors on two elevations and the second employs ten co-planar sensors with two UAS. The sensor locations in the six sensor scenario were deliberately chosen because their placement lend themselves to more intuitive solutions, easily interpreted by the reader. The second scenario is comprised of ten randomly scattered sensors generated by MATLAB's® $\texttt{rand}$ function designed to represent a random fictitious WSN. Other ancillary test cases are used to highlight particular results as needed, but may not persist throughout the dissertation.
3.9 Summary

This chapter provided an overview of the methodologies used in this dissertation. An overview of the end to end process was depicted in a simple flow chart. Two sensor to UAS assignment approaches were presented, as well as three initial guess methods, aircraft and communication models, and an optimal trajectory problem and constraints were posed. Finally, two reference scenarios were presented. The next chapter presents the details required to employ and solve the methodologies presented utilizing the reference scenarios and other test cases.
Algorithm 2 Expectation Maximization [97, 98, 119]

Inputs: $Q \times 2$ Sensor coordinates $S = \{s_1, ..., s_j, ..., s_Q\}$, $N \times 2$ Initial cluster means (centroids) $C = \{\mu_1, ..., \mu_k, ..., \mu_N\}$, $H \times 2$ High activity sensor coordinates $S^* = \{s_1^*, ..., s_j^*, ..., s_H^*\}$, and weight factor for active sensors, $w_h$.

Output: Updated cluster means (new centroids) $\bar{C} = \{\bar{\mu}_1, ..., \bar{\mu}_k, ..., \bar{\mu}_N\}$ and Updated Sensor Clusters $\bar{S}_j^c = \{\bar{s}_1^k, ..., \bar{s}_k^j, ..., \bar{s}_N^Q\}$.

1: Concatenate $S$ with $w_h$ multiples of $S^*$: $\bar{S} = [S, (w_h - 1) \times S^*]^T$ with length $\bar{Q}$
2: Determine $x$- and $y$-coordinate variances for $k$ clusters: $\sigma_j^2 = \text{var}(\bar{S}_1, ..., \bar{S}_j)$
3: Set initial cluster covariances equal: $P_k = \text{diag}[\sigma_1^2, ..., \sigma_N^2]$
4: Set initial cluster weights equal $w_k = \frac{1}{N}$
5: Form initial Gaussian mixture with input means: $p_M^S = \sum_{k=1}^N w_k \mathcal{N}(S|\mu_k, P_k)$

Expectation Step

6: Compute $Q \times N$ test membership weight matrix for each sensor in each cluster:
   $$M_{ij} = w_k \mathcal{N}(S|\mu_k, P_k) / \sum_{k=1}^N w_k \mathcal{N}(S|\mu_k, P_k)$$

Maximization Step

7: Determine new weights with $1 \times N$ vector $m$: $m_k = \sum_j Q M_{ik} w^{\text{new}} = \frac{1}{Q} m$
8: Determine new means and covariances for $k = \{1, ..., N\}$:
   $$\mu_k^{\text{new}} = \frac{1}{m_k} \sum_i Q M_{ik} s_i$$
   $$P_k^{\text{new}} = \frac{1}{m_k} \sum_i Q (M_{ik} s_i - \mu_k^{\text{new}})(M_{ik} s_i - \mu_k^{\text{new}})^T$$
9: Form updated mixture: $p_M^{S_{\text{new}}} = \sum_{k=1}^N w_k^{\text{new}} \mathcal{N}(S|\mu_k^{\text{new}}, P_k^{\text{new}})$
10: Calculate negative log likelihood: $q_{\text{new}} = -\ln (p_M^{S_{\text{new}}})$
11: Iterate, returning to step 6 until: $(q_{\text{new}} - q_{\text{old}}) < \text{tolerance}$
12: When tolerance met: $\mu_{\text{new}} = \bar{\mu}$ and $S_{\text{new}} = \bar{S}$
IV. Results

In this chapter, the methodologies detailed in Chapter III are implemented and results presented by means of examples. As a reminder to the reader, the topics in this chapter are generally ordered in the manner they are used to solve the problem; first, sensors are clustered, the initial guess formulated, and clusters are assigned to UAS; second, optimal trajectory is formulated; and finally, based on sensors identified as high interest, a re-clustering and re-assignment procedure is completed. Problem setup information, specific values, and software utilized are presented to provide a complete picture of the solutions. Simulation results use a real-world example test case as well. Initial results were presented at the AIAA SciTech Conferences in January 2014 and 2015 and the corresponding papers are provided as Appendices A, B, and C.

4.1 Problem Setup, Settings, Values, and Software

The following sections specify the setup of the problem, to include UAS performance limits, selected software settings, and all parameters used for the solutions presented. Also, a short discussion on the solution approach is included.

4.1.1 UAS State and Control Limits.

UAS performance limits are derived from various sources and consistent with nominal DoD Group 1 UAS and commercial small UAS in use today [123]. State and control limits were more conservative than the actual performance limits of the nominal UAS. This enabled a solution space for a wider array of possible UAS. Addi-

\footnote{Reference to the MartinUAV company SuperBAT and BAT 4 UAS for example, http://martinuav.com/products-s-bat/}
\footnote{Email correspondence with Dr Dave Gross, ICE-T Principle Investigator, Wright State Research Institute and Dr Derek Kingston, AFRL}
tionally, the limits listed in Table 2 are representative of aircraft used for flight testing later in Chapter V.

Table 2. UAS State and Control Limits.

<table>
<thead>
<tr>
<th>States</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>x-location</td>
<td>min(S_x, x) - 2000</td>
<td>max(S_x, x) + 2000</td>
<td>m</td>
</tr>
<tr>
<td>y-location</td>
<td>min(S_y, y) - 2000</td>
<td>max(S_y, y) + 2000</td>
<td>m</td>
</tr>
<tr>
<td>z-location</td>
<td>min(S_z, z) + 100</td>
<td>max(S_z, z) + 100</td>
<td>m</td>
</tr>
<tr>
<td>Heading angle (\theta)</td>
<td>-180</td>
<td>180</td>
<td>deg</td>
</tr>
<tr>
<td>Pitch angle  (\psi)</td>
<td>-15</td>
<td>15</td>
<td>deg</td>
</tr>
<tr>
<td>Velocity (V)</td>
<td>10</td>
<td>30</td>
<td>m/sec</td>
</tr>
<tr>
<td>Controls</td>
<td>Heading rate (\dot{\theta})</td>
<td>-11.5</td>
<td>11.5</td>
</tr>
<tr>
<td></td>
<td>Pitch rate (\dot{\psi})</td>
<td>-6</td>
<td>-6</td>
</tr>
<tr>
<td></td>
<td>Acceleration (\dot{V})</td>
<td>-2</td>
<td>2</td>
</tr>
</tbody>
</table>

4.1.2 Software.

The solutions presented in this chapter and in Chapter V utilized several software packages. MATLAB® by MathWorks was the primary software used to solve the assignment, initial guess, and optimal trajectory problems. The MATLAB®-based, General Purpose Pseudospectral Optimal Control Software-II (GPOPS-II) developed by Rao and Patterson was used to solve for the optimal trajectories [124] and discussed in detail in Section 4.4.1. Also, the Air Vehicle Test Analysis and Simulation Multi-Agent Simulation Environment (AMASE) suite from AFRL is used to simulate the optimal trajectory and Excel by Microsoft is used to help prepare flight test data for processing. AMASE is discussed in more detail in section 4.6. The results presented were performed using MATLAB® 2014a on a mid-2012 MacBook Pro® with a 2.9 GHz Intel Core i7® processor, 16 GB of 1600 MHz DDR3 memory, and a 120GB solid state drive.
4.2 Sensor Clustering

The clustering and assignment methodology provided a quick and logical solution. Sensors were appropriately allocated to centroids and subsequently to respective UAS. For the ten sensor reference scenario, the randomly placed sensors were divided into two clusters (since two UAS were made available). Figure 15 illustrated the clustering of ten sensors into two clusters. The \( k \)-means++ clustering (Algorithm 1) was implemented via a MATLAB\textsuperscript{®} routine.

![Figure 15. 2D ten random sensor scenario (a) and split into two clusters (b) after \( k \)-means++](image)

4.3 Initial Guess of the Optimal Trajectory

Three initial guess methods were tested in the Six Sensor reference scenario. Table 3 lists the various results for the different initial guesses. The Six Sensor reference
scenario optimal trajectory is also discussed later in the chapter. For all the three test cases, the cost function weights were fixed. The GPOPS-II scaling method was set to *automatic-guess* to prevent GPOPS-II from rescaling the problem and updating the initial guess. The results presented here were consistently repeatable and all resulted in nearly identical optimal flight paths collecting the minimum required data. All three approaches to the initial guess returned the same optimal trajectory at largely the same mesh error. However, the Spline fit TSP initial guess resulted in fewer iterations to solve and a faster computation time, as listed in Table 3. The computation time is subject to the computer hardware used, but since the same computer was used for all three test cases, it proved to be a valuable factor to consider.

<table>
<thead>
<tr>
<th>Initial Guess Method</th>
<th>Two Point</th>
<th>TSP</th>
<th>Spline fit TSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>6.462</td>
<td>6.462</td>
<td>6.462</td>
</tr>
<tr>
<td>Flight Time</td>
<td>644 sec</td>
<td>644 sec</td>
<td>644 sec</td>
</tr>
<tr>
<td>Distance Flown</td>
<td>19 km</td>
<td>19 km</td>
<td>19 km</td>
</tr>
<tr>
<td>NLP Time</td>
<td>23.1 sec</td>
<td>22.8 sec</td>
<td>32.1 sec</td>
</tr>
<tr>
<td>Collocation Points</td>
<td>229</td>
<td>232</td>
<td>247</td>
</tr>
<tr>
<td>Mesh Error</td>
<td>8.38e−7</td>
<td>8.43e−7</td>
<td>8.31e−7</td>
</tr>
<tr>
<td>Iterations</td>
<td>7</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Computation Time</td>
<td>213.7 sec</td>
<td>142.2 sec</td>
<td><strong>136.8 sec</strong></td>
</tr>
</tbody>
</table>

Given the ten-sensor reference scenario, the left hand cluster in Figure 16a effectively has one solution to connect the three sensors, but the right hand cluster has seven factorial, or 5,040, combinations. The initial TSP solution helps to narrow that initial search space. If the ten-sensor reference scenario employed a single UAS, the various combinations would number 3,628,800. The spline fit TSP initial guess
results in a continuous and smooth input. Furthermore, the TSP initial guess (I.G.) tells the optimal trajectory routine where all the sensors are located; this is consistent with the problem assumptions in Chapter I. Later in section 4.4.7, two initial guess methods are tested in a ten sensor scenario as well.

4.4 Optimal Trajectory

Optimal trajectories are found for 2D and 3D scenarios. Simpler test cases are used as baseline checks of the optimization routine, where the solution is easily interpreted. Later, more complex scenarios are evaluated. The problem was solved incrementally to better understand the effects of subsequent layers of complexity. Initially, only a single sensor is considered and only the minimum required data was changed. Subsequent scenarios varied other parameters such as various minimum

Figure 16. Two clusters of sensors with TSP initial guess.
data required, sensor elevations, path constraints, and available UAS. Finally, the results of a multi-UAS, ten-sensor scenario are presented.

All solutions are calculated for the 3D case and utilize the equations of motion from section 3.4.1, except for the first Single Sensor Single UAS scenario. 3D plots of solutions are only presented for scenarios where the sensors are at various elevations. Otherwise, solutions are presented in a top down, 2D view. For 2D solutions, the UAS flew at the minimum allowable altitude, thereby decreasing the distance to each sensor, and maximizing the available data rates. Calculating a purely 2D solution will produce a solution representative of a ground vehicle and not account for the vertical distance from the sensor to the UAS, a critical component in determining the optimal trajectory.

All solutions presented met specified optimality criteria and error tolerances. The empirical communications model in section 3.4.2.2 and in Figure 12, is represented by concentric rings of 99%, 50%, and 1% of maximum data rate from the sensor and are displayed in the top down 2D flight trajectory views. This is done to aide the reader and indicates when UAS is in range of a particular sensor.

4.4.1 Optimization Software - GPOPS II.

The MATLAB®-based, open source, General Purpose Pseudospectral Optimal Control Software-II (GPOPS-II) is the program used to solve for the optimal trajectories. GPOPS-II directly solves the continuous time optimal control problem [125]. GPOPS transcribes a continuous-time optimal control problem into a discrete finite-dimensional static optimization problem that is solved as a Non-Linear Programming (NLP) problem. GPOPS-II is implemented using the $hp$-adaptive version of the Radau pseudospectral method. This particular method is an orthogonal collocation Gaussian quadrature implicit integration method in which the collocation is
performed at the Legendre-Gauss-Radau quadrature points [124]. An adaptive mesh refinement method is implemented that determines the number of mesh intervals and the degree of the approximating polynomial for each mesh interval in order to satisfy the specified error tolerance [124]. GPOPS-II can be set to prioritize finding the degree of the approximating polynomial before refining the mesh interval or vice versa. GPOPS-II’s strength is the ability to divide and add intervals as needed. This key capability, makes it more desirable than generic pseudospectral solvers [106].

4.4.2 GPOPS-II Settings.

For all the test cases, GPOPS-II is set to use the IPOPT NLP solver. The derivative approximation used is “sparseCD” and second derivatives are provided. The mesh method is set to “hp-LiuRao,” where GPOPS-II increases the degree of the approximating polynomial up to a maximum allowable degree prior to dividing the interval into sub-intervals [126]. The error tolerance is set to $10^{-3}$. “RPMintegration” is enabled and manual scaling is performed. The significant GPOPS-II settings are listed in Table 4.

4.4.3 Cost Function Weights.

The cost function weights were determined heuristically. Upon examination of the output, cost function weights are adjusted up or down to allow the aircraft to take advantage of the available performance envelope. The user can specify the influence of the time, acceleration, pitch and heading rate terms simply by increasing or decreasing the weighting values. For example, if the user desires to lower flight time, the weighting on time is increased. In order to satisfy all the optimality criteria, setting any weights to zero is not recommended. Including all the cost function terms helps to ensure control inputs are smooth and continuous, behaving as close to actual
Table 4. GPOPS-II Settings.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>mesh.method</td>
<td>hp-LiuRao</td>
</tr>
<tr>
<td>mesh.tolerance</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>mesh.maxiterations</td>
<td>2</td>
</tr>
<tr>
<td>setup.nlp.solver</td>
<td>IPOPT (v3.11.0)</td>
</tr>
<tr>
<td>setup.nlp.ipoptoptions.linear_solver</td>
<td>ma57</td>
</tr>
<tr>
<td>setup.nlp.ipoptoptions.tolerance</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>setup.nlp.ipoptoptions.maxiterations</td>
<td>2000</td>
</tr>
<tr>
<td>setup.derivatives.supplier</td>
<td>sparseCD (sparse Center Difference)</td>
</tr>
<tr>
<td>setup.derivatives.derivativelevel</td>
<td>second</td>
</tr>
<tr>
<td>setup.method</td>
<td>RPM-integration</td>
</tr>
<tr>
<td>min num of collocation points per interval</td>
<td>3</td>
</tr>
<tr>
<td>max num of collocation points per interval</td>
<td>10</td>
</tr>
<tr>
<td>setup.scales.method</td>
<td>automatic-guess</td>
</tr>
</tbody>
</table>

a aircraft flight controls as possible. Otherwise the effect of any particular control input is left unchecked and may behave erratically. The $\alpha$ weighting allows the user to tune down the most dominant term, time, while the $\beta$ weights help to smooth out control inputs and ultimately the optimal trajectory.

The cost function weights remain subjective and largely up to the interpretation of the user. Each term in the cost function changes in magnitude with various iterations of the same problem. This is especially true for various scenarios. Normalization and development of an expression to solve for the weighting on each iteration or each problem remains problematic. The best method is simply to tune the weights for various problems. However, after examining hundreds of various problems, and
iterations of those problems, the most widely applicable settings are $\alpha = 0.01$, $\beta_1 = 0.1$, $\beta_2 = 1$ and $\beta_3 = .001$.

4.4.4 Single Sensor Coplanar with One UAS.

The single sensor scenario has a more intuitive and easily interpreted solution. For this scenario, the UAS departs and returns in the same heading from a fictitious airfield. The take-off and landing phases are assumed negligible and the problem is solved in two-dimensions. Figure 17 illustrates the optimal flight trajectory from the airfield, collecting 10 and 600 kbit of data respectively from a single sensor, and returning to the airfield. The resulting data collection rates are presented in Figure 18, and the required pitch, heading, and velocity in Figure 19. The data rates and controls are provided for the reader’s understanding and will not always be presented.

These examples illustrate the change in the optimal trajectory solution as a result of increased data demand. The first test case resulted in a flight time of 613 seconds compared to 735 seconds for the second, which also took a longer flight trajectory around the sensor in Figure 17b.

The data rates are also reflected in Figure 18 and verifies the integral constraint. As expected the data rate increases as the UAS approaches the sensor, and decreases as it flies further away. In Figures 18a and 18b, total area under the plot is equal to the minimum data required of 10 and 600 kbit respectively.

The UAS pitch, heading, and velocity states shown in Figure 19 also verify the flight trajectory plots. After takeoff, the UAS accelerates to the maximum velocity for the duration of the scenario. However in the 600 kbit solution in Figure 19b, the optimizer reduced the airspeed velocity to ensure it collected the required data. The velocity change is clearly seen at the same time of the most significant heading change, indicating the vehicle slowed down at the sensor to take advantage of the maximum
Figure 17. (a) and (b) show the optimal UAS trajectories to collect 10 and 600 kbit of data from a single sensor respectively.

(a) Optimal trajectory for UAS collecting 10 kbit (b) Optimal trajectory for UAS collecting 600 kbit

data rates. This simple scenario verifies the basic functionality of the optimization routine.
Figure 18. (a) and (b) show the data rates resulting in 10 and 600 kbit of data from a single sensor from trajectories in Figure 17 respectively.

Figure 19. (a) and (b) show the pitch, heading and velocity states from the 10 and 600 kbit data collections in Figure 17 respectively.

4.4.5 Six Sensors on Two Planes with One UAS.

Figure 20 illustrates the Six Sensor reference scenario. Sensors are placed on two planes, two at a 100 m elevation and four at a 500 m elevation respectively. As in the single sensor test case, the solution to this reference scenario is intuitive and
highlights the three-dimensional capability. In this scenario, the UAS is required to collect 300 kbit of data from each sensor.

In the Six Sensor scenario, the UAS successfully collected 300 kbit of data without violating any constraints. The trajectory (path) constraint is illustrated in Figure 20b with the sensors located at the vertices. The trajectory constraint is necessary, especially in the three-dimensional case, to ensure the UAS trajectory does not fly below the elevated sensors. The trajectory constraint acts like terrain, requiring the optimization to remain above it at all times.

Control usage was more pronounced in this scenario as pitch varied as well, illustrated in Figure 20c. The optimizer employed a slower velocity over sensors #3, #4, #6, and #1 to ensure the minimum data was collected.

4.4.6 Sixteen Gridded Sensors with One UAS.

In this scenario a gridded WSN of sixteen sensors was tested with one UAS. The initial lay out is shown in Figure 21. The UAS was tasked with collecting 10 kbit from each sensor. The optimal trajectory is illustrated in Figure 22a. After the initial orbits, the square shaped sensors report higher activity within their sensing range. The initial flight time was 799 seconds for the UAS to collect the required 10 kbit from each sensor.

The amount of data required from the high activity sensors is arbitrarily selected at 1 Mbit, 100 times the amount of the other sensors. Once the high activity sensors were identified, a new optimal trajectory was calculated. The new optimal path ensured the UAS concentrated more on the high interest sensors by reducing velocity and increasing distance within their communications range. The updated trajectory is shown in Figure 23a. The new flight path shows the UAS inside the highest data rate region of the four sensors of interest. In addition to the flight path, the vehicle
Figure 20. Three-dimensional, optimal UAS trajectory for a six sensor test case where four sensors are elevated 500 meters. For (d) refer to the legend in Figure 20a.
Figure 21. Sixteen sensor gridded layout example for single UAS scenario.

Figure 22. The optimal flight trajectory for the sixteen sensor gridded layout for one UAS. The square sensors identify sensors with high activity after the initial orbit (for use in the subsequent figure).
Figure 23. Re-planned optimal paths for two UAS given updated sensor areas of high activity.

states are also worth examining. Figure 23b illustrates the change in velocity state from its maximum of 30 m/s to 10 m/s over the four sensors of interest. Slowing down in the regions of high data rates allows the UAS to optimally collect the minimum data required. After collecting the minimum data from one sensor it noticeably accelerates to the next sensor before slowing again. This is due in large part to $\alpha$ and $\beta$ settings, where total flight time and heading rate are penalized more than velocity. The total flight time for the updated trajectory was 1,474 seconds. The UAS spent approximately 550 seconds on the 12 low activity sensors and 921 seconds on the four high activity sensors. In other words, the UAS spent approximately 134 seconds with each high interest sensor and approximately 77 seconds on each of the remaining sensors. The optimizer confirmed the four high activity sensors uploaded 1 Mbit each and the remaining sensors upload the minimum 10 kbit. This demonstrates the optimization method capability to persist over the region of higher interest while maintaining contact with the sensors in the region of less interest.
4.4.7 Ten Sensors with One UAS and No-Fly Zone.

Figure 24 illustrates a separate ten random sensor test case. In this scenario, sensors are placed around the no-fly zone that may represent a mountain or other obstruction. The UAS was tasked with collecting 100 kbit of data from each sensor. For this scenario two different initial guesses were used to determine their impact on the optimal trajectory.

Despite two different initial guesses, optimal solutions were found for both inputs. Figure 24a began with a more circular initial guess, generated without the no-fly zone constraint, resulting in an optimal flight time of 751 seconds. Figure 24b shows the TSP initial guess, also generated without the no-fly zone constraint. This resulted in an optimal flight time of 776 seconds, 25 seconds longer than the optimal trajectory resulting from the circular initial guess, or a 3% difference.

In addition to comparing the final time of the two optimal flight trajectories, the data collected from each sensor is illustrated in Figure 25. The black bars are data collected as result of the optimal trajectory generated from the circular initial guess while the orange bars are data collected from the optimal trajectory as a result of the
Figure 25. Data collected from the ten sensor, no-fly zone scenarios given two initial different guesses.

TSP initial guess. The circular initial guess resulted in an optimal trajectory that collected 100 kbit from six sensors. From the remaining four sensors, 340, 231, 180, and 251 kbit were collected respectively. The total data collected as a result of the circular initial guess was 1604 kbit. Using the TSP initial guess resulted in an optimal trajectory that collected a 100 kbit from five sensors. The UAS also collected 376, 303, 230, 241, and 283 kbit from the remaining five sensors respectively. The total data collected using the point to point initial guess was 1935 kbit, or 331 kbit more than the optimal trajectory that resulted from the circular initial guess.

Only the initial guess changed between the two problems, and clearly had an influence on the optimal trajectory. The two results represent local optimal solutions and neither may be the global solution. Factors such as cost functional weights, total data required, maximum communication range and rates, communications model stiffness, and UAS performance parameters are all subjective and easily influence the outcome.
These values depend largely on the hardware limitations, mission parameters, and user desires. Tighter tolerances on the total data collected for each could be imposed, however this over-constrains the problem and may prevent convergence. Overall, the ability to determine an optimal trajectory around an exclusion zone demonstrates robustness to increasing problem demands while communicating with all the sensors.

### 4.4.8 Ten Sensors with Two UAS.

Figure 26 illustrates the optimal trajectory solutions for multiple UAS in the ten-sensor reference scenario. The UAS were tasked to collect 300 kb of data from each sensor. This is the baseline set up for the re-assignment scenario in section 4.5. The controls and data rates in Figure 27 confirm the UAS performed within the established bounds and are consistent with earlier, simpler examples. The UAS fly their assigned trajectory, collect the necessary data, and identify sensors of interest based on the data reported.

### 4.5 Sensor Reassignment for Ten Sensor Two UAS Scenario

After the initial orbits of the WSN by the two UAS in the ten-sensor reference scenario, sensors #9 and #10 report increased activity in their sensing range. These are identified as the high interest sensors and an update of the UAS sensor assignment is conducted.

Sensors #9 and #10 are incrementally weighted from 1 to 10 in step 1 of Algorithm #2. This is the high interest weighting term, $w_h$, mentioned in Section 3.7. Algorithm #2 is repeated and the GMM is reshaped for each successive weighting. Solutions for experimental weightings from 1 to 10 are presented. When a solution no longer varies after a third iteration or a desired WSN network configuration was reached.
The iterations of the EM Algorithm #2 are shown in Figure 35 (note the legend is shown in Figure 29). The $k$-means++ centroids provided an excellent initial Gaussian means to the EM Algorithm #2. Initially the equally weighted GMM should look like the final output of the $k$-means++ algorithm, as seen in Figure 35d.

Once the desired GMM is established, the newly assigned sensors and clusters are sent back to the optimal trajectory routine for an updated optimal route. The new clusters and optimal trajectories are seen in Figure 28. As sensors start and stop experiencing relatively higher activity, this process of weighting, updating, and replanning optimal routes can be repeated as needed.
4.5.1 900 kbit Requirement for Sensors #6 and #10.

Under another scenario, if sensors #6 and #10 were selected, effectively choosing the two extreme points in the WSN, the EM Algorithm #2 makes no changes. This was predicted and desired. Keeping the UAS in their current assigned clusters would mean they only need to alter their airspeed or flight trajectory over the high interest sensors, and this capability was demonstrated in earlier sections. See Figure 29 of the ten-sensor re-assignment scenario for high interest sensors #6 and #10.

As in the Ten Sensor, Two UAS scenario in Section 4.4.8, UAS are required to collet at least 300 kbit of data from all the sensors. The exception however are the
The new optimal solutions with sensors #6 and #10 as the high interest sensors and a 900 kbit data requirement is compared to the Ten Sensor, Two UAS solution from Section 4.4.8. For easier comparison, figures are shown side-by-side with pre-
Figure 29. Expectation Maximization of Gaussian Mixture Model for 1, 5, and 10 weight factor on high activity sensors #6 and #10.
vious figures. The original and updated optimal trajectories are show in Figure 30, where the trajectory can clearly be seen to track arounds sensors #6 and #10. But these figures only reveal part of the solution. Examining Figures 31 and 32, clear distinctions in airspeed and data rate profiles are seen between the equal data requirement trajectory in the right hand figures as compared to the left hand figures. In Figure 31b the optimal solution slowed the airspeed between the 0 and 200 second mark to collect the increased data. That decrease in airspeed is also reflected in the data rate for the same period of time in Figure 31d. The same behavior is observed in Figure 32 with the noted change in altitude as well. For the right hand side cluster optimal trajectory solution, the UAS climbed to altitude of 238 m, or 138 m above the nominal 100 m altitude. This added maneuver afforded the UAS more time within the communications range of sensor #10 to collect the required 900 kbit. If this climb maneuver is undesirable, an increase in the cost function weighing on pitch rate, \( \beta_1 \), will reduce the altitude gain. This performance is similar to the single sensor scenario show in Figures 17, 18, and 19.

Table 5 quantifies the flight time and distances flown for the Ten Sensor reference scenario with the 300 kbit and 900 kbit requirements. Examining the telemetry of the left hand cluster of Figures 30a and 30, to collect 900 kbit from sensor #6 required 1.4 km and 118 seconds more than when only 300 kbits was required. Similarly, Table 6 quantifies the right hand cluster of Figures 30a and 30. Collecting 900 kbit from sensor #10 required 1.4 km and 118 seconds more than when only 300 kbits was required. Although the distances increased by 9% and 4.2% for the left and right clusters respectively, the penalty for the increased data collection is overwhelming the flight time. Both left and right clusters required at least 20% more time to complete the optimal trajectory for the given increase in data requirement. It should be noted

\[^3\text{Percent Increase: } \left(\left|900 \text{ kbit Solution} - 300 \text{ kbit Solution}\right|/300 \text{ kbit Solution}\right) \times 100\]
that these values are subject to the cost function weights and are subject to change. If the data requirements change or UAS with differing performance are considered, the outcome is sure to also change. Ultimately, it is up to the end user on whether or not the increase in time is an acceptable trade off for the increased data collection.

Table 5. Comparison of the flight times and distances for the Ten Sensor reference scenario for two optimal solutions. Left hand cluster only.

<table>
<thead>
<tr>
<th>Data Requirement</th>
<th>Distance Flown (km)</th>
<th>Flight Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 kbit from All Sensors</td>
<td>15.5</td>
<td>554.8</td>
</tr>
<tr>
<td>900 kbit from Sensor #6</td>
<td>16.9</td>
<td>673.6</td>
</tr>
<tr>
<td>Increase (%)</td>
<td>1.4 (9%)</td>
<td>118.8 (21.4%)</td>
</tr>
</tbody>
</table>

Table 6. Comparison of the flight times and distances for the Ten Sensor reference scenario for two optimal solutions. Right hand cluster only.

<table>
<thead>
<tr>
<th>Data Requirement</th>
<th>Distance Flown (km)</th>
<th>Flight Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 kbit from All Sensors</td>
<td>19.1</td>
<td>652.4</td>
</tr>
<tr>
<td>900 kbit from Sensor #10</td>
<td>19.9</td>
<td>787.2</td>
</tr>
<tr>
<td>Increase (%)</td>
<td>0.8 (4.2%)</td>
<td>134.8 (20.7%)</td>
</tr>
</tbody>
</table>

Finally, the data collected from the two optimal solutions is seen in Figure 33. The black bars illustrate the data collected by the UAS when the data collection requirement was set at 300 kbit per sensor. The orange bars illustrate the data collected by the UAS when the collection requirement for sensors #6 and #10 was increased, while maintaining the minimum 300 kbit from the remaining sensors. This figure illustrates and confirms the proper amount of data was collected from each sensor in both scenarios.
(a) Ten sensor reference scenario solution for 300 kbit of data from all sensors.

(b) Ten sensor reference scenario for 900 kbit of data from sensors #6 and #10.

Figure 30. Ten-sensor reference scenario comparison between equal data requirements and increased data requirements from sensors #6 and #10.
Figure 31. Control and data rates comparison for the ten sensor reference scenario, left hand cluster of Figure 30 only. (a) and (c) are reproduced from Figures 19 and 18, and represent optimal solutions for equal data requirements for 300 kbit from all sensors. (b) and (d) illustrate the change in control and data rate to collect 900 kbit of data from sensor #6 only.

(a) UAS controls for sensor cluster #1 (left). 300 kbit required from all sensors.

(b) UAS controls for sensor cluster #1 (left). 900 kbit required from sensors #6 and #10.

(c) Data rates from sensor cluster #1 (left). 300 kbit required from all sensors.

(d) Data rates from sensor cluster #1 (left). 900 kbit from required sensors #6 and #10.
Figure 32. Control and data rates comparison for the ten sensor reference scenario, right hand cluster of Figure 30 only. (a) and (c) are reproduced from Figures 19 and 18, and represent optimal solutions for equal data requirements for 300 kbit from all sensors. (b) and (d) illustrate the change in control and data rate to collect 900 kbit of data from sensor #10 only.
Figure 33. Ten sensor reference scenario comparison of data collected from two optimal solutions. The black bars indicate data collected with a 300 kbit minimum for all sensors. The orange bars show an increased data collection from sensors #6 and #10 respectively, while maintaining 300 kbits from the remaining sensors.
As a result of the selecting sensors #6 and #10, there was no change in the clustering of the sensors and thus no change in UAS assignments. In this case, the optimal solution required altering the trajectory, lowering the airspeed, and increasing altitude temporarily to collect the new data requirements. The optimization routine took advantage of the vertical solution space to remain within the sensors communications range longer. Although this optimal solution increases time and distance, it also ensures meeting the minimum required data.
4.6 Simulation

High fidelity simulations are the next logical step to verify the optimal trajectory solutions. The Air Vehicle Test Analysis and Simulation Multi-Agent Simulation Environment (AMASE) suite simulates the UAS flying the calculated optimal trajectory [127]. This section describes AMASE and presents the simulation results.

Understanding how AMASE works requires knowledge of the foundational software architecture. The Common Mission Automation Services Interface (CMASI) defines the underlying protocol that allows all systems to interface seamlessly [127].

AMASE is a simulation toolset for the analysis and demonstration of UAS mission technologies. AMASE includes the necessary components to create scenarios, simulate UASs and some on-board components, and interact with control algorithms to command UAS in a scenario. AMASE makes extensive use of CMASI\textsuperscript{4} based on work in [127].

The CMASI data structure enables data objects to be shared and accessed over a network and is agnostic to the system infrastructure. Within the protocol, information is packaged into a message using an Extensible Markup Language (XML) format. The information contained in these messages ranges from high level items like mission tasks and operational constraints, down to waypoint commands and payload control. As long as messages have the requisite CMASI data structures, the information contained in the messages can be interpreted and executed. Using CMASI allows for multiple systems to effectively interact and share data over a common network. Although the type of messages a particular system subscribes to may differ depending on their role, the interface remains consistent over the various platforms.

AMASE and CMASI are an all-in-one simulation environment to perform both software and hardware in the loop testing. AFRL’s Controls Science Branch uses

\textsuperscript{4} Extracted from AMASE User’s Guide provided by AFRL
the AMASE platform to verify UAS control algorithms, mission objectives, and system interoperability, prior to actual flight test\(^5\). A strong correlation exists between simulation and real-world flight test success due to the robustness of AMASE.

For this research, AMASE is an intermediate step prior to flight test. Employing AMASE in this manner has several benefits. The first ensures numerical results are properly translated into CMASI command messages with pertinent information for the UAS to fly the desired trajectory. Without properly translating the numerical solution into the correct XML formatted messages, the optimal trajectory cannot be flown in AMASE or transmitted to an airborne UAS. When the trajectory is flown properly in AMASE then the UAS command messages are correctly formatted and ready for flight test. Second, data collected from simulation is analyzed and evaluated independent of MATLAB\(^\text{R}\)\(^\circ\). This separate evaluation verifies the MATLAB\(^\text{R}\)\(^\circ\) results, verifying the optimal trajectories. Lastly, AMASE allows for a variety of simulations in a representative environment.

### 4.6.1 Simulation Procedure.

The following scenario takes place at Camp Atterbury Training Center, Indiana, and a future flight testing site. Due to access and airspace limitations, the sensors are spatially closer together than desired, but nevertheless provide valuable insight into the data collection scheme. To begin, a TSP solution is flown in AMASE and a minimum of 730 kbits were collected from each sensor. The TSP solution represent traditional flight planning and flight trajectories. The same sensor locations were entered into GPOPS-II and the minimum amount of data required was set to 730 kbits for each sensor. An optimal flight trajectory was calculated and entered back into AMASE for comparison.

\(^5\)Based on discussions with AFRL Controls Science Branch engineers
The collocation points produced by GPOPS-II are used to input the optimal flight trajectory into AMASE. The collocation points along the optimal trajectory contain the UAS position, altitude, and airspeed information, making them ideal waypoints for the UAS. A corresponding time vector is also included for reference. Also, the UAS $x$ and $y$ positions from the numerical solution are converted to latitude and longitudinal coordinates to align with the GPS navigation system of the on-board autopilot. This is done using one of the sensors with known latitude and longitude coordinates as an origin. The conversion is based on the 1984 World Geodetic System standard. After AMASE simulations are completed, XML formatted messages include a unique numbered waypoint for each collocation point from the GPOPS-II solution. For each unique waypoint, XML command messages included UAS airspeed in meters per second, altitude in meters, latitude and longitude in decimal degrees, and the next waypoint. Furthermore, the simulated UAS in AMASE is commanded by the exact same XML messages transmitted to the actual UAS in flight test. This seamless transition from simulation to flight test is one of the main reasons this process is conducted.

During flight test, the UAS flies a fixed altitude and airspeed. To match flight test conditions, a fixed altitude of 152.4 m and velocity of 15 m/s were programmed into the optimal trajectory solution and AMASE. This is a variation from the theoretical approach in Chapters III and IV, however necessary to match the test conditions. As in the earlier test cases, the maximum data rate, distance, and stiffness were set to 5 kbits per second, 1 km, and 0.01 respectively. Figure 34a compares the optimal and TSP trajectories. Figure 34b compares the total data collected at each sensor via the numerical, AMASE, and TSP trajectories. All three models use the empirical communication model approximated by the sigmoid function.
4.6.2 Simulation Results and Conclusions.

Figure 34a illustrates the TSP (also referred to as “P2P” for point-to-point) and optimal trajectories flown in AMASE. The optimal trajectory is nearly 100 seconds faster, constituting a 14% savings in flight time while meeting the minimum data collection requirements.

Two conclusions are made from Figure 34b. First, data collected from the optimal trajectory in both GPOPS-II and AMASE are nearly identical. This result makes sense because the waypoints and the communication model used for both the MATLAB® and AMASE environments are the same. Achieving near identical data collection is important as it verifies the optimal trajectory solved using GPOPS-II is accurately translated into the XML format and simulated in AMASE. The small differences between the two are attributed to the different integration methods (Gaussian quadrature vs Runge-Kutta methods) used for calculating the total data collected. Second, the overall data collected from the optimal trajectory achieves the minimum requirement for each ground sensor and has comparable data collection to the more
traditional TSP route. The optimal trajectory satisfied the scenario requirements without degrading performance.

Waypoint following is the most common flight trajectory planning method for unmanned aircraft. The collocation points in the optimal solution produced by GPOPS-II contain enough state information to act as the waypoints. Simply put, the UAS will fly each of the collocation points since they contain position, altitude, and airspeed information. With adequate simulation, improvements and refinements can be made to the mathematical models prior to any future flight test.

4.7 Chapter Summary

In this chapter, the specific problem setup details and software settings were presented, followed by various scenarios exercising the prescribed methodologies from Chapter III. Results present support the methodologies as feasible methods capable of solving the complex challenge of collecting data in WSN. Based on a computer simulation of the Atterbury scenario using the optimal trajectory, a 14% savings in flight time was realized over the traditional TSP path. The next chapter explores one additional scenario with the added realism of flight test for comparison.
Figure 35. EM of GMM for 1-6 weight factor on high activity sensors #9 and #10. Figures (a), (b), (c), (g), (h), and (i) represent a top down view of the Gaussians with incremental weighting on the high activity sensors #9 and #10. Figures (d), (e), (f), (j), (k), and (l) represent the x-axis view (side view) of the Gaussians for increasing weight factors.
V. Flight Test

5.1 Introduction

In 2014 and 2015, proof of concept flight tests were conducted to validate that optimal trajectories would collect a minimum amount of data from static ground sensors. AFRL and their contractor Wright State Research Institute (WSRI) are currently conducting research with UAS operating in WSN. AFRL, who sponsored this dissertation, in coordination with WSRI conducted all aspects of the flight testing, including the organization, funding, necessary permissions, training, equipment, support, and operations. This section outlines the purpose, equipment, procedures, testing, results, analysis. Conclusions from the flight test are drawn and recommendations for future tests are presented.

5.2 Purpose

First, flight test helped to characterize hardware performance, specifically the range and reliability of the communications link between the UAS and the ground sensors. This step enabled development of the empirical communications model used in Chapters III and IV. Second, flight testing helps validate the numerical solution as sufficient enough to collect a specified amount of data from ground sensors. After a nominal communications range was determined from the first set of tests, optimal trajectories were calculated and flown in a second round of tests.

5.3 Equipment and Range

The following sections briefly describe the aircraft, autopilot, control and base stations, and ground sensor used during the flight tests.
5.3.1 Aircraft.

AFRL and WRSI employed the Procerus Unicorn flying wing. The catapult launched Procerus Unicorn with Piccolo autopilot, affectionately named the “P-corn”, is an expanded polypropylene foam aircraft with a 1.83 meter wingspan, weighing approximately 4.54 gross kg, but can vary depending on payload. Utilizing a brushless direct current motor and a nominal configuration of six 6-cell fully charged lithium polymer batteries, it has a flight time of approximately 1.5 hours. The aircraft has a stall velocity of 7.2 m/s, and flies between 14 and 27 m/s.

5.3.2 Autopilot and Control Stations.

The P-corn employs the 110 gram Cloud Cap Piccolo SL autopilot system. For command and control, the Piccolo SL utilizes a 900 Mhz frequency with a 1Hz update rate. For data communications, WiFi data links use a 2.4 GHz signal. The control station is part of a base station of hardware and software utilized by AFRL and WSRI. The base station for flight tests includes a mobile control truck, tracking antenna, catapult launch vehicle, spare parts, and more. The control station suite incorporates Cloud Cap’s native control station married with specialized equipment dedicated to UAS flight testing. Figure 36 shows a screen shot of the control station and photographs of aircraft preparation, tracking antenna, and general base station layout.

5.3.3 Ground Sensors.

Figure 37 shows a typical unattended ground sensor used by WRSI and AFRL. All ground sensors are manually assembled and share identical configurations. They employ doppler radar for detection, global positioning system and WiFi antennas. The sensors are operated by Gumstix microcomputer with a Linux based operating
system. Aircraft and ground sensors are directly addressed via an internet protocol 802.11b communication architecture. Communication messages are passed using the ZeroMQ messaging library.

5.3.4 Test Ranges.

Testing was conducted at two locations. Ground testing was first conducted at Wright-Patterson AFB, Area B runways. The ground testing was largely used to ensure connectivity of the ground sensors to a mobile laptop acting as a UAS. Wilmington Air Park (ILN) in Wilmington, Ohio hosted the flight testing. Wilmington Air Park is within a short 45 minute drive from AFIT and AFRL and proved to be an excellent site for small scale testing. Although limited in airspace, initial proof of
concept flights were conducted here. The flight test team utilized the 2,743 m 4R/22L runway and the surrounding land to place the ground sensors, UAS launch and recovery, and base station operations. The flight test was conducted with permission from the FAA under a Certificate of Authorization obtained by AFRL. Wilmington Air Park is 382.2 m above sea level.
5.4 Experimental Procedure

Ahead of the actual experiment are countless years of collective experience feeding into each flight test. Prior to the procedure below, both AFRL and WRSI have completed hardware and software preparation, bench level testing, aircraft modifications, sensor preparation, administrative and legal permissions, airfield and airspace coordination, and countless other requirements. The following list relates only to this research and cannot be completed without all the aforementioned actions. Steps #3 and #4 are detailed in Section 4.6.1 and only summarized here.

1. Determine airspace boundaries, place and activate sensors.

2. Calculate optimal trajectory - Input sensor locations, minimum data required, aircraft parameters, and mean wind speed and direction.

3. Simulate in AMASE - Transfer the optimal trajectory to AMASE for HITL and SITL testing (optional).

4. Translate optimal trajectory into XML command message format and upload to airborne aircraft.

5. Aircraft executes commanded flight trajectory and collects data from sensors.

6. Download and analyze data and telemetry after completed orbits of the WSN (completed while UAS still in flight).

5.5 Settings and Values

The settings and values in Table 7 were determined through trial and error in simulation and prior flight tests. Airspeed and altitude settings are subject to aircraft type and airspace boundaries. The autopilot uses inner-loop throttle commands to
Table 7. Selected settings for flight test.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commanded True Air Speed</td>
<td>20 m/s</td>
</tr>
<tr>
<td>Commanded Altitude</td>
<td>100 m</td>
</tr>
<tr>
<td>Fixed Bit Rate from each Sensor</td>
<td>7.85 kbit/sec</td>
</tr>
<tr>
<td>Minimum Data Required from each Sensor</td>
<td>750 kb</td>
</tr>
<tr>
<td>Maximum Assumed Comm Range (Days 1 and 2)</td>
<td>1 km</td>
</tr>
<tr>
<td>Maximum Assumed Comm Range (Day 3)</td>
<td>1.15 km</td>
</tr>
</tbody>
</table>

track to a given altitude, meaning the velocity varies as the UAS attempts to fly at a set altitude. Subsequent airspeed commands are subordinate to aircraft altitude commands. For the data collection test, the ground sensors were programmed to continuously transmit a 785 bit sized message at a 10 Hz rate. Once the aircraft was within range and connected to the ground sensor, it received and recorded data messages.

After reviewing telemetry from flight test days one and two, the communications range for day three was increased slightly in an attempt to match the numerical and simulated data collected.

5.6 Results

Over the course of three days, over 40 orbits of the WSN were flight tested at Wilmington. Days one and two were flown with an assumed maximum communication range of 1 km and day three was flown with an assumed maximum communication range of 1.15 km. This section presents the data collected for all three days and specifically focuses on the flight times and distances flown on day three.
5.6.1 Data Collected.

Figures 40 and 42 illustrate a comparison between the total data collected from the numerical (GPOPS) solution, simulation (AMASE) solution, and the flight test data. Since data collected from flight test varied from orbit to orbit, the mean and standard deviation from multiple orbits are used to better illustrate the results. The minimum required data is a dashed line indicated by the note, “Min Data Req’d: 750 kb”. Data was collected from four sensors placed around the Wilmington Air Park.

Figure 40 shows the total data collected from flight test days one and two. Since the communications range was set to 1 km for both days, their results are presented together. Recall the simulation of the optimal path in AMASE uses a discrete communications model. In other words, it connects and disconnects exactly at the specified maximum communications range. In contrast, the empirical communications
Figure 40. Flight test data collected on days one and two at Wilmington.

The model starts to slope off at approximately 0.5 km following the sigmoid function (and corresponding stiffness value). The excess data collected in the flight test indicated the aircraft remained well within communications range of the sensor. Although on average, the 1 km communications model collected more than the minimum required, the amount collected on each orbit varied as indicated by the standard deviation bars. Ideally, the lower end of the standard deviation is above the minimum required data line to ensure that all the orbits can meet the collection criteria. This secondary minimum condition is true in Figure 40 for all the sensors except sensor #3, but is still very close.

Figure 42 also represents data collected, but from flight test day three using a longer communications range of 1.15 km seen in Figure 41. In contrast to the orbit of the 1 km communications range, the increased comm range results in a spatially smaller orbit, requiring less distance to and time to complete. As expected, the mean
of the data collected with a 1.15 km range is lower than for the 1 km communications model flights. However, the variation of the data collected on each orbit is more variable than in the previous flights. Although the mean data collected is very close the minimum required for sensors #1 and #3, their lower end standard deviation drops far below the minimum data required. Sensor #2 had a significant drop in data reported, more than likely due to longer distance incurred as a result of the 1.15 km communications range.

5.7 Day Three Flight Time and Distances Flown Comparison

A further look at the telemetry from flight day three helps to provide some insight on performance of the aircraft. Table 8 lists the variations in true, ground, and wind speeds provided better insight of the flight environment for that specific day. A change
in ground speed along the optimal trajectory effectively changes the data rates as the UAS is either in a sensors communications range for a longer or shorter period. For this particular scenario, visiting each sensor in a traditional TSP fashion is expected to take approximately 388 seconds. Collecting the minimum of 750 kb requires 263 seconds, or a difference of 125 seconds, approximately 32%\(^1\). In flight test, the same optimal flight path required 276 seconds. Despite the variations in aircraft speed and wind effects, the difference between the numerically calculated optimal flight time and the actually flight time is only 13 seconds or 4.8%\(^2\). The values are listed in Table 9. Similarly, the distance required by the TSP versus the optimal showed significant savings. Table 10 lists the distances flown. The optimal trajectory resulted in a 2,585 m shorter flight path when compared to the TSP route. And in flight test, the aircraft flew nearly the exact route, varying only by 0.1%. The flight time and distance were

\(^{1}\text{Percent Savings: } |TSP − Optimal|/TSP \times 100\)

\(^{2}\text{Percent Difference: } |TSP − Optimal|/(0.5 \times (TSP + Optimal)) \times 100\)
Table 8. Selected telemetry from flight test day three. As reported by the on-board Piccolo autopilot from seven successive orbits of the WSN.

<table>
<thead>
<tr>
<th>Day 3 Telemetry</th>
<th>Minimum (m/s)</th>
<th>Mean (m/s)</th>
<th>Maximum (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Air Speed</td>
<td>16.9</td>
<td>20.2</td>
<td>26.0</td>
</tr>
<tr>
<td>Ground Speed</td>
<td>10.2</td>
<td>19.0</td>
<td>30.0</td>
</tr>
<tr>
<td>Winds Aloft (South East)</td>
<td>2.2</td>
<td>5.9</td>
<td>9.6</td>
</tr>
</tbody>
</table>

Table 9. Comparison of flight times between numerical solution and flight test results for a maximum assumed communication range of 1.15 km.

<table>
<thead>
<tr>
<th>Flight Trajectory Type</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSP (Calculated)</td>
<td>388 sec</td>
</tr>
<tr>
<td>Optimal (Numerical Solution)</td>
<td>263 sec</td>
</tr>
<tr>
<td>Time saved Optimal vs TSP (Percent Savings)</td>
<td>125 sec  (32.2%)</td>
</tr>
<tr>
<td>Mean Flight Test Time of Optimal Trajectory (7 Orbits)</td>
<td>276 sec</td>
</tr>
<tr>
<td>Numerical Solution vs Flight Test - Percent Difference</td>
<td>4.8%</td>
</tr>
</tbody>
</table>

flown accurately, meaning, they were flown as calculated and commanded. Wind effects are also likely to be a factor as the ground speed varied from 10.2 m/s to 30 m/s.

5.8 Day Three Communications Analysis

Communication anomalies observed and this section examines some communications parameters from sensor three on flight day three. Figure 43 illustrates the trajectories calculated and flown on day three. Only orbit #3 is shown shown for brevity and clarity, but all orbits shared similar results. The solid line indicates the numerically calculated optimal path given a 1.15 km assumed communications range. The smaller red circles indicate every moment the aircraft receives a data message
Table 10. Comparison of distance flown between numerical solution and flight test results for a maximum assumed communication range of 1.15 km.

<table>
<thead>
<tr>
<th>Flight Trajectory Type</th>
<th>Distance Flown</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSP (Calculated)</td>
<td>7,853 m</td>
</tr>
<tr>
<td>Optimal (Numerical Solution)</td>
<td>5,268 m</td>
</tr>
<tr>
<td>Time saved Optimal vs TSP (Percent Savings)</td>
<td>2,585 m (32.9%)</td>
</tr>
</tbody>
</table>

Mean Flight Test Distance Flown of Optimal Trajectory (7 Orbits) 5,274 m

Numerical Solution vs Flight Test - Percent Difference 0.1%

from any of the sensors, and is plotted at the latitude, longitude, and altitude when a particular message was received. An unexpected gap in the communication exists as the aircraft passes sensors #1 and #2. This communication gap is attributed to hardware anomalies and discussed further in Section 5.9.

5.8.1 Day Three, Sensor Three Communications Analysis.

Further investigation into the communication telemetry reveals an inconsistent receive rate by the UAS. Zooming in and examining the lower portion of the optimal trajectory from Figure 43, the small red circles indicate message data received by the UAS at that position from sensor location #3 and is shown in Figure 44. At first glance, the UAS was late to connect to the sensor and a gap is evident. Although well within range, the UAS did not connect until approximately 0.6 km away from the sensor, as indicated by the first received data message. Despite the sensor consistently transmitting messages at a 10 Hz rate, the UAS often received buffered messages, and at various receive rates. Figure 45 shows a relationship between the distance from the sensor at location #3 and the UAS. It also shows the time between messages averages 0.1 seconds (10 Hz), however it is not consistent throughout. Clearly, at approximately the 39 and 44 second mark, a gap is visible and a delay in message
Figure 43. Numerical solution (GPOPS-II) and flight test telemetry of day three orbit three for a 1.15 km assumed comm range.

receipt is recorded. In most cases however, messages were not dropped but delayed by 2 or more seconds, often held in the sensor’s buffer. A further examination of the telemetry showed no messages were lost. So despite being buffered, all the messages that were sent, were eventually received by the UAS. On another orbit, a 40 second delay was recorded before buffered messages were received. In a few other orbits, messages were buffered long enough to be dropped from the buffer and not transmitted to the UAS.

5.9 Post Flight Discussion

Overall, the optimal trajectory successfully collected a minimum amount of data, albeit not perfectly, and in some cases more than the required amount. Although there exist some degrading factors, the aircraft flew the calculated optimal trajectory accurately and the UAS communicated with the ground sensors, collected data, and
Figure 44. Sensor #3’s unique messages received at the UAS along the optimal flight trajectory. Gaps indicate buffered or dropped messages. For orbit #3, sensor location #3.

proved the viability of the method. As expected in any flight test experiment, a host of typical and atypical challenges arose. The following paragraphs address possible degrading factors, challenges, and makes recommendations for future testing.

5.9.1 Communications Anomolies.

The flight test team speculated on the volatility of the communications between the UAS and sensor. Since the UAS and ground sensors are low-powered devices compared to the airport environment, it is likely they may be more susceptible to radio frequency interference than a typical commercial aircraft.

First, the Wilmington Airpark is an active airport with higher than average radio frequency activity. Some likely sources of interference included the power lines passing in and out of the test range, airport radars and radios, and shielding effects from trees (the direct line of sight between the UAS and some ground sensors passed through
stands of trees). Second, it was unclear if aircraft attitude had any affect on the communication between the UAS and ground sensor. Since the optimal trajectory is nearly at the limit of the ground sensors communication range, it’s likely that small variations of the fixed airborne antenna may impact connectivity. Finally, the hardware protocols on communication vary the power output to improve the receive and transmit signal strengths. This power modulation is internal to the radio software and not tracked by telemetry. In other words, the signal strength may be variable, especially once connected. The test team did observe that although the UAS was inside the communication range, it did not connect right away, and as the aircraft flew beyond comm range, it remained connected longer than expected.

Further, the airborne WiFi antenna is mounted on the top of the aircraft (since the UAS belly lands, this is the most logical placement). Although the aircraft is made of foam and with a modest slant angle to the ground sensor, the antenna connects for
most of the duration of the flight. However, the aircraft fuselage may shield the WiFi antenna in certain attitudes. The fuselage also contains the battery packs, autopilot, motor and servos, all of which may contribute to the notion of aircraft shielding. The shape of the antenna pattern may be another suspected reason for connectivity issues. Although the WiFi antenna radiates in a nearly spherical radiation pattern, weaker antenna lobes or null spots exist. The effects of moving WiFi are not well understood as most applications tend to use fixed WiFi antennas.

Unfortunately, these are assumptions with no conclusive evidence. However, based on the team’s years of flight test experience and sound engineering judgement, they certainly fall within the realm of possibility.

It appears the ideal communications range is 1.15 km, but in an operational setting, a more conservative, 1 km communication range better accounts for anomalies and other variations.

5.10 Recommendations

First, in order to better improve the methods of calculating the optimal trajectory, several recommendations are made.

1. Improving the communications model is necessary for more consistent results. Although modeling the anomalies is not desired, including stochastic methods may help to predict them.

2. Wind effects should not be discounted. Since the UAS flies relatively slowly, wind can easily effect the ground speed and skew the data collected. Therefore, consideration should be given to flying the optimal trajectory in both directions to determine wind effects on data collection and improve optimization routine to consider these effects. This is also similar to the first recommendation for future flight testing below.
As a result of the flight testing at Wilmington Air Park, a list of recommendations is provided for future testing.

1. Fly initial orbits of the WSN in a TSP like trajectory, collecting wind and sensor data. Then calculate the optimal trajectory based on the known wind conditions and the data required from each sensor. Consider TSP orbits in both directions to account for head and tail winds and their effects on ground speed.

2. During flight test consider the use a of spectrum analyzer to determine radio frequency activity in the area.

3. Through a design of experiments, consider various antenna locations on the UAS. Furthermore, consider a flight test profile with various altitudes, speeds, and aircraft attitudes and compare any data loss with aircraft positioning.

4. Continued characterization of the communications is necessary. Inconsistent connections should be mitigated as much as possible. More robust hardware or bench level testing prior to field use may be required as well. If possible test in an anechoic chamber.

5. The test is limited in scope due to airspace and test range restrictions. A more geographically dispersed and geometrically complex WSN array is recommended.

6. The WiFi antennas are employed beyond their design limits and another radio communications medium is required. Especially considering the various locations the UAS and WSN can be tested, a more robust form of communication is required.
5.11 Conclusion

In conclusion, flight testing validated the optimal trajectory’s ability to collect the required data from a WSN. Flight testing the optimal trajectory proved that direct overflight of sensors, as performed in a traditional TSP fashion, can be improved upon, namely decreasing flight time and distance. Although the minimum data was collected from only three of four sensors at the 1.15 km assumed communications range, a more conservative 1 km range is recommend. The 1 km range provides sufficient buffer to handle communications anomalies and increase the likelihood of collecting the minimum data required. Furthermore, the optimal trajectory saved over 32% in flight time and distance over the calculated TSP trajectory. This chapter presented sufficient details of the experiment, results, analysis, and recommendations to warrant further investigation of the theory and methods of this dissertation. A robust analysis of the flight test data and hardware is required, but is beyond the scope of this work.
VI. Conclusions and Recommendations

6.1 Conclusions

This final chapter summarizes the dissertation and presents conclusions, contributions, and recommendations for future research. The work presented successfully developed methods that (1) initially and optimally assign sensors of a WSN to UAS, (2) design optimal flight trajectories for UAS collecting data from their assigned sensors, and (3) re-assign sensors to UAS if they are identified as sensors with relatively higher activity. Specifically, the methodology developed and demonstrated achieved these goals:

1. **Given a WSN and multiple UAS, develop an optimal sensor to UAS assignment algorithm.** The work herein demonstrated that using a simple Euclidean distance measure, the k-means++ clustering algorithm, optimized the distance of a sensor to a given centroid. The number of available UAS equalled the number of centroids (and clusters) that would be created. Once assigned to a centroid, a sensor is assigned to a cluster and ultimately to a UAS.

2. **Given a WSN and UAS, develop an optimal control method to ensure sufficient data collection from all sensors, in the least amount of time and with minimal control effort.** The work presented a continuous time optimal control problem formulated and solved for the optimal trajectory in an assigned sensor cluster. The optimal control problem minimized the time and control effort required to collect a specified minimum amount of sensor data. This problem formulation was a modified traveling salesman problem with neighborhoods and the control policy enables the airborne vehicle to change altitude, heading and velocity to best communicate with each ground sensor.
via omni-directional antennas. The optimal trajectory is solved for by direct orthogonal collocation methods also known as a pseudospectral method. Each unmanned aircraft is then tasked to fly the optimal trajectory within its assigned cluster, survey, and collect the minimum amount of required data from each assigned sensor.

3. **Conditioned on the data collected as the problem evolves, develop a method to increase the visitation rates of the highest activity sensors and decrease or maintain the visitation of the least active sensors.** The work herein presented a method to increase revisit rates at sensors identified as high activity. Gaussians were implemented to represent the clusters since they were better suited to handle the various scenarios than $k$-means++. As sensors were weighted due to their high activity, the use of an Expectation Maximization method, on page 68, resulted in Gaussians reshaped to better segregate high activity sensors from relatively lower activity sensors. UAS are then assigned to new clusters and re-tasked with updated optimal trajectories. The new assignments and optimal flight trajectories are calculated to ensure increased revisit rates over the high activity sensors, while maintaining or decreasing time over sensors with relatively less activity.

Collectively, this research demonstrates that methods are possible to optimally assign WSN sensors to UAS and design optimal trajectories to collect data from assigned sensors. In simulation and flight test, optimal trajectories were shown to save between 14% and 32% flight time and distance when compared to traditional traveling salesmen solutions, while still collecting the minimum specified data.
6.2 Contributions

This dissertation made several specific contributions in the area of data collection from WSN using a UAS.

1. When multiple UAS are available, an initial sensor to UAS assignment is required. The $k$-means++ with Euclidian distance metric proved to be an ideal method.

2. For subsequent sensor to UAS assignments, various locations and priority given to high interest sensors demanded a different approach to the assignment methodology. Seeded with the $k$-means++ solution, a multi-variate Gaussian mixture models with Expectation Maximization can be used to assign sensors to UAS.

3. The formulation of an optimal control problem to solve the data collection problem which incorporated a communications model as a constraint. The solution was then found by direct orthogonal collocation methods. Additionally, an initial guess methodology was is provided as a means to overcome issues with little gradient information.

4. An simple and flexible communications model. If the behavior of the communications are known, a sigmoid based empirical representation can be made. With adjustments to stiffness, maximum data rate, or maximum communications distance, the model proves to be a sound representation of communications.

5. An incremental procedure to convert a numerical solution in MATLAB to a flyable set of waypoints for flight test. Also from flight test, an improved understanding of the communications environment and UAS data collection scheme.
6.3 Potential Future Research

The following areas are the major areas identified for future research.

1. Finding an adequate cost function weighting algorithm proved to be elusive. Future research should include development of a system or sound methodology to demonstrate a weighting scheme that automatically updates based on the problem conditions. Alternatively, a parameter optimization may identify a set of weights applicable to a wider range of problems. Although an adequate method was used for the problems presented, a more mathematically rigorous method is still desirable.

2. The communications model is perhaps the most critical modeling component. Although the optimal control problem was agnostic to the type of communication model, it is output remains a constraint on the overall problem. Future research must consider a communications model that accurately represents the relationship between the UAS and sensor. Along with the velocity and heading rate limits, the communications model determined the optimized distance necessary to maximize the communications rate. This Euclidean distance to the sensor ultimately determined the shape of the optimal trajectory. Future research may also consider alternates to data rate, such as packets received or signal strength instead.

3. Constraining the final heading to $2\pi$ limits the UAS from performing any loiter maneuver around individual sensors. Exploring a method to vary this final heading condition is recommended. In turn, this enables the UAS to perform a loiter around particular sensors for increased data collection in addition to other control options such as reduced velocity, changing altitude, and altering the flight path. Determining if additional time, and possibly a loiter maneuver
at any one sensor is conditioned on the amount of data required from individual sensor, a value not known until the sensor is visited.

4. Methodically weighting the high interest sensors in re-assignment method may also prove to be a valuable area for future research. The incremental method currently used eventually led to the correct weights. However, future methods may immediately pick the correct weight, without incrementally searching for them, based on the sensors selected.

5. Consider a secondary analysis of the optimal trajectory in NASA’s Optimal Trajectory by Implicit Simulation program. Variations on atmospherics and or higher degrees of freedom aircraft models can help to further test effectiveness of calculated trajectories.

6. Variations in some optimal trajectory parameters led to large changes in solutions. Many parameters effect the outcome of the optimal trajectory routine and a thorough sensitivity analysis of the optimality terms is warranted. In tern, this can lead to improvements that may lead to increased robustness of the overall solution.

7. A real time implementation of the end to end scenario with on-board UAS processing. With multiple UAS and a large enough flight test range, consideration should be given to exercising the entire scenario. Furthermore, packaging of the assignment and trajectory optimization routines for on-board processing will only underscore the effectiveness of this method.

6.4 Summary

In summary, the sensor to UAS assignment and optimal trajectory methods proved to successfully collect data from a WSN, enabling a persistent surveillance over a
region of interest. Flight testing verified the UAS the communications model. Furthermore, the ability to concentrate on areas within the WSN gives the methodology more flexibility and applicability. Specifically, these techniques solve the patrol and isolation in a WSN problem introduced by AFRL as developed in Chapter I. These techniques also contribute to the DoD’s vision of determining optimal solutions for unforeseen situations by unmanned systems. The methods developed are novel, yet simple enough to be implemented by any UAS and WSN users. Higher fidelity UAS models and improved communications models will only benefit these processes and help to make them more robust.
Appendicies

Each of the following three Appendices, A, B, and C, contain a conference paper published as a part of this research effort. The three papers represent an evolutionary process where the second and third papers updated and improved upon the first, and where this dissertation eventually improved upon the second and third papers. For this reason, the work in Appendix A has been superseded. Namely updates to the cost function, heading states, and scenarios make the first paper obsolete. The three conference papers are:


Appendix A. Conference Paper #1 (January 2014)

This appendix contains the first conference paper published as part of this research effort. It was published and presented at the AIAA 2014 SciTech Guidance, Navigation, and Control Conference in Washington D.C., in January 2014 [28]. This paper is superseded by the conference papers published in January 2015, found in Appendices B and C.
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The optimal flight trajectory of an unmanned aerial vehicle acting as a primary central communication node for multiple randomly placed unattended ground sensors in minimum time is considered. An algorithm is developed to ensure minimum required data transfer between an airborne agent and a sparse unattended ground sensor network. In this modified travelling salesman problem, the control policy enables the airborne vehicle to change altitude, heading and velocity to best communicate with each ground sensor via an on-board omni-directional antenna. Optimal flight trajectory planning algorithms are proposed to ensure the unmanned aerial vehicle successfully receives the required data transmission from each ground sensor in minimum time.

Nomenclature

\( x \) Position along the \( x \)-axis \((m)\)
\( y \) Position along the \( y \)-axis \((m)\)
\( z \) Position along the \( z \)-axis \((m)\)
\( \dot{x} \) Velocity in \( x \) direction \((m/s)\)
\( \dot{y} \) Velocity in \( y \) directions \((m/s)\)
\( \dot{z} \) Velocity in \( z \) direction \((m/s)\)
\( v \) Airspeed of the UAV \((m/s)\)
\( \theta \) Heading angle with respect to inertial frame \((rad)\)
\( \phi \) Pitch angle with respect to inertial frame \((rad)\)
\( \ddot{v} \) Acceleration of the UAV \((m/s^2)\)
\( \dot{\theta} \) Heading angle time rate of change \((rad/s)\)
\( \dot{\phi} \) Pitch angle time rate of change \((rad/s)\)
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\( B \) Channel bandwidth \((Hz)\)
\( N \) Noise floor of the channel \((W)\)
\( S_j \) Average received power from sensor \( j \) \((W)\)
\( S/N \) Signal to noise ratio
\( P \) Equivalent isotropic radiated power of each UGS \((W)\)
\( L_j \) Free-space spreading loss for sensor \( j \)
\( d_j \) Distance between UAV and sensor \( j \) \((m)\)
\( f \) Wavelength of the carrier frequency \((m)\)
\( c \) Speed of light \((m/s)\)
\( D P \) Minimum Data Package Size \((bits)\)
\( s \) Number of sensors
\( J \) Cost functional
\( t \) Time \((s)\)
\( \alpha \) Convex combination coefficient
\( u \) Control vector
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I. Introduction

The optimal control of a UAV to collect data from a randomly placed ground sensor network is considered. A sparsely populated unattended ground sensor (UGS) network can be utilized to protect vital assets or remote positions, such as Forward Operating Bases. Unattended ground sensors collect, record, and report environmental disturbances within their immediate vicinity. Disturbances may be recorded as Doppler, seismic, magnetic and infrared information, and reported to overflying UAVs with the necessary time information. For example, intruders or inconspicuous passing vehicles can be recorded as seismic disturbances, time-stamped, and transmitted to the overflying UAV. Unattended ground sensors are assumed to be low-power sensors and cannot communicate with other UGSs or satellites. Commonly, UGSs rely on a fixed, ground-based central collection node, in proximity to the UGS, to collect and transmit vital information. This central node requires line of sight with UGSs, communication link with operators, power, and physical protection. This central node is a single point of failure for local UGS networks and can prove difficult to place and maintain. It is advantageous to deploy UGSs over a larger geographical area and this is easier if they can be made independent of a central collection node. The UAV is ideally suited to collect data from an UGS network over a vast area, beyond the communications range of a ground based central collection node. However, employing a UAV has trade-offs. These include weather constraints, airspace and communication frequency management requirements, UAV logistics and maintenance, as well as processing and response time.

II. Motivation

The scenario investigated herein is based on research by Kingston, Marshall et al., and Klesh et al. and is of interest to the Air Force Research Laboratory (AFRL). AFRL proposes a concept replacing the central node with a UAV, where the UAV visits all the UGSs to collect and relay sensor data to necessary users, obviating the ground-based central collection node. This architecture enables one UAV to serve a large number of geographically distributed UGSs as opposed to a single central node addressing UGSs with a specified communications range. AFRL’s scenario is divided into four phases; patrol, isolation, delivery, and response. During the patrol phase the UAV is tasked to visit the UGSs in a deliberate search pattern as driven by areas of high interest, airspace limitations, and likely areas of intrusion. The isolation phase is triggered by a UGS detection of an intrusion. Given this detection, the UAV is tasked to autonomously decide on the next likely location of detection and alter its flight path. The goal of the isolation phase is to capture the intruder on an electro-optical sensor. Once the intruder has been imaged by the UAV, the delivery phase ensures the appropriate agencies are notified. Finally, the response phase is triggered when the image is analyzed and the proper course of action is taken. This paper proposes a possible optimal control based solution to the patrol phase of the scenario.

III. Problem Statement

The objective is to minimize the required UAV flight time to collect the minimum required data from a sparsely populated, randomly placed UGS network. This problem can be viewed as a modified traveling salesman problem. An omni-directional antenna is used to collect data from the low-power UGSs. The UAV is permitted to vary heading, altitude, and airspeed.

The UAV antenna is required to be in contact with each UGS long enough to ensure transmission of a fixed data package size. For the purposes of the problem formulation, the UAV starts and ends its flight from the same airfield, set as the initial and final boundary conditions on the UAV’s trajectory.

Model and Assumptions

Components are modeled along with several assumptions to simplify the problem. For the UGSs, their transmission is continuous and isotropic over the entire field in consideration with a fixed transmitted power. UGS locations are...
known to the UAV a priori and do not move once placed. The UAV is modeled as a point mass system and external forces are not considered. Stochastic disturbance inputs such as wind and other noise are not considered. The mission requires the UAV to take off and land at the same airfield in same direction for each data collection orbit. Only one orbit of the UGS network is calculated. Additional orbits are presumed to be multiples of the single orbit and the number of additional orbits is subject to user requirements, UAV limitations, etc. The UAV airfield is typically located approximately at the geographic center of the UGS network, typical for forward operations base protection. It is assumed the UAV modeled in this paper is a small Tier N/A or Tier 1 type vehicle, as defined by the US Air Force. Many of these vehicles can reach their max speeds in a negligible amount of time. The initial and final velocity states are on the runway and set to zero at the same location. Although the UAV takes off and lands from the same location, the minimum airspeed is set to the stall speed. In other words, the take off and landing are assumed negligible, and do not influence the optimal control problem. Finally, the UAV and each UGS is equipped with a single omni-directional antenna that is assumed homogeneous and attenuated only by free space spreading loss. No geographic limitations or azimuth and elevation requirements were imposed between the UAV and the UGSs. Two-way communication and error checking are not considered.

IV. The Optimal Trajectory Problem

In this section, a three dimensional mathematical model is developed for the optimal flight path problem. The dynamic model is described by the equations of motion subject to certain constraints. The velocity, heading, and pitch angles are three independent controls. The goal is to minimize the time required to collect a minimum amount of required data from each of the UGSs in a given sensor network. An airborne agent, the UAV, is expected to fly an optimal trajectory to meet the stated goals. The problem is developed in continuous time.

A. Equations of Motion

The problem is defined by six states. The first three states are the location of the UAV in the \( x(t), y(t), \) and \( z(t) \) directions with respect to an origin in the inertial frame. The next three states are the airspeed of the UAV, \( v(t) \), the heading angle, \( \theta(t) \), measured positive counterclockwise in the \( xy \)-plane the from the inertial \( x \)-axis, and the pitch angle, \( \phi(t) \), measured positive from the inertial \( xy \)-plane. The controls are the acceleration of the UAV, \( \dot{v}(t) \), the heading angle rate in the inertial frame, \( \dot{\theta}(t) \), the pitch angle rate in the inertial frame, \( \dot{\phi}(t) \). All states and controls are time-dependent and the variable \( t \) will be dropped for the balance of the paper. The problem is bounded by limits on all six states and all three controls.

The equations of motion are defined by the relationship between the states and the controls. They are derived from the geometry and differential kinematics and are given in Equation (1). A geometric definition of the variables is supplied in Figure 1 where the UAV, represented by a point mass, resides at the origin of the coordinate system.

\[
\begin{align*}
\dot{x} &= v \cos \phi \cos \theta \\
\dot{y} &= v \cos \phi \sin \theta \\
\dot{z} &= v \sin \phi
\end{align*}
\]  

Communications Link

The objective is to obtain the data stored on the sensors in a minimum amount of time via radio communications. The data rate of transfer between each UGS and the UAV is the driving dynamic relationship. The data rate for the communications bandwidth is estimated to be the channel capacity as established by Shannon’s channel capacity, Equation (2), the data rate for which the probability of bit error becomes arbitrarily small. By implementing the channel capacity expression, it is assumed the transmissions having any bit errors result in zero significant data collected while all other transmissions are received and decoded with no error or other limitations on the data rate.

\[
C_j = B \log_2 \left( 1 + \frac{S_j}{N} \right)
\]  

The values of both the channel bandwidth, \( B \), and the noise floor (average interference noise), \( N \), are assumed to be constant. For this paper, two noise floor values are used in various test cases. Therefore, the channel capacity is a function of only the average received power, \( S_j \). The power received is determined at each state by the application of the link-power budget equation. For the problem presented, both the transmitting and receiving antennas are assumed
ideal omni-directional antennas and there is unity gain associated with each. The only loss considered is the free-space spreading loss as it is solely a function of the distance between the UGS transmitter and the UAV receiver. Given these assumptions, the expression for received signal power is given in Equation (3) where the free-space spreading loss is determined with Equation (4). The expression for the channel capacity of the communication with sensor $j$ is now written explicitly as a function of the separation distance, $d_j$, in Equation (5).

$$S_j = \frac{P}{L_j}$$

$$L_j = \left(\frac{4\pi d_j f}{c}\right)^2$$

$$C_j = B \log_2 \left(1 + \frac{P}{N \left(\frac{4\pi d_j f}{c}\right)^2}\right)$$

For each sensor, $j$, $B$, $P$, and $N$ are assumed the same. Consider this equation in the context of the problem in which the UAV traverses the flat landscape in which $s$ UGSs are placed with significant separation. As the UAV changes position, the distance between the UAV and the fixed UGSs also changes as does the channel capacity. Because the communication is intended to collect information stored in the UGS’s memory, the parameter of interest is the volume of data transferred, measured as the number of bits. The volume of data received over the time interval is then the integral sum of the channel capacity, Equation (6). It is assumed the data transmitted meets a minimum fixed data package size, $DP$, required for every sensor. It is also assumed the UAV continuously receives data regardless of the signal strength, where, in reality, a minimum threshold on the signal power severs the link altogether. This discrepancy is negligible at great distances as the data rate becomes inconsequential, however the influence of a decaying data rate on all problem scenarios is well understood.

$$DP_j \leq \int_{t_0}^{t_f} C_j dt \ \forall j$$

To relate the calculation of the data package size to the problem formulation, the distance to sensor $j$ is expressed in terms of the state variables and the $j^{th}$ UGS’s position coordinates, Equation (7).

$$d_j = \sqrt{(x_j - x)^2 + (y_j - y)^2 + (z_j - z)^2}$$
With the system dynamics and the integral path constraint, the formal definition of the continuous optimization problem is complete. The solution is the control which minimizes the cost function, Equation (8), subject to the system dynamic, Equation (1), the integral path constraints, Equation (6), and the boundary conditions, Equation (11).

The optimal control problem is now formulated to find the control, \( u \), in the set of admissible controls, \( U \), that minimizes the following cost functional

\[
\min_{u \in U} J = \alpha t_f + (1 - \alpha) \int_{t_0}^{t_f} (\dot{v}^2 + \dot{\theta}^2 + \dot{\phi}^2) dt
\]  

subject to the dynamic constraints

\[
\dot{x} = v \cos \phi \cos \theta \\
\dot{y} = v \cos \phi \sin \theta \\
\dot{z} = v \sin \phi
\]

where the controls are

\[
u = (\dot{v}, \dot{\theta}, \dot{\phi})
\]

with the boundary conditions,

\[
(x(t_0), y(t_0), z(t_0), v(t_0), \theta(t_0), \phi(t_0)) = (x_0, y_0, z_0, v_0, \theta_0, \phi_0)
\]

\[
(x(t_f), y(t_f), z(t_f), v(t_f), \theta(t_f), \phi(t_f)) = (x_f, y_f, z_f, v_f, \theta_f, \phi_f)
\]

the path constraints,

\[
x_{\text{min}} \leq x \leq x_{\text{max}}
\]

\[
y_{\text{min}} \leq y \leq y_{\text{max}}
\]

\[
z_{\text{min}} \leq z \leq z_{\text{max}}
\]

\[
v_{\text{min}} \leq v \leq v_{\text{max}}
\]

\[
\theta_{\text{min}} \leq \theta \leq \theta_{\text{max}}
\]

\[
\phi_{\text{min}} \leq \phi \leq \phi_{\text{max}}
\]

\[
\dot{v}_{\text{min}} \leq \dot{v} \leq \dot{v}_{\text{max}}
\]

\[
\dot{\theta}_{\text{min}} \leq \dot{\theta} \leq \dot{\theta}_{\text{max}}
\]

\[
\dot{\phi}_{\text{min}} \leq \dot{\phi} \leq \dot{\phi}_{\text{max}}
\]

and the integral constraints

\[
\int_{t_0}^{t_f} C_j dt \geq D P_j \ \forall j.
\]  

V. Solution

A. Problem Specific Values

This section specifies the problem specific values. The values are derived from various sources and consistent with nominal USAF Tier 1 UAVs and commercial small UAVs in use today. Specifications selected for the UGS model are based on commercially available systems\(^{\dagger\dagger}\) and also based on discussions with AFRL personnel currently employing UGS systems.\(^{\dagger\dagger}\) These values are approximations and do not represent a specific UGS. UGS and UAV values are collected in Table 1 and Table 2 respectively.

The weighting factor on the final time and controls, \( \alpha \), is set to 0.5, equally weighting the terms of the cost functional. The value of \( \alpha \) is determined by trial and error and is user specified.

\(^{\dagger\dagger}\)Reference to the MLB Corp SuperBAT and BAT 4 UAVs for example, http://spyplanes.com/products-s-bat/

\(^{\dagger\dagger}\)Reference to the UGS Dragon Sensor for example, http://beyondsof.com/wp-content/uploads/2012/02/UGS-Dragon-Sensor-datasheet.pdf

\(^{\dagger\dagger}\)Email correspondence with Dr Dave Gross, ICE-T Principle Investigator, Wright State Research Institute and Dr Derek Kingston, AFRL
Table 1. Communications Link Values and Settings

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>1 (Hz)</td>
</tr>
<tr>
<td>$N$</td>
<td>$10^{-3}$ to $10^{-2}$ (W)</td>
</tr>
<tr>
<td>$P$</td>
<td>$10^{-2}$ (W)</td>
</tr>
<tr>
<td>$DP$</td>
<td>3000 (bits)</td>
</tr>
</tbody>
</table>

Table 2. UAV Limits

<table>
<thead>
<tr>
<th>Parameter and Limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x(t_0), y(t_0), z(t_0), v(t_0), \theta(t_0), \phi(t_0) = 0$</td>
</tr>
<tr>
<td>$x(t_f), y(t_f), z(t_f), v(t_f), \theta(t_f), \phi(t_f) = 0$</td>
</tr>
<tr>
<td>$-10,000 \leq x \leq 10,000$ (m)</td>
</tr>
<tr>
<td>$-10,000 \leq y \leq 10,000$ (m)</td>
</tr>
<tr>
<td>$0 \leq z \leq 10,000$ (m)</td>
</tr>
<tr>
<td>$20 \leq v \leq 50$ (m/s)</td>
</tr>
<tr>
<td>$-180 \leq \theta \leq 180$ (deg)</td>
</tr>
<tr>
<td>$-12 \leq \phi \leq 12$ (deg)</td>
</tr>
<tr>
<td>$-1 \leq \dot{\theta} \leq 1$ (m/s$^2$)</td>
</tr>
<tr>
<td>$-30 \leq \dot{\phi} \leq 30$ (deg/sec)</td>
</tr>
<tr>
<td>$-6 \leq \ddot{\phi} \leq 6$ (deg/sec)</td>
</tr>
</tbody>
</table>

B. Optimal Trajectory Test Case Set Up

Optimal trajectories are found for both two- and three-dimensional test cases. The two-dimensional cases are used primarily as baseline checks of the optimization routine, where the solution is easily interpreted. For the two-dimensional cases, the UAV and UGSs are fixed at the same altitude. In the three-dimensional cases, UGS are placed at various $x$, $y$, and $z$ coordinate locations, simulating varying terrain elevations. Optimal flight paths were solved for 1, 4, 8 and 25 sensors. For separate test cases, the noise floor is increased from $10^{-3}$ (W) to $10^{-2}$ (W), enabling a comparison of the same sensor field in different signal noise environments. The minimum data package required from each UGS for all the test cases is 3000 bits and is user- and hardware-dependent based on the data required. There are numerous combinations of data package size, UGS count, UGS locations, and other variables, and testing all the possible cases is unnecessary. The test cases are outlined in Table 3 and the optimal solutions are presented and discussed in section VI.

C. Solution Method

The MATLAB-based, open source, General Purpose Pseudospectral Optimal Control Software-II (GPOPS-II) is the program used to solve for the optimal trajectories. GPOPS-II directly solves the continuous time optimal control problem. GPOPS transcribes a continuous-time optimal control problem into a discrete finite-dimensional static optimization problem that is solved as a Non-Linear Programming (NLP) problem. GPOPS-II is implemented using the $hp$-adaptive version of the Radau pseudospectral method. This particular method is an orthogonal collocation Gaussian quadrature implicit integration method in which the collocation is performed at the Legendre-Gauss-Radau quadrature points. An adaptive mesh refinement method is implemented that determines the number of mesh intervals and the degree of the approximating polynomial for each mesh interval in order to satisfy the specified error tolerance. GPOPS-II can be set to prioritize finding the degree of the approximating polynomial before refining the mesh interval or vice versa.
Table 3. Two Dimensional UAV-UGS Optimal Trajectory Test Cases

<table>
<thead>
<tr>
<th>Case No.</th>
<th>No. of UGSs</th>
<th>UGS Coordinates</th>
<th>Noise Floor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>x (m) y (m) z (m)</td>
<td>for Case 1: 10^{-3}</td>
</tr>
<tr>
<td>1 and 2</td>
<td>1</td>
<td>0 10^3 0</td>
<td></td>
</tr>
<tr>
<td>3 and 4</td>
<td>4</td>
<td>-10^3 0 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 10^3 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^3 0 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 -10^3 0</td>
<td></td>
</tr>
<tr>
<td>5 and 6</td>
<td>8</td>
<td>-10^3 0 0</td>
<td>for Case 5: 10^{-3}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-10^3 -10^3 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 -10^3 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^3 -10^3 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^3 0 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^3 10^3 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 10^3 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^3 10^3 0</td>
<td></td>
</tr>
</tbody>
</table>

D. GPOPS-II Settings

For all the test cases, GPOPS-II is set to use the IPOPT NLP solver. The derivative approximation used is “sparseCD” and second derivatives are provided. The mesh method is set to “hp1,” where GPOPS-II increases the degree of the approximating polynomial up to a maximum allowable degree prior to dividing the interval into sub-intervals. The error tolerance is set to 10^{-3}. “RPMintegration” is enabled and manual scaling is performed. All results presented are from computations performed using MATLAB 2012b on a 2012 MacBook Pro with a 2.9 GHz Intel Core i7 processor and 8 GB of 1600 MHz DDR3 memory.

VI. Results

The following results are determined for each test case of Table 3. Optimal solutions are presented for all test cases and all meet the mesh error tolerance. Although GPOPS-II is allowed to run up to 25 mesh iterations, most solutions converged in one to three mesh iterations. The results are presented to better illustrate to the reader the optimal solution in a layered method. Two-dimensional cases for one, four and eight sensors are displayed. Three-dimensional cases are reported for 8 and 25 sensors. Table 4 details the combination of UGSs, Noise floor, and final time for the two-dimensional cases.

Table 4. Two-Dimensional Optimal Trajectory Test Case Results, Figures 2-5.

<table>
<thead>
<tr>
<th>Case No.</th>
<th>No. of UGSs</th>
<th>Noise Floor (W)</th>
<th>Time Final (sec)</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 and 2</td>
<td>1</td>
<td>Case 1: 10^{-3}</td>
<td>375</td>
<td>2(a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 2: 10^{-2}</td>
<td>434</td>
<td>2(b)</td>
</tr>
<tr>
<td>3 and 4</td>
<td>4</td>
<td>Case 3: 10^{-3}</td>
<td>410</td>
<td>3(a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 4: 10^{-2}</td>
<td>897</td>
<td>3(b) &amp; 4(a)</td>
</tr>
<tr>
<td>5 and 6</td>
<td>8</td>
<td>Case 5: 10^{-3}</td>
<td>545</td>
<td>5(a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 6: 10^{-2}</td>
<td>1196</td>
<td>5(b)</td>
</tr>
</tbody>
</table>
Figure 2 illustrates cases 1 and 2 for two-dimensional optimal trajectory solutions for a single UGS. The UAV successfully receives the minimum data required in 375 seconds in the low noise environment and the optimal trajectory is shown in Figure 2(a). In Figure 2(b), the noise floor is raised and the time increases to 434 seconds to acquire the minimum data required. In order to satisfy the 3000-bit minimum data requirement, the distance between the sensor and the UAV over the optimal trajectory is increased as expected from Equation (13). These initial results are logical and used as a benchmark for successive builds of the following test cases.

Figure 3 illustrates cases 3 and 4, two-dimensional optimal trajectory solutions for a four UGS network. Again, these cases are used as tests to reinforce and test the problem formulation and calculation by GPOPS-II. The optimal trajectory for two noise floor conditions, $10^{-3}$ W and $10^{-2}$ W, is seen in Figure 3(a) and 3(b). Also provided, in Figures 4(b) and 4(c), are plots of the states of case 4. Figure 4(c) shows smooth changes of the heading, pitch, and velocity states, typical of actual aircraft. The plot of Figure 4(d) displays the data transfer rate of each UGS versus time over the duration of the flight. The data bolsters the optimal solution because the data rate of UGS $j$ increases as the distance between the UAV and UGS $j$ (shown in Figure 3(b)) decreases. Figure 5 illustrates a two-dimensional optimal trajectory solution for an eight sensor network.
Figure 4. Case 4: (a) Optimal UAV trajectory for a two-dimensional array of four UGSs in a high-noise environment. (b) and (c) The states over the flight duration. (d) The data rate of the transmission from each sensor with respect to time.

Figure 5. Optimal UAV trajectory for an eight UGS array with varied noise floors. (a) Case 5: Eight UGSs; Range = $10^3$ m; Noise Floor = $10^{-3}$ W. (b) Case 6: Eight UGSs; Range = $10^3$ m; Noise Floor = $10^{-2}$ W.
Figure 6(a) illustrates eight randomly placed UGSs in three-dimensions from a top view. The UGSs are placed at various elevations to simulate varying terrain. The elevations are exaggerated for the simulation to better illustrate the optimal trajectory adapting to the sensor’s elevated position. Figure 7 illustrates the same scenario but with 25 UGSs.

Figure 6. Optimal UAV trajectory for eight, randomly placed UGSs at various elevations in a high noise environment. (a) Top view of flight path, (b) Data rates

Figure 7. Optimal UAV trajectory for 25, randomly placed UGSs at various elevations in a high noise environment. (a) Top view of flight path, (b) Data rates

VII. Discussion

The optimal flight path solutions are not necessarily intuitive. In the four-UGS case for example, if planned by a human, one may expect to take off from the airfield at the center of the plot and fly a circle with fixed radius about equal to the four sensors and land. However, the optimal trajectory is noticeably different. Based on Figure 4(d), the initial data rates at time zero are considered the data rates received at the UAV while still on the airfield. Based on Figure 4(d), given the data rate received at time zero is 3.3 bits/sec and the minimum data required is 3000 bits, the UAV would then require 909 seconds to collect all the necessary data if it never left the airfield. By contrast, flying the optimal trajectory required 897 seconds, an improvement of only 12 seconds. Although this gain is not significant when using four sensors, the gains are more noticeable when using an increased number of sensors. Figure 6(b) illustrates the data rates of eight randomly placed sensors at various elevations. The furthest sensor, UGS number 8, has the lowest data rate at time zero, 2.6 bits/sec. If the UAV never leaves the airfield, it would require 1,154 seconds
to collect 3000 data bits from UGS number 8. However, flying the optimal trajectory resulted in a total flight time of 910 seconds, a savings of 244 seconds, or a 21% improvement. This trend continues for more complex cases with an increased number of UGSs.

The performance specifications of the UAV and UGS can vary dramatically, and are largely hardware dependent. The noise floor is subject to signal noise in the area at the time of the data collection. Although these test cases compare changes in the noise floor for varying numbers of UGSs, many other combinations of equipment specifications and environmental considerations can affect results, and are beyond the scope of this study.

Several challenges were also overcome during the set up and execution. First, the numerical scaling proved to be more critical than expected. The bounds on flight time, velocity, range, and minimum data packet size required appropriate scaling to work within the numerical accuracy of the computer. For example, setting the data packet size upper bound arbitrarily high, say $10^6$, caused long computation time and infeasible solutions. The same was true of setting the noise floor too low. To increase robustness for a wide variety of problems, appropriate scaling is needed.

VIII. Conclusion

An optimal flight path for a UAV acting as the primary gateway node for a network of UGSs is demonstrated. The optimal path and controls satisfy all the constraints and meet the main objective of receiving an entire fixed data package size from each UGS. For a variety of test cases the Gauss Pseudospectral Method is shown to be a feasible and practical method to determine the optimal control for a real-world scenario. The results show the optimal flight path is not as intuitive as simply flying from UGS to UGS.

A flight test of the optimal trajectory is proposed in collaboration with the Air Force Research Laboratory’s (AFRL) Control Science Center of Excellence at Wright Patterson Air Force Base in Dayton, Ohio. AFRL’s Intelligent Control and Evaluation of Teams (ICE-T) program actively flight tests UAVs with ground sensor networks. Ongoing flight tests could incorporate a flight test sequence where the ground sensor positions, airspace and terrain information, as well as other relevant communication and UAV specifications are input to GPOPS-II. An optimal control vector is then generated and uploaded to the UAV and UGS data received during a flight test is evaluated to ensure program requirement minimums are met.

Additional future work includes a higher fidelity UAV model, including stochastic inputs such as wind and expanding the mission envelope to include optimal trajectories for multiple orbits with take-off and landing phases. Take-offs and landings will also be considered from within the sensor network, as in this paper, and from bases outside the sensor network.
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The optimal flight trajectory of an unmanned aerial system, collecting data from a wireless sensor network is considered. The unmanned system is tasked with collecting a minimum amount of data from each unattended and low power ground sensor in the widespread wireless sensor network. The continuous time optimal control problem solves for the optimal trajectory that minimizes the time and control effort needed to collect the required data. In this modified traveling salesman problem with neighborhoods, the control policy enables the airborne vehicle to change altitude, heading and velocity to best communicate with each ground sensor via an on-board omni-directional antenna. The optimal trajectory is solved for by a direct collocation methods also known as a pseudospectral method. The optimal path is simulated in a software-in-the-loop environment and results in a 14% decrease in flight time when compared to a traditional path planning technique.

Nomenclature

\[ x \] Position along the \( x \)-axis (m)
\[ y \] Position along the \( y \)-axis (m)
\[ z \] Position along the \( z \)-axis (m)
\[ \dot{x} \] Velocity in \( x \) direction (m/s)
\[ \dot{y} \] Velocity in \( y \) directions (m/s)
\[ \dot{z} \] Velocity in \( z \) direction (m/s)
\[ v \] Airspeed of the UAV (m/s)
\[ \theta \] Pitch angle with respect to inertial frame (rad)
\[ \psi \] Heading angle with respect to inertial frame (rad)
\[ \dot{\theta} \] Pitch angle time rate of change (rad/s)
\[ \dot{\psi} \] Heading angle time rate of change (rad/s)
\[ C_{j} \] Bit rate for each sensor \( j \) (bps)
\[ C_{max} \] Maximum allowable bit rate (bps)
\[ B \] Channel bandwidth (Hz)
\[ N \] Channel noise floor (W)
\[ P \] Radiated power of each sensor (W)
\[ D_{max} \] Max allowable comm distance bit rate (m)
\[ d_{j} \] Distance between UAV and sensor \( j \) (m)
\[ f \] Wavelength of the carrier frequency (m)
\[ c \] Speed of light (m/s)

\[ DP \] Minimum Data Package Size (bits)
\[ s \] Number of sensors
\[ J \] Cost functional
\[ t \] Time (s)
\[ \alpha \] Time scale coefficient
\[ \beta \] Control scale coefficient
\[ x \] State vector
\[ \dot{x} \] UAS position vector
\[ \mathbf{u} \] Control vector
\[ \mathbf{U} \] Set of all admissible optimal control vectors
\[ \mathbf{S} \] Sigmoid stiffness
\[ \tilde{x}_{k} \] Position of no fly zone \( k \)
\[ r_{k} \] Radius of no fly zone \( k \) (m)
\[ n \] Number of no fly zones

\[ \hat{\dot{x}} \] The initial position vector

I. Introduction

The problem of determining the optimal flight trajectory for unmanned aerial system (UAS) collecting data from widespread, static and unattended, ground-based wireless sensor networks (WSN) is considered. As WSN grow in size...
and their applications become more diverse, collecting their critical data becomes more challenging. UAS and WSN are currently employed in a variety of applications such as monitoring seabird habitats, coral reefs and fisheries, structural health, forest fires, fertilizer and pesticide applications in agriculture, vehicular ground traffic in urban areas, boarder patrols, and tracking illegal boarder crossings. Their detailed data can provide insight into patterns never seen before, leading to more accurate models, predictions, and observations. Although the uses for WSN are limitless, the data contained in them may quickly becomes voluminous and difficult to collect. Efficient collection methods are needed to make these networks more useful.

Wireless sensors are ideally suited to collect localized environmental data and can be placed in austere or rugged locations. Ground-based data collection agents cannot easily reach sensor nodes in such locations. Multi-hopping data from sensors to sink requires line of sight between each node, and energy consumption rates of the inner most nodes is high. However the unmanned aircraft is ideally suited to collect data from sensors in hard to reach or distant locations.

II. Motivation

The scenarios investigated herein are based on research by Kingston, Marshall et al., and Klesh et al. and are of interest to the Air Force Research Laboratory (AFRL). AFRL proposes a concept where a UAS visits all the sensors to collect required data, obviating the need for any ground-based sink. This architecture enables one UAS to serve a large number of geographically distributed sensors, freeing them from line of sight communication requirements. Specifically, AFRL’s interest is in understanding localized vehicular and pedestrian traffic within a given region. Unattended and static, ground based sensors can monitor such traffic. Simply stated: given a collection of ground sensors in a WSN, how can their data be efficiently collected by an overflying vehicle?

This work updates and continues of the research by Jodeh et. al. in 2014. Improvements to the optimization algorithm and plots are included. These improvements eliminated the heading correction loops experienced in the 2014 paper. Also included is a new communications model based on empirical data. Finally, optimal trajectories for a proposed flight test are presented.

Lastly, we believe this is the first time the direct collocation method is applied to determine the optimal flight path of a UAS collecting data from a WSN. This approach is novel because the optimal path is predicated on the amount of data required to be collected and is included in the optimal control problem as integral path constraints which is solved with direct collocation.

III. Problem Statement

The problem’s objective is to minimize the required UAS flight time and control effort required to collect the minimum required data from a WSN. This problem can be viewed as a modified traveling salesman problem with neighborhoods, where the neighborhoods are each sensor’s communication range. The UAS antenna is required to be within range of each sensors long enough to ensure transmission of the minimum required data.

Model and Assumptions

A. Sensor Modeling

The WSN topology is assumed homogeneous. In other words the transmission power, storage capacity, communication capability, and sensing capability of each sensor is uniform across the WSN. Static, ground based sensor locations are known to the UAS a priori and do not move once placed. Sensors are low powered, communication range limited, and often expendable. Although considered part of the network, they cannot communicate with each other due to the distance between each one, hence the use of the term widespread. They are also incapable of communicating via satellite due to power and bandwidth limitations. The overflying UAS is assumed the only means of communicating sensor data and acts as the mobile networking agent. Finally, the sensors’ onboard storage capacity is considered sufficient for the duration of the scenarios.

B. UAS Modeling

The UAS is modeled as a point mass system. Control inputs are the time rate of change of heading, pitch, and velocity. The UAS size, weight, and performance specifications are limited to a Tier N/A or Tier 1 type vehicle, as defined by

---

the US Air Force. It is also assumed the UAS has unlimited on-board data storage and range for the duration of the test scenarios. Stochastic disturbance inputs such as wind and other random effects are not considered. Only one orbit of the WSN is calculated. Additional orbits are presumed to be multiples of the single orbit and the number of additional orbits is subject to user requirements, UAS limitations, etc. An orbit is defined as one continuous flight path circuit by the UAS within the bounds of the WSN.

C. Communications Modeling

The UAS and each sensor are equipped with a single omni-directional antenna that is attenuated only by free-space spreading loss. The sensors’ transmission is continuous and isotropic over the entire field consistent with a fixed transmitted power. Two-way communication and error checking are not considered. The UAS antenna is required to be in range with each sensor long enough to ensure transmission of the specified minimum required data. The UAS is capable of simultaneously communicating with multiple sensors when in range.

IV. The Optimal Trajectory Problem

In this section, the optimal control problem, equations of motion, and communications model are developed. The dynamic model is described by the equations of motion subject to certain constraints. The pitch, heading, and velocity rates are three independent controls. The goal is to minimize the time and control effort required to collect a specified minimum amount of data from each of the sensor nodes in the WSN. The UAS is expected to be able to fly an optimal trajectory to meet the stated goals.

A. The Optimal Control Problem Definition

A continuous time optimal control problem is set up to determine the control inputs that meet the performance limits of the UAS and sensors, remain within the airspace boundaries, and minimize the flight time and control inputs. Specifically, we find the optimal control, \( u^* \), in the set of admissible controls, \( U \), that causes the system dynamics, \( \dot{x}(t) = f(x(t), u(t), t) \) to follow an optimal trajectory, \( x^* \), in the set of admissible trajectories, \( X \), that minimizes the cost function, \( J \), and satisfies the boundary and path constraints. Conventionally stated by \(^{16-18}\), and without loss of generality, determine the control \( u \in U \), state \( x \in X \), initial and final time, on the interval \( t \in [t_0, t_f] \) that minimize the cost functional,

\[
J = \Phi(x(t_0), t_0, x(t_f), t_f) + \int_{t_0}^{t_f} g(x(t), u(t), t)dt
\]

subject to the dynamic constraints,

\[
\dot{x} = f(x(t), u(t), t)
\]

the boundary conditions,

\[
\phi(x(t_0), t_0, x(t_f), t_f) = 0
\]

and the inequality path constraints

\[
\Omega(x(t), u(t), t) \leq 0
\]

Equations 1 - 4 are collectively referred to as the continuous Bolza problem\(^{16-18}\). In Equation 1, \( \Phi \) represents the cost associated with the end points, or the “terminal cost,” and \( g \) represents the cost associated with the states and controls along the trajectory, or the “running costs.” In this research, the terminal cost is the final flight time and the running costs are control usage for the duration of the flight.

B. Equations of Motion

The problem is defined by six states, \( x \). The three position states of the UAS are defined along the \( x(t) \), \( y(t) \), and \( z(t) \) axis with respect to the origin in the inertial frame. The next three states are the pitch angle, \( \theta(t) \), measured positive up from the inertial \( xy \)-plane, the heading angle, \( \psi(t) \), measured positive counterclockwise in the \( xy \)-plane the from the inertial x-axis, and the airspeed of the UAS, \( v(t) \). The controls are the pitch angle rate in the inertial frame, \( \dot{\theta}(t) \), and the heading angle rate in the inertial frame, \( \dot{\psi}(t) \), and acceleration of the UAS, \( \dot{v}(t) \). All states and controls are time-dependent and the variable \( t \) will be dropped for the balance of the paper. The states and controls are bounded by the appropriate limits of the UAS.
The equations of motion are defined by the relationship between the states and the controls. They are derived from the geometry and differential kinematics and are given in Equation 10. A geometric definition of the variables is supplied in Figure 1 where the UAS, represented by a point mass, resides at the origin of the coordinate system. A more complex model considering roll and shadowing of the receiver’s antenna may be considered for future research.

![Figure 1. State variables in relation to the inertial frame coordinate axes.](image)

C. Communications Model

While our emphasis in developing an optimal trajectory, it is necessary to include discussion on the communications model. To formulate the optimal path, the optimizer requires only a data rate for a given euclidean distance, $d_j$, between the ground sensor and the UAS. The data rate varies as a function of the distance, and optimizing the data rate to meet constraints is the primary dynamic relationship used to determine the optimal trajectory for the UAS. The distance from the UAS to sensor $j$ is expressed in terms of the state variables and the $j^{th}$ sensor’s position coordinates, Equation 5.

$$d_j = \sqrt{(x_j - x)^2 + (y_j - y)^2 + (z_j - z)^2} \quad \forall j$$  \hspace{1cm} (5)$$

Because the communication is intended to collect information stored in the sensor’s memory, the parameter of interest is the total volume of data transferred, measured as the number of bits. The volume of data received over the time interval is then the integral sum of the data rate. The user sets the minimum data required, thus establishing an integral constraint in the optimal control problem formulation.

A traditional client and server architecture is employed, where the UAS acts as the server and each of the ground sensors are clients who communicate with the UAS when in range. This “hub and spoke” model allows multiple ground sensors to connect with the UAS and exchange information simultaneously. The UAS will connect when within the neighborhood of any sensor. Two communications models were considered in this research, the Shannon-Hartley model and an empirically based emulation.

1. Shannon-Hartley Model

The physics-based, Shannon-Hartley theorem describes the theoretical communication channel capacity. In other words, the channel capacity is the maximum data rate that information can be sent over a certain frequency, $f$, in the presence of noise, $N$, with a given bandwidth, $B$, and transmitter power, $P$. Equation 6 determines the maximum theoretical data rate, or the channel capacity, $C_j$, for any given sensor, $j$, as a function of the distance, $d_j$, from the UAS to that particular sensor.

$$C_j = B \log_2 \left( 1 + \frac{P}{N \left( \frac{4\pi d_j f}{c} \right)^2} \right)$$ \hspace{1cm} (6)$$

The Shannon-Hartley theorem was not chosen for this research because of the uncertainty in the radio parameters and the unnecessary complexity of the model. To effectively implement Shannon-Hartley, the power settings, frequency, bandwidth, and noise must all be known during the UAS flight time. While the communication frequency is set at 2.4GHz, the power and bandwidth are variables the radio software manipulates to maintain a strong signal. Additionally, there are unknown variations in the environmental noise. Determining representative noise, bandwidth and...
power settings for the communication environment is not a trivial task. A complex communication model is unrealistic for this research and all of the uncertainty involved in identifying the communication environment parameters renders the Shannon-Hartley theorem infeasible.

2. Empirical Communications Model

A second model was developed which is considerably simpler and based on empirical data from AFRL flight tests. This empirical approach merely emulates the observed behavior of the communications between the AFRL sensors and UAS without modeling the radio hardware. It was observed that the information data rate remains constant over the entire connectivity range. Now, instead of four variables required to determine the communications model, only the maximum connectivity distance is required to have an accurate and representative real-world communications model.

The ground sensors are programmed to transmit messages with a fixed data package size at a constant frequency. When the UAS is within the ground sensor’s communication range, it receives data at a constant rate. By maintaining a constant data rate, the only variable becomes whether the sensor and UAS are connected or disconnected. Determining the range where the connection breaks is a tractable problem that can be done with ground and flight test. The essence of the empirical communication model is determining the on/off connection range for a set data rate, independent of the communication environment.

In 2014, AFRL conducted three flight tests of their UAS and sensor hardware. The data size and transmit frequency were set to a constant data rate of 5 kbit/s. This data rate is far below the available bandwidth to ensure that multiple ground sensors can connect to the UAS simultaneously. A series of varying range tests were conducted to determine the maximum line of sight communication range. The UAS consistently maintained its connection with the ground sensor within a distance of at least 1 km. On several occasions, the UAS continued to receive the constant 5 kbit/s rate for up to two kilometers. However this was not typical. The maximum connection range was conservatively set to 1 km to ensure that the UAS would always be connected with the ground sensor within that range. AFRL’s communication setup features the WiFi 802.11b protocol and behaves in a traditional client and server manner.

As expected, the observed communication behavior toggled between two discrete options, connected or disconnected. When connected, a constant rate of 5 kbit/s was observed. For implementation into the optimal control problem, this discrete behavior needed to be transformed into a continuous and differential function. A sigmoid function, represented in Equation 7 was used because it satisfied the continuous and differentiable requirements, but also allowed for a variation of the stiffness without losing gradient information away from the cutoff value, critical for optimizer search directions. The stiffness feature allowed for approximation of a step function, or the behavior observed.

As the stiffness, $s$, is increased, the sigmoid function approaches a step function as shown in Figure 2(a)

$$C_j = \frac{C_{\text{max}}}{1 + e^{-s(D_{\text{max}}-d_j)}}$$

Where $d_j$ is from Equation 5, and $C_{\text{max}}$ and $D_{\text{max}}$ are the maximum communications rate of 5 kbit/s and distance 1 km respectively. Figure 2 illustrates the empirical model with observed data rates. Two stiffness values, $s$, were used to illustrate how the model can be modified to mimic the discrete behavior of data rate past a given distance, in this case 1 km.

Figure 2. The empirical communications model with a maximum data rate of 5 kbit/s and range of 1km for two stiffness values, $s=0.01$ and $s=0.001$
Unfortunately, increasing the stiffness also steepens the gradients in the region surrounding the maximum communication range $D_{\text{max}}$. These steep gradients make the optimizer more reliant on the initial guess, making search directions difficult for the optimizer. Without sufficient gradient information, solutions are less likely to converge. Selecting a sigmoid stiffness of 0.01 provided enough gradient information for the optimizer to converge to the optimal solution while closely mimicking the empirical behavior.

The optimal path formulation is agnostic to the particular communication model, so long as the data rate is a function of distance. Although both communication models are able capable of this task, this research uses the empirical model for its ease and representation of the observed communication.

D. No-Fly Zones

To model airspace or terrain limitations, no-fly zones were also incorporated. The no-fly zones are represented as path inequality constraints in the optimal control problems. Simply stated, the difference between the position states of the UAS, denoted as $\hat{x}(t)$ to distinguish if from the full state vector, and the center of the no-fly zone, $\tilde{x}_k$, must be greater than or equal to radius, $r_k$, of the $k^{th}$ no-fly zone.

$$\|\hat{x}(t) - \tilde{x}_k\|_2 \geq r_k \quad \forall k$$ (8)

E. Optimal Control Problem Formulation

With the system dynamics and the integral path constraint, the formal definition of the continuous optimization problem is complete. The solution is the control which minimizes the cost function, Equation 9, subject to the system dynamic, Equation 10, the boundary conditions, Equation 12, and the path and integral constraints in Equations 13 and 14. Where the path and integral constraints represent the specific formulation of Equation 4. Time and control weighting factors, $\alpha$, and $\beta$, respectively, are use to tune the influence of the individual components of the cost function.

The optimal control problem is now formulated to find the optimal control, $u^*$, in the set of admissible controls, $U$, that minimizes the following cost functional

$$\min_{u \in U} J = \alpha(t_f) + \int_{t_0}^{t_f} \beta_1 \dot{v}^2 + \beta_2 \dot{\theta}^2 + \beta_3 \dot{\phi}^2 \, dt$$ (9)

subject to the dynamic constraints

$$\dot{x} = v \cos \theta \cos \psi$$ (10a)
$$\dot{y} = v \cos \theta \sin \psi$$ (10b)
$$\dot{z} = v \sin \theta$$ (10c)

where the states and controls are

$$x = [x, y, z, \theta, \psi, v]^T$$ (11a)
$$u = [\dot{\theta}, \dot{\psi}, \dot{v}]^T$$ (11b)

with the boundary conditions,

$$x(t_0) = x_0$$ (12a)
$$x(t_f) = x_f$$ (12b)

the path constraints ,

$$x_{\text{min}} \leq x \leq x_{\text{max}}$$ (13a)
$$u_{\text{min}} \leq u \leq u_{\text{max}}$$ (13b)
$$\|\hat{x}(t) - \tilde{x}_k\|_2 \geq r_k \quad \forall k$$ (13c)

and the integral constraints

$$\int_{t_0}^{t_f} C_j \, dt \geq D P_j \quad \forall j.$$ (14)
V. Solution

A. Problem Specific Values

UAS performance limits were derived from various sources and consistent with nominal USAF Tier 1 UAS and commercial small UAS in use today. In other cases, AFRL specific flight test parameters are used when verifying flight test scenarios. For example, AFRL flies UAS as a fixed airspeed of 14 m/s. Specifications selected for the sensor model are also based on empirical data. Table 1 lists limits and constants imposed throughout the test cases.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch</td>
<td>$-18 \leq \theta \leq 18 , (deg)$</td>
</tr>
<tr>
<td>Heading</td>
<td>$-180 \leq \psi \leq 180 , (deg)$</td>
</tr>
<tr>
<td>Velocity</td>
<td>$10 \leq v \leq 30 , (m/s)$</td>
</tr>
<tr>
<td>Pitch Rate</td>
<td>$-25 \leq \dot{\theta} \leq 25 , (deg/sec)$</td>
</tr>
<tr>
<td>Heading Rate</td>
<td>$-6 \leq \dot{\psi} \leq 6 , (deg/sec)$</td>
</tr>
<tr>
<td>Acceleration</td>
<td>$-1 \leq \dot{v} \leq 1 , (m/s^2)$</td>
</tr>
<tr>
<td>Maximum Data Rate</td>
<td>$C_{max} = 5 , kbits/s$</td>
</tr>
<tr>
<td>Maximum Comm Distance</td>
<td>$D_{max} = 1 , km$</td>
</tr>
<tr>
<td>Stiffness</td>
<td>0.01</td>
</tr>
</tbody>
</table>

B. Initial Guess

An initial guess was provided to the optimizer for each optimal solution, also referred to as known as a “warm start.” Initial guesses are required if stiffness values are high enough such that gradient information is negligible to the optimizer across the entire WSN. Stiffness values $\geq 0.01$ require an initial guess. Furthermore, initial guesses are made without no-fly zones or other constraints that may be imposed on the desired optimal path. The initial guess helps to satisfy the assumption that the optimizer knows the locations of the sensors a priori. The initial guess was determined with the exact same optimal control formulation, only using a relaxed stiffness value, enabling the optimizer to detect sufficient gradient information to locate each sensor. Stiffness values $\leq 0.001$ were used to determine the first solution, known as a “cold start.” This first value was saved and fed back to the optimizer, but this time with the higher stiffness value. Initial guesses are shown in each of the test case plots.

C. Cost Functional Weightings

The cost functional weightings $\alpha$ and $\beta$ are used to scale and tune the optimal trajectory. This was largely done heuristically, using engineering judgment after examining the initial solutions. An initial setting for all the test cases began with $\alpha = 0.01$ and $\beta = [1, 1, 0.001]$. These initial settings were chosen to scale the final time, smooth out the flight path, and encourage velocity changes. However these values are not intuitive and can be updated with successive solutions. Parameter optimization should be considered for future work.

D. Optimal Trajectory Test Cases

To test and demonstrate the solution method’s capability, optimal trajectories were determined for various scenarios. Test cases are tabulated in Table 2. Variations in test cases included sensor locations, elevations, minimum data requirements, take-off/landing or orbiting, and initial guesses. Each of the following examples increase in complexity and dimension. Two-dimensional, single sensors cases are used primarily as baseline checks of the optimization routine, where the solution is easily interpreted. In these scenarios, the UAS and sensors are fixed at the same altitude.

In the first example, the UAS is required to depart and return to an airfield, taking off and landing on the same heading. For the single sensor test case, two differing data requirements were imposed. In the second example, the UAS is already airborne only required to fly the optimal path between four sensors. One of the four sensors is elevated
to illustrate the three-dimensional and velocity control capability. These first two examples were chosen for their simplicity and expected solutions. In the next test case, a random scatter of 10 sensors is used with a no-fly zone constraint. Two differing initial guesses are used on the set of 10 sensors to test the response of the optimizer. Finally, a test case called “Atterbury,” uses actual sensor positions from a proposed future flight test. The Atterbury test case compares a point to point solution versus the optimal solution.

No upper limit was imposed on the amount of data that can be collected. Enforcing an upper limit over-constrains the problem and forces the optimizer to skirt the outer bounds of the communication range to prevent violating any upper data collection limits. In reality, if the sensor has uploaded all of its data, the UAS continues along a path towards the next sensor, and that may include overflight of a region of maximum data rates.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>No. of Sensors</th>
<th>Min Data Required (kbit)</th>
<th>Take-Off/Landing or Orbit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>1</td>
<td>10</td>
<td>Take-Off/Landing</td>
</tr>
<tr>
<td>1a</td>
<td>1</td>
<td>600</td>
<td>Take-Off/Landing</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>500</td>
<td>Orbit</td>
</tr>
<tr>
<td>3a</td>
<td>10</td>
<td>10</td>
<td>Orbit</td>
</tr>
<tr>
<td>3b</td>
<td>10</td>
<td>10</td>
<td>Orbit</td>
</tr>
<tr>
<td>Atterbury</td>
<td>10</td>
<td>730</td>
<td>Orbit</td>
</tr>
</tbody>
</table>

E. Solution Method

The MATLAB-based, General Purpose Pseudospectral Optimal Control Software-II (GPOPS-II) is the program used to solve for the optimal trajectories. GPOPS-II directly solves the continuous time optimal control problem. GPOPS-II transcribes the continuous-time optimal control problem into a discrete finite-dimensional static optimization problem that is solved as a Non-Linear Programming (NLP) problem. GPOPS-II is implemented using the hp-adaptive version of the Radau pseudospectral method. This particular method is an orthogonal collocation Gaussian quadrature implicit integration method in which the collocation is performed at the Legendre-Gauss-Radau quadrature points. An adaptive mesh refinement method is implemented that determines the number of mesh intervals and the degree of the approximating polynomial for each mesh interval in order to satisfy the specified error tolerance. GPOPS-II can be set to prioritize finding the degree of the approximating polynomial before refining the mesh interval or vice versa.

F. GPOPS-II Settings

For all the test cases, GPOPS-II is set to use the IPOPT NLP solver. The derivative approximation used is “sparseCD” and second derivatives are provided. The mesh method is set to “hp-LiuRao,” where GPOPS-II increases the degree of the approximating polynomial up to a maximum allowable degree prior to dividing the interval into sub-intervals or combine sub-intervals in larger intervals. The NLP solver’s error tolerance is set to $10^{-6}$. “RPM-integration” is enabled and “automatic-hybridUpdate,” scaling is performed. All results presented are from computations performed using MATLAB 2012b on a 2012 MacBook Pro with a 2.9 GHz Intel Core i7 processor and 8 GB of 1600 MHz DDR3 memory.

VI. Results

Various results of the optimal control problem are presented in this section. The following plots show the optimal solution to each specified scenario in Table 2. Furthermore, all solutions met the optimality criteria and error tolerances. The results are presented to better illustrate to the reader the optimal solution in a layered method, from simple to complex. First, the two-dimensional cases for a single sensors are presented. Next, a three-dimensional case for four sensors is presented. A more complex example illustrates the solution for a UAS communicating with 10 randomly placed sensors in a WSN with a no-fly zone constraint. Concentric rings of 99%, 50%, and 1% of maximum data rates from the sensor are displayed as top down views of the communications model to indicate when UAS is in range of the particular sensor. The final test case, Atterbury, is discussed in Section VII.
A. Single Sensor Test Cases

1. Single sensor Test Cases 1a and 1b - Results

Figure 3 illustrates the optimal flight path of a UAS required to take off, collect 10 and 600 kbit of data respectively from a single sensor, and return to land at the airfield. The airfield resides at the origin, represented by waypoint 1 on the flight path plots. Also included in the flight path plots are the percent data rates as a function of distance from the sensor. This is a top down view of the sigmoid communication model in Figure 2. The initial guess, denoted by a line with diamond markers, satisfies the requirement for a priori knowledge of sensor location. The resulting data collection rates are presented in Figure 4, and the required pitch, heading, and velocity in Figure 5. These detailed plots are provided for the reader’s understanding and will not always be presented. The legend in Figure 3(c) applies to Figures 3 and 6.

B. Four Sensor Test Cases

Figure 6 illustrates four sensor nodes are placed at the corners of a square area, with one sensor elevated 2,000 meters above the surface. As in the single sensor case, this arrangement is chosen because the solution is assumed to be
Figure 4. Data rates from each of the respective data collections in Figure 3

Figure 5. Pitch, heading and velocity from each of the respective data collections in Figure 3.
intuitive. In this test cases the UAS is required to collect 500 kbit of data from each sensor. This example was chosen to examine the three-dimensional capability of the optimizer.

![Flight path with circular initial guess](image1)
![Flight path with point to point initial guess](image2)

Figure 6. Three-dimensional, optimal UAS trajectory for a four sensor test case where one sensor is elevated 2,000 meters. Refer to the legend in Figure 3(c)

In the four sensor test case, the UAS collected the minimum required 500 kbit of data. Since no minimum altitude was set, data was allowed to be collected from below the sensor as seen in Figure 6(a). Control usage was more pronounced in this scenario as pitch and velocity varied significantly in Figure 6(a). The optimizer employed a slower velocity over the sensors to ensure the minimum data was collected, especially in the region of high data rates (blue concentric ring) at each sensor.

C. Ten Sensor Test Case

Figure 7 illustrates the 10 random sensor test case. In this scenario, some sensors are placed around the no-fly zone that represents a mountain or other obstruction. The UAS was tasked with collecting 100 kbit of data from each sensor. Two different initial guesses were used to determine their impact on the optimal path.

![Flight path with circular initial guess](image3)
![Flight path with point to point initial guess](image4)

Figure 7. Optimal UAS trajectory for 10 random sensors with keep out zone and initial guess

Despite two different initial guesses, optimal solutions were found for both inputs. Figure 7(a) shows the initial guess as a more circular path, which resulted in an optimal flight time of 751 seconds. Figure 7(b) shows the initial guess as a point to point path. This resulted in an optimal flight time of 776 seconds, 25 seconds longer than the optimal path resulting from the circular initial guess, or a 3% difference.

In addition to comparing the final time of the two optimal flight paths, the total amount of data collected can also be examined. Figure 8 displays the data collected as a result of the different initial guesses. The circular initial guess resulted in an optimal path that collected 100 kbit from six sensors. From the remaining four sensors, 340, 231, 180, and 251 kbit were collected respectively. The total data collected as a result of the circular initial guess was 1604 kbit.
Figure 8. Data collected from the ten sensor scenario for the circular and point to point initial guesses

Using the point to point initial guess resulted in an optimal path that collected a 100 kbit from five sensors. The UAS also collected 376, 303, 230, 241, and 283 kbit from the remaining five sensors respectively. The total data collected using the point to point initial guess was 1935 kbit, or 331 kbit more than the optimal path that resulted from the circular initial guess.

Clearly the initial guess had an influence on the optimal path. The two results represent local optimal solutions and may not be the global optimal solution. Factors such as cost functional weights, total data required, maximum communication range and rates, stiffness, and UAS performance parameters are all subject to change. These values depend largely on the hardware limitations, mission parameters, and user desires. Tighter tolerances on the total data collected for each could be imposed, however based on our experience, this tends to over-constrain the problem and sometimes prevent it from converging. The cost functional weights also contribute to the optimal flight path. Although they were fixed for both initial inputs in this ten sensor scenario, future work should consider a parameter optimization for the cost functional weights and seek to minimize the impact of the initial guess.

VII. Simulation

High fidelity simulations are the next logical step to verify the optimal paths calculated using GPOPS-II. Ultimately, the final goal of this research is to validate the MATLAB generated optimal paths using real-world flight test. The AVTAS** Multi-Agent Simulation Environment (AMASE) suite is used to simulate the UAS flying the calculated optimal path. This section briefly details the inner workings of AMASE and presents the simulation results from flying the GPOPS-II calculated optimal paths. Understanding how AMASE works requires knowledge of the foundational software architecture. The Common Mission Automation Services Interface (CMASI) defines the underlying protocol that allows all systems to interface seamlessly. AMASE uses CMASI extensively and is an all-in-one simulation environment that can perform both software and hardware in the loop testing. AFRL’s Controls Science Branch uses the AMASE platform to verify UAS control algorithms, mission objectives, and system interoperability, prior to actual flight test††. A strong correlation exists between simulation and real-world flight test success due to the robustness of AMASE.

For this research, AMASE is used as an intermediate step prior to any flight testing. Employing AMASE in this manner has several benefits. The first ensures GPOPS-II results are properly translated into CMASI messages with pertinent information for the UAS to fly the desired path. Without properly translating the data into the correct XML format messages, the optimal path cannot be flown in AMASE or transmitted to an airborne UAS. If the path can be flown in AMASE then the data are correctly formatted and capable of being transmitted and flown in real-world flight test. The second benefit of using AMASE is that the data collected from the simulation can be analyzed and evaluated independent of MATLAB. This separate evaluation verifies the MATLAB results, ensuring the reality of the optimal paths generated. Lastly, AMASE allows for a large quantity and variety of cases to be simulated in a representative

** Air Vehicle Test Analysis and Simulation
†† Based on discussion with AFRL Controls Science Branch engineers

American Institute of Aeronautics and Astronautics
environment. Using AMASE gives credibility to the GPOPS-II results as well as viability for real world flight test.

1. Simulation Results

In preparation for planned flight tests in 2015, the AFRL Controls Sciences Branch proposed ten sensor locations at the Camp Atterbury Training Center, Indiana. Due to access and airspace limitations, the sensors are spatially closer together than desired, but will nevertheless provide valuable insight into the data collection scheme. For the proposed flight test, a point to point solution was flown in AMASE and a minimum of 730 kbits were collected from each sensor. The point to point solution was representative of the current method of flight path planning. The same sensor locations were entered into GPOPS-II and the minimum amount of data required was set to 730 kbits for each sensor. An optimal flight path was calculated and entered back into AMASE for comparison. A representative constant altitude of 30.5 m and velocity of 14 m/s were programmed into the optimal trajectory solution and AMASE. As in the earlier test cases, the maximum data rate, distance, and stiffness were set to 5 kbits per second, 1 km, and 0.01 respectively. Figure 9(a) compares the optimal path to the point to point path and Figure 9(b) shows the amount of data collected at each of the 10 ground sensors for the GPOPS-II, AMASE and point to point paths.

![Figure 9. Comparison of a Point to Point and Optimal Flight Path collecting 730 kbit of data](image)

2. Simulation Discussion

The collocation points in the optimal solution, produced by GPOPS-II, contain the UAS position, heading, altitude, and airspeed information, making them ideal waypoints for the UAS. In AMASE, the UAS flies the optimal path via the collocation points (line and circle path in Figure 9(a)) as waypoints while the point to point path uses each ground sensor as a waypoint. The optimal path is nearly 100 seconds faster, constituting a 14% savings in flight time while meeting the minimum data collection requirements.

Simply observing the flight paths does not give an intuitive understanding of the amount of data collected. Figure 9(b) compares the total amount of data collected via the MATLAB calculated optimal path, AMASE optimal path, and the point to point paths. All three models use the empirical communication model approximated by the sigmoid function. There are two important takeaways from Figure 9(b). The first is the data collected from the optimal path in both GPOPS-II and AMASE are nearly identical. This results makes sense because the waypoints and the communication model used for both the Matlab and AMASE environments are the same. Achieving nearly identical data collection is important because it verifies that the optimal path solved using GPOPS-II can be accurately translated into the XML format and simulated in AMASE. The small differences between the two are attributed to the different integration methods (Gaussian quadrature vs Runge-Kutta methods) used for calculating the total data collected. The second takeaway is the overall data collected from the optimal path achieves the minimum requirement for each ground sensor and has comparable data collection to the point to point. The advantage of flying the optimal path is that the time to accomplish the mission is minimized without a degradation of performance.
VIII. Conclusion

The optimal flight trajectory for a UAS collecting data from a widespread, static and unattended, ground-based WSN was demonstrated. An optimal control problem was set up to select the best pitch, heading, and velocity to collect the required data. The trajectories are all plausible solutions any UAS is capable of flying. However, choosing other settings, like the cost function weightings, $\alpha$ and $\beta$ proved more difficult. Future work should consider a parameter optimization method to select these terms. As the cost function weightings are determined, sensitivity to initial guesses should be done as well. Although optimal solutions were found, their differing paths and data collected suggested local, not global, minimums. Proper translation of the GPOPS-II solution to XML in AMASE ensure the optimal path is ready for flight test. Data from flight test will aid in determining which settings are the most appropriate. A comparison of the data collected in flight against the expected amount would be a significant step to validate the optimal solution and test the XML file conversion in AMASE.
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Appendix C. Conference Paper #3 (January 2015)

This appendix contains the third conference paper published as part of this research effort. It was published and presented at the AIAA 2015 SciTech Intelligent Systems Conference in Orlando, Florida, in January 2015 [128].

Nidal M. Jodeh† and Richard G. Cobb‡

Air Force Institute of Technology, Wright-Patterson AFB, OH, 45433

In this research, ground-based wireless sensor networks and unmanned aircraft are used to determine optimal flight paths to ensure longer dwell times over areas of high activity. Sensor nodes placed in rugged, austere, or dangerous locations may be difficult to access. Ground-based data collection agents can be limited by range and terrain. Multi-hopping data between sensor nodes are subject to communication range limits, while energy reserves of nodes handling the highest data traffic decay at a faster rate. The unmanned aircraft is ideally suited to overcome these limitations. The scenario proposed in this research utilizes the unmanned aircraft to fly an optimal flight path within the wireless sensor network, collect their data, determine which sensor nodes are experiencing the most activity in their sensing range. Once the sensor nodes with the highest activity rates are identified, a new optimal flight path is calculated to ensure longer flight times over those particular sensors, while maintaining or decreasing flight times over sensors with less or no activity. When multiple unmanned aircraft are employed, sensors are clustered by euclidean distances to a centroid by a k-means clustering algorithm. Optimal flight paths are determined by solving an optimal control problem using direct collocation methods. Single and multiple unmanned aircraft solutions are presented.

Nomenclature

\[ x \] Position along the \( x \)-axis (m)
\[ y \] Position along the \( y \)-axis (m)
\[ z \] Position along the \( z \)-axis (m)
\[ \dot{x} \] Velocity in \( x \) direction (m/s)
\[ \dot{y} \] Velocity in \( y \) directions (m/s)
\[ \dot{z} \] Velocity in \( z \) direction (m/s)
\[ v \] Airspeed of the UAV (m/s)
\[ \theta \] Pitch angle with respect to inertial frame (rad)
\[ \psi \] Heading angle with respect to inertial frame (rad)
\[ \ddot{v} \] Acceleration of the UAV (m/s²)
\[ \dot{\theta} \] Pitch angle time rate of change (rad/s)
\[ \dot{\psi} \] Heading angle time rate of change (rad/s)
\[ C_j \] Bit rate for each sensor \( j \) (bps)
\[ C_{\text{max}} \] Maximum allowable bit rate (bps)
\[ D_{\text{max}} \] Max allowable comm distance bit rate (m)
\[ d_{ij} \] Distance between UAV and sensor \( j \) (m)
\[ DP \] Minimum Data Required (bits)
\[ s \] Number of sensors
\[ J \] Cost functional
\[ t \] Time (s)
\[ o \] Time scale coefficient
\[ \beta \] Control scale coefficient
\[ \alpha \] State vector
\[ \hat{x} \] UAS position vector
\[ u \] Control vector
\[ U \] Set of all admissible optimal control vectors
\[ s \] Sigmoid stiffness
\[ x_k \] Position of no fly zone \( k \)
\[ r_n \] Radius of no fly zone \( n \) (m)
\[ K \] Number of UAS
\[ N \] Number of Fly/No Fly zones
\[ j \] Sensor number (j=1,2,3,...,s)
\[ n \] Fly/No Fly zone number (n=1,2,3,...,N)
\[ k \] UAS number (k=1,2,3,...,K)
\[ o \] Initial
\[ f \] Final

I. Introduction

In the foreseeable future, unmanned aircraft systems (UAS) can reduce manpower costs required to accomplish various tasks. Combined with ground-based wireless sensor networks (WSN), the UAS’s ability to monitor activity on the ground is significantly enhanced. However, algorithms are needed to enable UAS to optimally and autonomously
collect and analyze data collected by the WSN, make decisions based on the collected data, delivering only the most pertinent information to the operators or to conduct further action.

In this research, we address the challenge of optimal UAS path planning for collecting data from WSN. Additionally, with the data collected from the WSN, we enable the UAS the ability to modify its flight path to survey areas of higher interest, and delivering the most relevant information to the operators. This UAS-WSN architecture has the potential for a wide range of applications.

II. Motivation

Studies conducted at the Air Force Research Laboratory (AFRL) by Kingston\textsuperscript{1}, Marshall et al.\textsuperscript{2}, and Klesh et al.\textsuperscript{3} considered a UAS tasked to collect data from sparse but tactically placed ground sensors, making up a WSN. The engineers at AFRL envision a scenario where WSN are used to protect vital assets in remote austere locations, such as forward operating bases. Currently, flight path planning is done flying directly sensor to sensor, with no autonomous data analysis, or replanning capability. Point to point flight path planning often results in longer than necessary flight times and distances. A second concern is that the current architecture is not capable of autonomously determining and concentrating on areas within the WSN experiencing the highest ground activity. This is the main focus of this research.

We believe this is the first study of its kind, where the scenario posed is solved by the $k$-means clustering and direct collocation methods, using the data collected as the motivating factor for the flight path planning and re-planning.

III. Background

WSN collect, record, and report environmental disturbances within their immediate vicinity. Disturbances are recorded as electro-optical, doppler, seismic, magnetic or infrared information, and reported to overflying UAS\textsuperscript{1}. For example, passing vehicles may be recorded as seismic disturbances, time-stamped, and transmitted to the overflying UAS. WSN are currently employed in a variety of applications such as monitoring seabird habitats\textsuperscript{4}, coral reefs and fisheries\textsuperscript{5}, structural health\textsuperscript{6}, forest fires\textsuperscript{7}, fertilizer and pesticide applications in agriculture\textsuperscript{8}, vehicular ground traffic in urban areas\textsuperscript{9}, boarder patrols\textsuperscript{10}, and tracking illegal boarder crossings\textsuperscript{9}.

Typical approaches for collecting WSN data include the use of ground based collection agents such as mobile robots.\textsuperscript{11,12} However if sensors are placed in hard to reach, rugged, or austere locations, the surface vehicle option quickly diminishes. Sensor nodes within communication range of each other often multi-hop the data back to a central collection sink. However, the inner most sensors, handling the highest volume of data traffic from the outer most sensors, often experience the highest rate of energy consumption.\textsuperscript{12,13} Since individual sensor units are considered low cost and disposable, they may have limited power reserves. The multi-hopping solution also requires sensors to be within line of sight of each other, limiting their geographical and spacial placement.

In some cases, individual WSN nodes are placed far enough apart they cannot communicate with each other. Furthermore, the sensors are low powered and cannot communicate with overhead satellites, making the UAS an ideal candidate to collect their stored data. However, employing a UAS has trade-offs. These include weather limitations, airspace and communication frequency management requirements, UAS logistics and maintenance, as well as processing and response time.\textsuperscript{1}

AFRL envisions a concept whereby a UAS visits all the sensors of a WSN to collect and relay sensor data to necessary users, obviating the ground-based central collection sink or the use of ground collection agents. This architecture enables a much larger WSN, free of line of sight communications requirements. AFRL proposes a scenario where the WSN collects and records the movement of vehicular and pedestrian traffic within its sensing range. The overflying UAS will collect sensor data, prioritize those with the highest activity, and re-compute an optimal flight path to increase the revisit rate areas of the WSN with the highest activity.

IV. Problem Statement

There are two main objectives of this research. First given a WSN and multiple UAS, develop a method of assigning clusters of sensor nodes to individual UAS. Second, develop an optimal control method to ensure sufficient data collection from all sensors within each cluster, in the least amount of time and control effort. Given initial data collected from the first orbits of the WSN, re-accomplish the first and second objectives by regrouping the sensors into

clusters experiencing the highest and lowest activity, and determine new optimal paths for these new groups. With the new sensor clusters, ensure increased revisit rates to high activity areas while maintaining or decreasing revisit rates to areas of low or no activity.

The second objective in the problem statement, develop an optimal control method to ensure sufficient data collection from all sensors, was addressed by Jodeh et al. Portions of that work are reproduced in this paper. The procedure for UAS to sensor assignment and sensor prioritization will be addressed in more detail in this paper.

V. Assumptions and Limitations

In order to address the problem statements, several assumptions and limitations must be made constrain the scope of the problem and keep it tractable.

A. Sensor Assumptions and Limitations

The WSN topology is homogeneous. The transmission power, communication and sensing capability, and storage capacity are uniform across the WSN. Sensor locations are known to the UAS a priori and do not move once placed. The sensors are also assumed to have sufficient on board data storage and energy reserves to last the duration of an entire UAS mission. Sensors are equipped with omni-directional antennas and are limited to communicating with the UAS only.

B. UAS Assumptions and Limitations

The UAS is modeled as a simple point mass system, capable of climb, and to change heading and velocity. Wind and other external forces are neglected. Only single orbits of the WSN are calculated as subsequent orbits are considered identical until such time re-planning is called needed. The UAS size, weight, and performance specifications are limited a Tier N/A or Tier 1 type vehicle, as defined by the US Air Force. The UAS is also assumed to have unlimited on-board data storage and range.

C. Problem Scope

Many challenges are associated with airborne aircraft collecting data from a network of ground sensors. To keep the problem tractable, this paper will not address path following (inner loop control) by the UAS on the commanded path. Nor will we tackle the challenge of WSN lifetime. Many authors were concerned with data latency as the collected information was required to be delivered back to a base station for analysis. This study presumes data is collected and prioritized on-board the UAS. Once the sensors with the most significant data are determined and overflown, that data can be transmitted or delivered back to the user. Various communication methods, bandwidths, and protocols will not be addressed.

VI. Methodology

The problem is broken into several sub-problems. The sensor to UAS assignment is set up as a partition and clustering problem. The assignment algorithm is used for initial UAS-sensors assignments when multiple UAS available. It will also be used after the initial data collection orbits and sensor prioritization, to increase the revisit rates to high priority sensors. This information will be fed to the aforementioned assignments and path optimization routine. The UAS flight path is determined using an optimal control problem (OCP), solved by direct collocation methods, also known as pseudospectral methods.

A simplified flow chart in Figure 1 illustrates the proposed solution process. We take the flight test and research point of view, in other words, some processes won’t be handled by the UAS necessarily. We envision this process running on-board the UAS in an operational setting, but for research purposes, we accept that the solutions are calculated on a ground station and uploaded to the UAS. Once the initial information is input, the assignment algorithm and optimal path planner compute their respective solutions. During testing the optimal paths can then be uploaded to the UAS from a ground-based computer. Once an initial orbit of the WSN is completed, the data can either be sent back or processed on board. The UAS continues to repeat the original flight path until a new one is calculated. For research purposes, we assume only a few contiguous sensors experience a higher than average volume of ground activity, thus demanding more attention from a particular UAS. New optimal paths are calculated based on information from the initial orbit. These newer paths may add or subtract sensors from individual UAS responsibilities, and enable a particular UAS to concentrate on the areas of the WSN with the highest activity.
Figure 1. Flow Chart for UAS Data Collection in WSN
A. Sensor to UAS Assignment

Given a set of \( k \) UAS, the individual sensors can be grouped into \( k \) clusters. Clustering takes advantage of the available UAS and reduces the time required to survey all the sensors. The \( k \)-means algorithm is based on work by Lloyd\(^ {18} \) and Arthur and Vassilvitskii\(^ {19} \). The Arthur and Vassilvitskii routine implemented via MATLAB routine, is used here. \( k \)-means was chosen because it treats each of the sensors as a location in space, and partitions the clusters based on some chosen distance measure.\(^ {19} \) Each of the clusters uses a centroid, where the sum of all distances from points, i.e. sensors, to the centroid is minimized. The number of clusters equals the number of available UAS. By trading points in-between the clusters, or moving the centroid around, the sum of the individual sensor to centroid distances changes. Once the lowest sum is reached, the algorithm is satisfied. The sensors are assigned to particular clusters, and clusters assigned to individual UAS. Fly/No-Fly zones are then established to ensure optimal paths are deconflicted for multi-UAS operations.

To keep a particular UAS in the Fly/No-Fly zone, the position of the UAS must be less than the zone’s radius. Conversely, to keep a particular UAS outside of the Fly/No-Fly zone, the position of the UAS must be greater than the zone’s radius. Allowing any of the UAS to fly along the radius is not acceptable as that would introduce conflicting flight paths.

B. Optimal Flight Path

Once the sensor clusters have been determined, individual optimal flight paths are calculated for each UAS. An OCP is formulated to find the control resulting in an optimal flight path. Specifically, find the optimal control \( \mathbf{u}^* \), in the set of admissible controls, \( U \), that minimizes the following cost functional. This specific OCP first appeared and updated in Jodeh\(^ {14,20} \) and is reproduced here for completeness with some added detail. The OCP presented here introduces the Fly/No-Fly zone and multiple-UAS formulation.

The cost functional is comprised of the terminal cost, the total flight time, \( t_f \), and the running costs, pitch rate control, \( \dot{\theta} \), heading rate control, \( \dot{\psi} \), and velocity rate control, \( \dot{v} \). Individual time and control weights \( \alpha \) and \( \beta \) are used to scale and tune the optimal trajectory. The sum of these costs are minimized in the OCP, in Equation 1

\[
\min_{\mathbf{u} \in U} J = \alpha(t_1 + \ldots + t_K) + \int_{t_0}^{t_f} \beta_1(\dot{v}_1^2 + \ldots + \dot{v}_K^2) + \beta_2(\dot{\theta}_1^2 + \ldots + \dot{\theta}_K^2) + \beta_3(\dot{\psi}_1^2 + \ldots + \dot{\psi}_K^2) \ dt
\]

for \( k = 1, 2, \ldots, K \) where \( K \) = Number of UASs

The dynamic constraints are the aircraft equations of motion in Equation 2. The cost functional is subject to these constraints.

\[
\begin{align*}
\dot{x} &= v \cos \theta \cos \psi \\
\dot{y} &= v \cos \theta \sin \psi \\
\dot{z} &= v \sin \theta 
\end{align*}
\]

The states of the problem include UAS position along the \( x, y, \) and \( z \) coordinate frames, the pitch angle \( \theta \), heading angle \( \psi \) and the velocity \( v \). The controls are pitch rate \( \dot{\theta} \), heading rate \( \dot{\psi} \), and acceleration \( \dot{v} \).

\[
\mathbf{x} = [x, y, z, \theta, \psi, v]^T \quad \mathbf{u} = [\dot{\theta}, \dot{\psi}, \dot{v}]^T
\]

The boundary conditions are given by Equations 4.

\[
\begin{align*}
\mathbf{x}(t_0) &= \mathbf{x}_0 \quad (4a) \\
\mathbf{x}(t_f) &= \mathbf{x}_f \quad (4b)
\end{align*}
\]

The states and controls are limited by the path constraints in Equations 5a.

\[
\begin{align*}
\mathbf{x}_{\text{min}} \leq \mathbf{x} \leq \mathbf{x}_{\text{max}} \\
\mathbf{u}_{\text{min}} \leq \mathbf{u} \leq \mathbf{u}_{\text{max}} \\
\|\dot{\mathbf{x}}_k(t) - \overline{\mathbf{x}}_n\|_2 > r_n \quad \text{for} \quad k \neq n \quad (5c) \\
\|\dot{\mathbf{x}}_k(t) - \overline{\mathbf{x}}_n\|_2 < r_n \quad \text{for} \quad k = n \quad (5d)
\end{align*}
\]
Finally, the integral constraints act as the motivating factor of the optimal path. Equation 6 states that integral of the data rate $C_j$ of sensor $j$ over the flight time must be greater than or equal to some minimum required data, $DP_j$. The cost functional and dynamics are subject to the integral constraint in Equation 6

$$\int_{t_0}^{t_f} C_j \, dt \geq DP_j \quad \forall j.$$  

Jodeh et al. determined the communication model based on empirical data from flight test in 2015. The reader is directed to that research for detailed information on the communications model. The maximum data rate is 5 kbit/s up to a distance of 1 km. The sensor data rates are calculated in Equation 7 as a function of the distance $d$ between the UAS and each sensor node. The distance calculation is given in Equation 8.

$$C_j = \frac{C_{\text{max}}}{1 + e^{-\alpha[D_{\text{max}} - d_j]}}$$

$$d_j = \sqrt{(x_j - x)^2 + (y_j - y)^2 + (z_j - z)^2} \quad \forall j$$

Direct Collocation (Pseudospectral) Methods have become increasingly popular to directly solve for optimal control problems solutions. Numerous publications in the last decade have thoroughly described and developed direct collocation methods. The MATLAB-based, General Purpose Optimal Control Software-II (GPOPS-II) was the program used to solve for the optimal flight path. GPOPS-II directly solves the continuous-time optimal control problem. GPOPS-II transcribes the continuous-time optimal control problem into a discrete finite-dimensional static optimization problem that is solved as a Non-Linear Programming (NLP) problem. GPOPS-II is implemented using the $hp$-adaptive version of the Radau pseudospectral method. This particular method is an orthogonal collocation, Gaussian quadrature, implicit integration method in which the collocation is performed at the Legendre-Gauss-Radau quadrature points. An adaptive mesh refinement method is implemented that determines the number of mesh intervals and the degree of the approximating polynomial for each mesh interval in order to satisfy the specified error tolerance. GPOPS-II can be set to prioritize finding the degree of the approximating polynomial before refining the mesh interval or vice versa.

**VII. Results**

The results section illustrates the solution for single and multi-UAS scenarios. The scenarios chosen are relatively simple, resulting in intuitive solutions. This approach helps to verify functionality. More complex scenarios are considered for future work. Both of the following scenarios start with simple, 16 sensor WSN laid in a uniform, equidistant, square grid. Sensors observing the increased activity are manually selected for these examples. Also, for both scenarios, the UAS same altitude as the sensors, rendering the problem two-dimensional. The time and control weights were determined by Jodeh et al. as $\alpha=0.01$ and $\beta=[1, 1, 0.001]$.

**A. Single UAS Scenario**

Given one available UAS and the 16 sensor WSN, clustering and assignment are not required. The UAS is required to survey the entire WSN. The initial lay out is show in Figure 2(a). Reference the legend in Figure 2(b) for Figures 2(a), 3(a), and 4(a).

Next, the UAS was tasked with collecting 10 kbit from each of the sensors. The optimal flight path is illustrated in Figure 3(a). Three concentric rings indicate 99%, 50%, and 1% value of the total data rate as a function of the distance from the center of the sensor, discussed further in Jodeh et al. This information is included to help the reader visualize when the UAS is connected to each of the sensors and gives insight to the shape of the optimal path. After the first orbit, the square shaped sensors indicate areas with the highest activity. Figure 3(b) illustrates the pitch, heading, and velocity states of the UAS. The velocity is held constant at 30 m/s for the duration of the initial orbit, which lasted 799 seconds. The optimizer confirmed the UAS successfully collected 10 kbit from each sensor.

The amount of data required from the high activity sensors is arbitrarily set at 1 Mbit, 100 times the amount of the low activity sensors. Once the high activity sensors were identified, a new optimal path was calculated to ensure the UAS concentrated more flight time and collected more data from them. The recomputed optimal flight path is shown in Figure 4(a). The new flight path clearly shows the UAS inside the highest data rate region of the four sensors of interest. However, flight path alone does not tell the whole story. In Figure 4(b), the velocity slows from...
Figure 2. Simple 16 sensor layout example for single UAS scenario. Reference above legend for Figures 3(a) and 4(a).

Figure 3. Figure 3(a) is the optimal flight path for the initial sensor layout given one available UAS. The square markers identify sensors with high activity after the initial orbit. Figure 3(b) illustrates the states of the UAS on initial orbit.
its maximum of 30 m/s to 10 m/s over the four sensors of interest. Slowing down in the regions of high data rates allows the UAS to optimally collect the minimum data required. After collecting the minimum data from one sensor it noticeably accelerates to the next sensor before slowing again. This is due in large part to \( \alpha \) and \( \beta \) settings, where total flight time and heading rate are penalized more than velocity. The total flight time was 1,474 seconds. The UAS spent approximately 550 seconds on the 12 low activity sensors and 921 seconds on the four high activity sensors. The optimizer confirmed the four high activity sensors uploaded 1 Mbit each and the remaining sensors upload the minimum 10 kbit.

![Graph](image)

(a) Optimal Path with Areas of Interest  
(b) UAS States - Pitch, Heading, and Velocity

Figure 4. Re-planned optimal paths for two UAS given updated sensor areas of high activity.

### B. Multiple UAS Scenario

In the second scenario, two UAS will fly the same 16 sensor WSN. Given the two UAS, the clustering algorithm splits the WSN into two clusters of eight sensors respectively. The clusters and their respective centroids are plotted in Figure 5(a). The centroid helps to identify clusters for the optimization routine and also provide a visual cue for the reader. This is especially important in a more randomly scattered WSN. For the duration of the scenario, the minimum data required is set at 10 kbit. Increasing the amount of data required is not required as a single UAS will be devoted to the high interest sensors and capable of collecting any amount of required data. Reference the legend in Figure 5(b) for Figures 5, 6, and 7.

Two optimal paths are calculated for each UAS to fly within their respective cluster in Figure 6(a). After the initial orbits, four sensors were identified to the optimizer has having high activity. In this case, a Fly/No-Fly zone is also established around the four sensors of interest. This constraint will be used to ensure the two optimal flight paths do not intersect on the boarder of the Fly/No-Fly zone.

Finally, with the sensors of interest identified, the clustering algorithm regroups the WSN into clusters of high and low activity. As in the single UAS scenario, the sensors of interest are denoted by square markers on the plot. Unlike the single UAS scenario, this is also now a new cluster, with its own assigned UAS. Transit between the initial and re-planned flight paths by the UAS are assumed to be negligible and that the UAS are deconflicted by the operator, altitude, or in time to reach their new orbits.

The new orbits satisfy the requirements for increased dwell time over areas of high interest. Assigning one UAS to four sensors ensures 100% coverage of the high interest area in this particular scenario. The remaining sensors are covered by the second UAS. Theoretically, this procedure will repeat and update optimal orbits as necessary.

### VIII. Discussion

In both scenarios, the minimum amount of required data was collected. In the second scenario, the high activity sensors received constant monitoring from a dedicated UAS after they were identified in the initial orbits. The results
Figure 5. Simple 16 sensor, two cluster layout example for two UAS scenario. Reference above legend for Figures 6 and 7.

Figure 6. Figure 6(a) are the optimal flight paths for the initial sensor layout given two available UAS. Figure 6(b) indicates areas of higher activity as detected by the initial UAS orbits.
Figure 7. Re-planned optimal paths for two UAS given updated sensor areas of high activity (square markers). Fly / No-Fly zone used to deconflict assigned airspace, ensuring optimal paths do not intersect.

all satisfied the OCP constraints and the error tolerances set in GPOPS-II and the NLP. Although these earlier results are promising, many questions still remain unanswered. For example, in multi-UAS scenarios, can UAS be prevented from detecting or communicating with sensors in neighboring clusters. To deconflict flight paths, can multiple UAS operate at various altitudes and still communicate with sensors on the ground? Also the case of non-contiguous high activity sensors remains to be tested. Flight tests planned for spring 2015 will help to validate the optimal paths and confirm the data collection assumptions.

IX. Conclusion

The solution method presented lays the ground work for single and multiple UAS sensor assignment, path planning, and data collection in WSN. Initial results verify the method as a viable alternative to ground based collection agents or to multi-hopping data. However, further testing of the algorithms are required, including answering the questions detailed in the previous section.
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