








Figure 4.33: MAMI II Errors Method 1: Constant scale set
by the first two images.

Figure 4.34: MAMI II Errors Method 2: Updating scale set
by first and second image of each bundle.

In the remaining 325 frames of the trajectory there were 52 bundles that failed

to reconstruct yielding a 32% failure rate and several data dropouts. The drift rate
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Figure 4.35: MAMI II Errors Method 3: Updating scale set
by first and third image of each bundle.

in this portion of the trajectory was also highly variable and very large. The drift

rate ranged from 73.5 to 714 m
km1.5 in the constant scale case and the reconstruction

often did not resemble anything that looked like a realistic trajectory. The use of

different algorithm methods (methods 1-3) did not improve the solution. In some

instances, sequential cameras were calculated to be over 1000 meters apart. These

gross errors can be treated as failed reconstructions. These failures corresponded to

rapid and large changes in aircraft attitude as the aircraft changed its bank angle. This

behavior was not previously seen in simulation as the combination of rapid attitude

changes and small camera fields of view were not simulated. However, it is known

from simulation that turning trajectories increase error due to the interactions of GSD

and image overlap as angular rates vary. Small fields of view combined with rapid

attitude changes mean that overlap can be significantly decreased between images

leading to poorly conditioned Jacobians in the bundle adjustment causing ambiguity

between rotation and translation. Therefore any noise in the rotation constraint leads

to noise in translation estimates and rapid attitude changes may be interpreted as as
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large position changes. In other words, the roll in the trajectory was ambiguous with

lateral translation and there was too much noise in the IMU attitude measurements

to sufficiently constrain the bundle adjustment and resolve the ambiguity.

The amount of error in the IMU attitude measurements was a function of the

IMU specifications and was amplified by a factor of 49 due to the focal length con-

straint. A 30 frame subsection of the above trajectory was chosen for further analysis.

This 30 frame section was processed as a single bundle with constant scale and atti-

tude constrained with IMU data. The results are shown in Figure 4.36.

Figure 4.36: Position errors of a 30 frame segment processed
using constant scale and IMU constrained attitude.

The total drift rate was 278.3 m
km1.5 . Note that the error was dominated by

scale error in the East direction (direction of travel); however there are also linearly

increasing errors in the North and Vertical directions. This is indicative of an angular

bias in the measured orientation of the first camera. The bias could be a result

of camera mounting error or IMU error. The camera mounting parameters were

calculated using laser measurements and were accurate to 0.001 degrees. Additionally,

the error in other segments of the trajectory diverged in different directions than in
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this segment indicating that the angular error observed was not due to a constant

bias but rather to a randomly changing angular error. To first order, it is appropriate

to assume that all the error in the vertical direction in Figure 4.36 was due to angular

error. The final value of the linearly increasing vertical error was about 6 meters after

flying 150 meters. Using trigonometry, this suggests an angular bias of 2.3 degrees at

the first camera. This was consistent in magnitude with the angular errors expected

after amplification due to the constrained focal length. In other words, the orientation

of the first camera was likely incorrect by some random amount in each direction. This

random error in the first camera orientation was propagated as a constant angular

bias throughout the sequence.

In order to further demonstrate the effect of angular error on the calculated

trajectory, the angular bias in the first camera was removed by calculating a direction

cosine matrix (DCM) between the camera and IMU frames that minimized the error

between the trajectories. The DCM was calculated using the minimization routine

known as Wahbas problem which was discussed in Chapter 3. Wahbas problem is

a least squares minimization routine that finds a best fit DCM between two sets of

data in different reference frames. In this case, the best fit DCM between the truth

data and the calculated trajectory had no physical meaning since it was a function of

the random IMU error; however applying this DCM eliminated angular errors in this

segment. The resulting errors are shown in Figure 4.37.

When the angular bias was removed using this method, the total drift rate was

reduced to 214.72 m
km1.5 . The primary reduction of error was in the vertical and north

directions supporting the hypothesis that error in these directions was dominated by

angular errors; however the total error was still much higher than predicted indicating

that the process for removing angular bias does not work well in this case, possibly

because of the artificially low focal length constraint. This is currently the only

explanation for why such large drift rates remained in this set of MAMI-II data.
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Figure 4.37: Position errors of a 30 frame segment processed
using constant scale and a best fit DCM to remove angular er-
rors.

Finally, the test in Figure 4.36 was repeated without constraining rotation with

IMU data. This led a drift rate of 828.8 m
km1.5 indicating that constraining the MAMI

II solution with inaccurate IMU data was still better than relying on SFM estimates

of camera attitude.

4.15.2 Trajectory 2. The second MAMI trajectory analyzed consisted of 625

frames taken every .04 seconds for a total distance of 4.028 km as the aircraft flew to

the Southwest. The aircraft flew straight for the first 400 frames and then rolled to

60o of bank in four seconds and held a 60o bank angle in a turn for 5 seconds. The

aircraft maintained a slight descent in first 500 frames, losing a total of 50 meters.

After rolling into the bank, the aircraft pitch dropped and the descent rate increased.

In all, a total of 138 meters of altitude was lost throughout the entire trajectory. This

trajectory was started at 3669 meters above the ground and at 329 knots. The GSD,

overlap and maximum triangulation angle for the straight and level portion were .06

meters/pixel, 87% and .12o. Once again, the reconstruction was constrained with an
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artificial focal length of 1500 pixels to allow successful reconstructions. The attitude

profile of the trajectory is shown in Figure 4.32.

Figure 4.38: Truth aircraft attitude at each frame as recorded
by the IMU. The aircraft flies straight for 400 frames and then
begins a roll to 60o of bank. The total distance flown is 4.028km.

Since the GSD and overlap were the same as the first trajectory, and assuming

that angular errors were still present, the drift rate standard deviation was predicted

to be 33.7 m
km1.5 . The resulting reconstructions using the three methods are shown in

Figures 4.39, 4.40 and 4.41.

Note that all variations of the algorithm fail to successfully reconstruct the

interval between frames 400 and 500 where the roll rate is large. When using method

3, the algorithm fails to reconstruct anything beyond frame 400. The drift rate for

frames 0-400 is 59.27 m
km1.5 , 124.2 m√

km
and 79.88 m√

km
for methods 1-3, respectively.

The error for the constant scale case is within two standard deviations of the predicted

result. As before, these errors are likely due to IMU errors amplified by the constrained

focal length. The errors follow the appropriate trend in that the error decreases for

each case. Note the large component of linearly increasing vertical error. Linearly
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Figure 4.39: MAMI II Errors Method 1: Constant scale set
by the first two images.

Figure 4.40: MAMI II Errors Method 2: Updating scale set
by first and second image of each bundle.

increasing vertical error of this nature was also seen in the first trajectory and was
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Figure 4.41: MAMI II Errors Method 3: Updating scale set
by first and third image of each bundle.

thought to be the result of angular error from the IMU amplified by a factor of 49

(from the focal length constraint).

After frame 500, the error trends in the Vertical and North directions correspond

with changes in roll. The drift rate from frame 500-625 is 80.1 m
km1.5 and 83.38 m√

km
for

cases 1 and 2 respectively. Case 3 failed completely above frame 400. In this regime,

method 2 has a larger overall error than method 1. This suggests that the primary

error is driven by the ambiguity between attitude and translation due to small field of

view and low image overlap. This error was large enough that it dominated scale error

effects which is why no improvement was seen from using method 2. This was the

same effect as seen previously in the first trajectory; however, in the first trajectory,

the effect was large enough to cause complete reconstruction failure. In this case,

the effect remains bounded so it can be observed (between frames 500-625). The

behavior suggests that the error corresponds with roll rate and not just roll angle,

as was seen in simulation. The reconstruction failed at high angular rates (frames
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400-500) but was successful at high angles and lower rates (frames 500-625). This

makes sense since angular rate drives image overlap. High angular rates and small

fields of view significantly reduce image overlap and lead to very poorly conditioned

Jacobian matrices in the bundle adjustment process.

4.15.3 Trajectory 3. The final trajectory analyzed was part of a loop ma-

neuver. A loop was initiated at 4,835 meters AGL and 591 knots over desert terrain

heading East. This sequence contains 57 images spaced 0.01 seconds apart and rep-

resents only 0.6 seconds of the entire loop maneuver. The interval between sampled

images was reduced when analyzing this sequence to obtain sufficient overlap between

images. Even after reducing the interval between images, each image only contained

about 30% overlap with neighboring images. This was reduced as compared to the

previous trajectory due to the high aircraft speed and the aggressive pitch rate which

caused the camera FOV to move faster along the ground. IMU truth data were only

available for every fourth image so error analysis was only conducted every fourth

image and camera attitude was not constrained. During this segment of the loop,

the aircraft was approximately 45o nose high with pitch increasing at a rate of 7o per

second.

The algorithm performed significantly worse than the straight and level case.

The images were processed as a single bundle with constant scale factor. Figure 4.42

shows a plot of the position error indicating a total drift rate of 1285.4 m
km1.5 .

The predicted scale error was clearly seen in the east and vertical directions,

which were the primary directions of travel. Additionally there was angular bias error

in the north direction. The error sources in this reconstruction matched the behavior

of the predicted error sources previously discussed; however, the dynamic nature of

this trajectory exacerbated the errors. The degraded performance of the algorithm

during this maneuver was due to three main contributors. First, as the aircraft pitched

up the distance to objects that the camera viewed increased. At 45 degrees pitch,

the camera was aimed at the horizon as opposed to 0 degrees pitch when the camera
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Figure 4.42: MAMI II Errors during loop trajectory. Constant
scale case.

was aimed down. This decreased the image resolution and increased the amount of

pixel error in the feature matching process. Second, the high pitch rate meant that

the camera FOV was tracking much faster along the ground than when pitch rate

was zero in level flight. In level flight the camera motion was only due to aircraft

velocity. The increased camera motion meant that there was less overlap between

successive images. Furthermore, the high pitch rate increased image smearing. This

increased error in pixel location and contributed to error in reconstruction accuracy.

Finally, the loop was flown at a higher airspeed than the straight and level trajectory

(591 knots versus 329 knots). The higher speed had the same effect as the high pitch

rate in reducing the overlap between successive images while also increasing image

smearing.

4.16 Summary of Real World Data

Overall, the error trends predicted by simulation were observed in the real world

data. The error magnitudes were successfully predicted to first order when all angular

errors were taken into account. Additionally, the MAMI-II data revealed a type of
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error behavior that was not directly observed in simulation. The combination of a

small camera field of view and high rates of roll, pitch and yaw led to error that was

highly non-linear, unpredictable and very large in magnitude. The ambiguity between

camera attitude and camera translation was exacerbated in these situations leading

to failed reconstructions or very large errors. Finally, analysis of real world data also

showed that reconstructions could be successful with very small triangulation angles

between successive cameras but when focal length is constrained to an artificially low

value, angular error effects increase.
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V. Conclusions and Recommendations

5.1 Summary of Results

This research developed a prototype algorithm based on Structure from Mo-

tion that can successfully reconstruct the trajectory of an aircraft to determine the

aircraft’s current position using only a known starting point and images taken from

a camera or cameras mounted on the aircraft. The algorithm was not implemented

in real time but could be adopted to a real time system with streamlined software.

The error associated with the reconstructed trajectory was predicted using theoretical

concepts and validated with both simulation and real data. In an ideal scenario, the

overall drift rate and reliability of the navigation solution was shown to be a function

of image GSD, overlap and triangulation angle. These factors were in turn determined

by complex interactions between camera parameters and aircraft trajectory. The al-

gorithm estimated trajectory drifted from true trajectory as a function of distance

traveled. The drift was dominated by uncertainty in the scale of the reconstruction as

well as angular errors in estimated camera orientations. It was shown that constrain-

ing the algorithm with periodic scale and attitude updates significantly improved the

solution. Once constrained in this way, the overall drift rate and reliability was dom-

inated by angular errors in the IMU data used to constrain the solution. These errors

are the most important errors to consider in any future operational implementation

of such a system since the overall drift rate is limited by the quality of the available

IMU.

5.1.1 Proposed Operational Concept. Many current aircraft and airborne

weapons already have embedded imaging, inertial and computer systems that can be

used to implement the algorithm developed in this research. This section outlines

a proposed operational concept for an aircraft or weapon that has these embedded

systems and has implemented the algorithm as proposed in this research. The op-

erational concept assumes that the performance of the system is the performance

demonstrated in this study and no further improvements to the algorithm are made.
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Additionally, the scenario assumes that the drift rates demonstrated in this research

are representative of drift rates over longer distances.

The mission statement in this proposed concept is that the customer needs

an airborne vehicle that can travel 30 nautical miles from a known starting point

without GPS or INS guidance to arrive at a target as accurately as possible. The

vehicle can have a stereo camera system as well as an IMU to measure yaw, pitch and

roll angles. To first order (neglecting angular bias), the angular accuracy of the IMU

after one hour of operation without GPS updates can be modeled as random noise

with a standard deviation that depends on the quality of the gyroscopes. For current

tactical and navigation grade IMUs, the standard deviation of angular error after one

hour is on the order of .01o and .001o, respectively.

Using the results of this study combined with engineering judgment, any system

used to satisfy the above operational requirement should meet the guidelines in Table

5.1.

Table 5.1: Recommended system guidelines

The values for these parameters were chosen using engineering judgment based

on first order analysis of the simulation and flight test results in this study. The

recommended values should be used as a general guide to start system design and not

hard constraints. Assuming the use of a stereo vision system operating under method

3 (proposed in Chapter 4) on an F-16 with one camera mounted near the nose and

the other mounted near the tail (51 feet stereo distance), Table 5.2 shows the required

operational parameters and limitations needed to meet the guidelines in Table 5.1.

With current camera technology it is relatively easy to meet the GSD and

overlap requirements but the angle requirement is difficult to meet in such a scenario

since large distances between stereo cameras are required at higher altitudes and stereo
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Table 5.2: Operational parameters and limitations required
to meet recommended system guidelines.

distance is limited by aircraft length or wingspan. If a larger operating envelope is

required, then it might be possible to extend the stereo distance by towing a camera

behind the aircraft or incorporating data from cameras mounted on other aircraft in

formation.

Table 5.3 shows the expected position error when the vehicle arrives at the

target for various configurations demonstrated during this research. The best results

were achieved using either algorithm method 2 or 3 while conforming to the guidelines

in Table 5.1.

Table 5.3: Operational performance predictions for a 30 km
flight based on drift rates demonstrated during this research.

The results are variable depending on many factors but some of the results

demonstrated during this research would be operational useful for many military
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and civilian applications. Overall the system behaves much like an INS. Whereas

an INS uses gyroscopes and accelerometers to determine trajectory, this system uses

gyroscopes and cameras or only cameras. In some circumstances, it may be more cost

effective to use a visual system based on this algorithm rather than a traditional INS.

5.2 Major Research Contributions

The following list summarizes the major contributions made by this research

effort:

1. SFM based image navigation on airborne imagery: Previous research efforts

demonstrated image based navigation using either SFM or Kalman filtering on

image data collected from ground based robots or small UAVs under controlled

circumstances [19] [18] [2] [8] [3] [1] [26] [9] [17] [28]. This research expanded on

these previous efforts by demonstrating SFM based techniques on a much larger

scale, in uncontrolled environments and on a wide variety aerial platforms.

2. Comprehensive error characterization and simulation: This research developed

theory and simulation tools that can be used to predict errors in SFM based

reconstruction on specific platforms in specific environments.

3. Techniques for transformation of SFM reconstructions to world scales and co-

ordinate systems: This research developed a method for transforming SFM

reconstructions from arbitrary to real world coordinate systems. This method

can be used not only for navigation routines but also for geolocation of three

dimensional targets reconstructed using SFM.

4. Techniques for constraining bundle adjustment: This research developed showed

that SFM solutions can be improved with the use of various constraints that

are often available on airborne systems.

5. Application of Wahba’s problem to determine camera mounting parameters:

A novel method for determining the mounting parameters of a camera on an

aircraft was proposed. The method required GPS and image data collected
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during flight and may be a useful alternative to hardware measurements in

certain situations.

6. Demonstration of successful SFM in low triangulation angle situations: Success-

ful reconstructions were demonstrated with maximum triangulation angles as

low as .12o. This was done on actual images by constraining the focal length in

bundle adjustment to an artificially low value. It was shown that this method

increased reconstruction reliability but also increased error in the presence of

IMU noise. This method may allow for successful SFM in situations where it was

not previously thought to be possible due to small distances between cameras.

7. Invariance of reconstruction accuracy to focal length noise: Reconstruction ac-

curacy was not dependent on small amounts of focal length noise when accurate

IMU data was available. This means that precise calibration of focal length is

not necessary for SFM based navigation algorithms.

5.3 Recommendations

The following list summarizes the major recommendations for future research

and operational systems:

1. Future operational systems built to implement this type of algorithm should

use cameras that strive to achieve the lowest possible GSD while maintaining at

least 90% image overlap between sequential images for the expected operational

environment. Using multiple cameras to stitch images together allows for a wide

field of view without sacrificing image GSD. The system should be constructed

so that images of the ground are always taken no matter the attitude of the

aircraft.

2. Future operational systems built to implement this type of algorithm should

use stereo camera systems that ensure angular separation between the cameras

of at least .5o (assuming low GSD and high overlap) throughout the system’s

operational envelope. If the aircraft length or wingspan is too small to support
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the required stereo distance for a given envelope, consider designing a system to

tow a camera behind the aircraft or use cameras mounted on multiple aircraft

in a formation. Implementing this algorithm with a monocular camera system

will require a continuous outside source of scale updates (ie. radar altimeter,

INS, GPS).

3. Future operational systems built to implement this algorithm should incorpo-

rate systems capable of providing independent angular measurements of camera

attitude. The angular error in attitude needs to be commensurate with the

desired operational performance.

4. Conduct further work to make the simulation tools developed in this research

more robust and capable of quickly predicting error with a wide variety of camera

parameters and flight trajectories. Further validate simulation results with a

larger sample of actual data.

5. Conduct further research on ways to mitigate the effect of IMU errors on trajec-

tory reconstruction. In particular, conduct further research on the propagation

of angular errors in Structure from Motion.

6. Conduct further research to study the scale and position errors of three dimen-

sional target models created using SFM.

7. Conduct further research to determine ways of extracting features and perform-

ing SFM when overflying water, clouds or other feature deficient environments.

8. Develop an algorithm for incorporating the results of SFM trajectory recon-

struction into a Kalman filter with other navigation updates.

9. Conduct further software development to make the proposed algorithm run in

real time using government owned or contracted software that can be used on

future operational systems.
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