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A technique is presented to produce any desired partially coherent Schell-model source using a single phase-only liquid-crystal spatial light modulator (SLM). Existing methods use SLMs in combination with amplitude filters to manipulate the phase and amplitude of an initially coherent source. The technique presented here controls both the phase and amplitude using a single SLM, thereby making the amplitude filters unnecessary. This simplifies the optical setup and significantly increases the utility and flexibility of the resulting system. The analytical development of the technique is presented and discussed. To validate the proposed approach, experimental results of three partially coherent Schell-model sources are presented and analyzed. A brief discussion of possible applications is provided in closing. © 2015 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported License. [http://dx.doi.org/10.1063/1.4929811]

I. INTRODUCTION

For the past decade, the propagation and scattering of partially coherent light has been a very active area of research. For example, numerous published articles exist predicting the polarization, coherence, and beam shape of partially coherent light after propagating through free space and random media1–10 or scattering from deterministic and random objects/media.11–21 Much work has also been performed exploiting coherence to control beam shape22–30 and even as an encoding scheme for holography.31 Excellent reviews and more in-depth discussions of these topics can be found in Refs. 32–38.

With the many possible applications of partially coherent beams (e.g., free-space optical communications, particle trapping, etc.), techniques to synthesize them have naturally followed. A vast majority of this work has focused on generating Gaussian Schell-model (GSM) sources and their many variants.28–30,39–51 These techniques can roughly be divided into two groups—those which exploit the van Cittert-Zernike theorem32,50–52 and most relevant to this work, those which use diffusers or spatial light modulators (SLMs) to produce GSM sources.28–30,39,40,44–47,49

The SLM-based synthesis techniques predominately use phase-only SLMs because of their widespread commercial availability. Using phase-only SLMs to produce Schell-model sources has two main drawbacks. The first is that another optical element is required to control the amplitude of the source, thus complicating the optical setup. For GSM synthesizers, this element is naturally a Gaussian amplitude filter.28–30,39,40,44–47,49–51 For more general source shapes, another SLM (either amplitude or phase-only) could be used;53–56 however, aligning the SLMs can be difficult and is a potential source of error.

The second drawback is that one is generally limited to producing sources with Gaussian-shaped coherence functions since the phase imparted to the field after transmitting through the diffuser or SLM is a Gaussian random variable.39,49,52 References 57 and 58 show the effects on the far-zone mean irradiance when non-Gaussian coherence functions are used in combination with Gaussian phase screens. Even with this shortcoming, the variety of sources which can be produced is quite impressive;28–30,40,44–47 however, some sources cannot be generated because of the aforementioned underlying Gaussian statistics.

Very recently, techniques to synthesize general Schell-model sources have been proposed.26,27 These approaches employed a complex transmittance screen (termed a complex screen hereafter), where both the amplitude and phase of the initially coherent field were manipulated. In theory, since both the amplitude and phase are controlled, any desired partially coherent source can be created. In Refs. 26 and 39, the complex screen approach is presented as a computational-only method. This is because precisely controlling amplitude and phase in the laboratory is difficult, i.e., one needs amplitude filters or another SLM as previously stated. In Ref. 27, experimental results were presented; however, only the non-Gaussian phases of the complex screens were utilized to produce desired far-zone mean irradiance patterns; the coherence of the field in the far-zone was not considered.

In this paper, the experimental generation of any desired partially coherent source using a single phase-only SLM is
presented. Section II presents the theory underpinning the approach: First, the requisite background of the complex screen method is presented. Second, amplitude control using a phase-only SLM is discussed, namely, the diffraction efficiency of an artificial sawtooth phase grating is manipulated to produce the desired amplitude pattern. Last, the phase-only SLM command to produce one instance of a complex screen partially coherent source is discussed.

It must be noted that phase-only amplitude-control has been presented in numerous prior publications—the papers most relevant to this work are Refs. 59–65. Here, the phase-only amplitude-control technique described in Refs. 59–63 is utilized; Refs. 64 and 65 use a different approach. Although phase-only amplitude-control is not novel, the analytical development of the phase-only amplitude-control technique described in the aforementioned references is presented because it is relevant in implementing the complex screen method. References 59–63 derived the scattered field from a sawtooth grating assuming that there were an infinite number of SLM pixels per sawtooth. Here, the scattered field from a sawtooth grating formed from a finite number of SLM pixels is derived. It is shown that the true theoretical scattered-field relation converges quickly to the asymptotic expression given in Refs. 59–63. The number of SLM pixels per sawtooth required for the simpler asymptotic scattered-field relation to be accurate is discussed.

Experimental results of three partially coherent sources are presented in Section III. The first is a GSM source variant that has been theoretically analyzed in past literature.22,36 The experimental results are compared to the theoretical predictions to validate the proposed approach. The second and third partially coherent sources are sources which cannot be synthesized using existing techniques. These results are presented to demonstrate the flexibility and applicability of the technique. Finally, this paper is concluded with a brief summary of the presented research, including contributions and applications.

II. THEORY

In this section, the theory supporting the laboratory implementation of the complex screen method for generating partially coherent sources using a single phase-only SLM is presented. The spatially partially coherent sources that are generated are Schell-model sources, where the cross-spectral density $W$ takes the form

$$W(\rho_1, \rho_2, \omega) = \langle U(\rho_1, \omega)U^*(\rho_2, \omega) \rangle = \sqrt{S(\rho_1, \omega)} \sqrt{S(\rho_2, \omega)} \mu(\rho_1 - \rho_2, \omega),$$  
(1)

where $U$ is the scalar optical field, $S$ is the spectral density, $\mu$ is the spectral degree of coherence, $\rho = xx + yy$, $\omega$ is the radian frequency, and $*$ denotes the complex conjugate.32,33,36 Note that $S \geq 0$ and $|\mu| \leq 1$ for all $\rho$. Hereafter, the dependence of $W$, $U$, $S$, and $\mu$ on $\omega$ is suppressed.

A. Complex screen method

In the complex screen method for generating Schell-model sources, a random screen with the proper spatial statistics is applied to a coherent source field. A single instance of a complex screen field takes the form

$$U(\rho) = \sqrt{S(\rho)}T(\rho),$$  
(2)

where $T$ is the complex screen (both amplitude and phase are affected) and is a sample function drawn from a zero-mean, complex, Gaussian random process.27,39

Taking the autocorrelation of Eq. (2) yields

$$\langle U(\rho_1)U^*(\rho_2) \rangle = \sqrt{S(\rho_1)} \sqrt{S(\rho_2)} \langle T(\rho_1)T^*(\rho_2) \rangle.$$  
(3)

By comparing this expression with Eq. (1), one deduces that

$$\langle T(\rho_1)T^*(\rho_2) \rangle = \mu(\rho_1 - \rho_2).$$  
(4)

Although the preceding analysis is simple, the implication is quite important. It states that any Schell-model source can be generated if $\langle |U|^2 \rangle = S$, and if $T$ can be synthesized with an autocorrelation equal to the spectral degree of coherence $\mu$.

It must be reiterated that generating any Schell-model source is feasible only when the amplitude and phase are manipulated via $T$. Consider the traditional phase screen approach, easily implemented on an SLM, where $T = \exp(i\phi)$ and $\phi$ is a sample function drawn from a zero-mean, real, Gaussian random process ($j = \sqrt{-1}$). Equation (4) then becomes

$$\langle U(\rho_1)U^*(\rho_2) \rangle = \sqrt{S(\rho_1)} \sqrt{S(\rho_2)} \exp\{-\sigma_\phi^2(1-\gamma(\rho_1 - \rho_2))\},$$  
(5)

where $\sigma_\phi^2$ is the variance of $\phi$ and $\gamma$ is the normalized autocorrelation function of $\phi$.39,52

By comparing Eq. (5) to Eq. (1), one can clearly see that the traditional phase screen method is not as powerful as the complex screen approach when it comes to generating Schell-model sources. Practically, the only thing that can be done with the coherence function in Eq. (5) is to assume that $\gamma$ is Gaussian and $\sigma_\phi^2 \gg 1$. As a consequence of this latter assumption, the $1-\gamma$ term in the exponential must be small for the coherence function to possess a significant value. This prompts expanding $\gamma$ in a Maclaurin series and retaining only the first two terms. Subsequent simplification of the resulting expression yields a Gaussian coherence function.39,57,58

It might be possible with traditional phase screens to match the flexibility of the complex screen approach, if $\phi$ is drawn from a non-Gaussian random process; however, a Gaussian random process is one of the few (if only) random processes where the required moments, in particular, the moment in Eq. (5), can be computed in closed form. A non-Gaussian phase screen technique similar to that used in Ref. 27 could be employed here; however, as was shown in that paper, the desired spectral degree of coherence $\mu$ and the achievable $\mu$ are not equal (they are approximately equal). Before progressing to how the random amplitude of $U$ is reproduced using a single phase-only SLM, a brief summary of how $T$ are synthesized is presented.
Let $T$ and $\hat{T}$ be Fourier transform pairs, i.e.,
\[
\hat{T}(f) = \int_{-\infty}^{\infty} T(\rho) e^{-2\pi i \rho f} \, d\rho,
\]
\[
T(\rho) = \int_{-\infty}^{\infty} \hat{T}(f) e^{2\pi i \rho f} \, df,
\]
where $f = xf_x + yf_y$ is the spatial frequency vector. Recall that $T$ is a sample function drawn from a zero-mean, complex, Gaussian random process such that
\[
\langle T(\rho) \rangle = 0,
\]
\[
\langle T(\rho_1) T^*(\rho_2) \rangle = \mu(\rho_1 - \rho_2).
\]
Note that $T$ is a homogeneous random field; therefore, by the spatial equivalent of the Wiener-Khinchin theorem
\[
\langle T(\rho_1) T^*(\rho_2) \rangle = \int_{-\infty}^{\infty} \Phi^T(\rho) e^{2\pi i \rho (\rho_1 - \rho_2)} \, d\rho,
\]
where $\Phi^T$ is the power spectral density of $T$. Expanding $T$ in a Fourier series yields
\[
T(\rho) = \sum_{m,n} T[m,n] e^{2\pi i m x/L} e^{2\pi i n y/L},
\]
where $T$ are zero-mean, circular complex Gaussian Fourier series coefficients, $m$, $n$ are the discrete spatial frequency indices of the matrix $T$, and $L$ is the physical size of the discrete grid. Taking the autocorrelation of Eq. (9) and comparing that result to Eq. (8) implies that
\[
\langle |T[m,n]|^2 \rangle = \Phi^T \left[ m \atop L \right] \left[ n \atop L \right] \frac{1}{L^2}.
\]
Note that $\langle |T|^2 \rangle$ is equivalent to the variance of the Fourier series coefficients. Since $T$ are circular complex Gaussian, the variances of the real and imaginary parts of $T$ are equal, thus,
\[
\sigma^2_{Re(T)} = \sigma^2_{Im(T)} = \Phi^T \left[ m \atop L \right] \left[ n \atop L \right] \frac{1}{2L^2}.
\]
Combining these results, a complex screen $T$ can be generated by
\[
T[i,j] = \sum_{m,n} r[m,n] \sqrt{\Phi^T \left[ m \atop L \right] \left[ n \atop L \right] \frac{1}{2L^2}} e^{2\pi i m x/L} e^{2\pi i n y/L}, \tag{12}
\]
where $i, j$ are the discrete spatial indices of the screen $T$, $N$ is the number of points per side of the screen, and $r$ is a $N \times N$ matrix of zero-mean, unit-variance, circular complex Gaussian random numbers.39

Equation (12) is in the form of a discrete inverse Fourier transform; and therefore, for computational efficiency, the fast Fourier transform algorithm is commonly used to synthesize $T$.

C. Controlling amplitude

In this section, the phase-only amplitude-control technique utilized in this research is theoretically developed. The general concept is to use the SLM to create a periodic phase grating that produces the desired field in the first diffraction order. By manipulating the characteristics of the grating, both the amplitude and phase of the field can be controlled.

The analysis begins with the derivation of the far-zone scattered electric field $E^s$ from a discrete periodic sawtooth grating. This result is used to derive the ratio $E^s(h)/E^s(h = \lambda)$, which provides the relationship between the sawtooth height $h$ and the field (both amplitude and phase) in the first diffraction order.

1. Far-zone scattered field from sawtooth grating

Consider the scattering geometry depicted in Fig. 1. The figure shows a $z$-polarized (vertically polarized) incident field scattered from a discrete periodic sawtooth grating. Each sawtooth is $L \times h$ and composed of $N + 1$ rectangular pulses (physically SLM pixels) of width $d$. There are a total of $M + 1$ sawteeth in the grating. The scattered field is observed in the far zone and in the specular direction with respect to the sawteeth when $h = \lambda$ (i.e., in the direction of the first diffraction order). Note that the incident-field polarization state and observation direction match the experimental setup discussed in Section III. To simplify the analysis, the grating is assumed to be perfect reflecting (i.e., a
perfect electric conductor) and invariant in the $z$ direction. These simplifications do not affect the result.

The incident field is assumed to be a plane wave, where the incident electric $E^i$ and magnetic $H^i$ fields take the form

$$E^i = \varepsilon E_0 e^{i k y},$$

$$H^i = -\frac{x}{\eta} E_0 e^{i k y}. \quad (13)$$

Here, $E_0$ is the amplitude of the incident electric field, $\eta$ is the intrinsic impedance of vacuum (approximately $377 \, \Omega$), and $k = 2\pi/\lambda$ is the wavenumber. Note that the $\exp(i\omega t)$ convention is utilized and subsequently suppressed.

The far-zone scattered electric field $E^s$ is found using the superposition principle, i.e.,

$$E^s \approx -\sqrt{\frac{j k}{8\pi}} e^{i k \hat{p}} \frac{1}{\eta_0} \left( \hat{\phi} \hat{\phi} + \hat{\hat{z}} \right) \cdot N. \quad (14)$$

The potential $N$ is found using the superposition principle, i.e.,

$$N = \sum_{m=0}^M \sum_{n=0}^N N_{m,n},$$

$$N_{m,n} = \int_{C_{m,n}} J_{m,n}(\rho') e^{-i k \hat{\rho} \cdot \rho'} dC', \quad (15)$$

where $m$ is the sawtooth index, $n$ is the pixel index, $C_{m,n}$ denotes the contour along the $n$th pixel in the $m$th sawtooth, and $J_{m,n}$ is the electric current induced on the $n$th pixel in the $m$th sawtooth by the total field $E = E^i + E^s$. Since $d/\lambda \approx 23$ (details provided in Section III), the physical optics (PO) approximation is used to find $J_{m,n}$

$$J_{m,n} \approx 2 \hat{n}_\text{pix} \times H|_{\rho = \rho'},$$

$$\left. \right|_{\rho = \rho'} = \frac{2 E_0}{\eta} \exp \left( j k n \frac{\hat{h}}{L} \right). \quad (16)$$

where $\hat{n}_\text{pix} = \hat{y}$ is the unit-normal vector with respect to the SLM pixels (see Fig. 1).

Substituting Eq. (16) into Eq. (15), evaluating the simple, yet tedious integrals, and simplifying yields

$$N = \frac{2 E_0}{\eta} d \sin \left( k \frac{d}{2} \hat{\rho} \cdot \hat{x} \right) \sum_{m=0}^M \sum_{n=0}^N \exp \left( j k m L \hat{\rho} \cdot \hat{x} \right),$$

$$\times \left[ \sum_{n=0}^N \exp \left( j k n d \psi \right) \right], \quad (17)$$

where $\psi = \hat{\rho} \cdot \hat{x} + (h/L) (1 + \hat{\rho} \cdot \hat{y})$.

As expected from antenna array theory, Eq. (17) is the product of the far-zone field pattern from a single array element and the array pattern. In this case, the $\sin(x)/x$ term is the element pattern, i.e., the far-zone field scattered from a rectangular pulse of width $d$. The product of the summations comprises the array factor, where the $m$ and $n$ summations are the sawtooth and SLM pixel contributions, respectively.

Using trigonometric identities, the $m$ and $n$ summations can be expressed in a more compact form

$$N = \frac{2 E_0}{\eta} d \sin \left( k \frac{d}{2} \hat{\rho} \cdot \hat{x} \right) \sum_{m=0}^M \sum_{n=0}^N \exp \left( j k m L \hat{\rho} \cdot \hat{x} \right).$$

$$\times \left[ \sum_{n=0}^N \exp \left( j k n d \psi \right) \right]. \quad (18)$$

The far-zone scattered electric field $E^s$ can be found by substituting Eq. (18) into Eq. (14). Since $E^s \propto N$ and a ratio of scattered fields is ultimately desired, this step is superfluous and not performed here.

2. Ratio of scattered fields

Using Eq. (18), the ratio $E^s(h)/E^s(h = \lambda) = E^s(h)/E^s(h = \lambda)$, which gives the relationship between $h$ and the field in the first diffraction order, can be derived.

Relating the angle of incidence and reflection $\theta$ to the observation angle $\phi$ via simple geometry yields the following relations:

$$\hat{\rho} \cdot \hat{x} = \cos \phi = -2 \frac{\lambda}{L} \frac{1}{1 + (\hat{\lambda}/L)^2},$$

$$\psi = \hat{\rho} \cdot \hat{x} + \frac{h}{L} (1 + \hat{\rho} \cdot \hat{y}) = \cos \phi + \frac{h}{L} (1 + \sin \phi) \quad \frac{2}{L} \frac{h - \lambda}{L}.$$ \quad (19)

Substituting these into Eq. (18) and computing $E^s(h)/E^s(h = \lambda)$ produces the desired result, i.e.,

$$E^s(h) \left/ E^s(h = \lambda) \right. = \frac{1}{N + 1} \sin \left( \frac{2\pi}{N + 1} \frac{1 - h/\lambda}{1 + (\hat{\lambda}/L)^2} \right),$$

$$\times \exp \left[ -j 2\pi \frac{\lambda}{N + 1} \frac{1 - h/\lambda}{N + 1 + (\hat{\lambda}/L)^2} \right]. \quad (20)$$

This is the true relation, within the accuracy of the PO approximation, for the field in the first diffraction order versus sawtooth height $h$.

Before progressing to the SLM command, a few more aspects of this result warrant discussion. Since $d \gg \lambda$, it stands to reason that $L \gg \lambda$; therefore, $1 + (\hat{\lambda}/L)^2 \approx 1$. The factor of 2 in the sine and exponential arguments is a result of modeling the SLM as a reflection grating. It is due to the two-way path light traverses as it reflects from the grating. SLMs are calibrated to determine how SLM command maps to applied phase $\phi$. In the process of making these calibration measurements, the factor of 2 in Eq. (20) is incorporated into the measured $\phi$. Thus, the factor of 2 must be removed from Eq. (20) so that the correct phase is applied by the SLM. Finally, if the number of pixels per sawtooth becomes large, Eq. (20) becomes

$$E^s(h)/E^s(h = \lambda) \approx \frac{1}{N + 1} \sin \left( \frac{2\pi}{N + 1} \frac{1 - h/\lambda}{1 + (\hat{\lambda}/L)^2} \right) \times \exp \left[ -j 2\pi \frac{\lambda}{N + 1} \frac{1 - h/\lambda}{N + 1 + (\hat{\lambda}/L)^2} \right]. \quad (21)$$
\[
\lim_{N \to \infty} \frac{E_z(h)}{E_z(h = \lambda)} = H(h) \exp[-jP(h)] = \text{sinc}[\pi(1 - h/\lambda)] \exp[-j\pi(1 - h/\lambda)].
\] (21)

This is the field relation given in Refs. 59–63 and is correct for a continuous sawtooth grating. Equation (20) rapidly converges to Eq. (21), such that for \( N > 4 \), \( H(h) \) can be inverted to determine the required \( h \). Equations (20) and (21) were experimentally verified using an eight pixel per sawtooth grating. The sinc-like amplitude behavior versus \( h \) held for irradiances captured in both the far-zone and source-plane cameras (SPCs) (described in detail in Section III). These experimental results are not presented here for the sake of brevity. Note that the grating imparts an unwanted phase to the field. As shown below, it can be removed with a corresponding SLM command.

### D. SLM command

With the proceeding analysis, one can determine the SLM command to generate a single instance of a general Schell-model source. The first step is to generate a complex screen field instance \( U \) [recall Eq. (2)], which requires a desired spectral density \( S \) and a complex screen \( T \) synthesized in the manner outlined in Section II B. The required sawtooth heights \( h \) are found by solving \( h = H^{-1}([U]) \). The SLM command \( C \) is

\[
C[i, j] = D[\arg(\exp [j(G(h) + \arg(T) + F(h))])] \tag{22}
\]

where \( D \) is the function that maps phases to digital commands, \( G \) is the function that forms the two-dimensional sawtooth phase grating with the appropriate \( h \), and \( F \) is the function that creates two-dimensional \( P \). The purpose of \( F \) is to remove the unwanted phase imparted to the field by \( G \). The desired \( U \) is the first diffraction order.

The sawteeth making up the grating will have the same length \( L \), but, in general, have different heights. The grating can be formed in the \( x \) direction (as shown in Fig. 1), the \( y \) direction, or in both directions. The grating period \( L = (N + 1)d \) determines the fidelity of the sawtooth grating (a larger \( L \) better approximates a continuous sawtooth) as well as the relative separation of the diffraction orders (a smaller \( L \) provides wider diffraction order separation). Therefore, \( L \) must be chosen such that a high-fidelity \( |U| \) can be produced, while providing enough separation between the orders so that the desired first order can be effectively separated from the others (typically using a spatial filter) with little corruption. Ultimately, the choice of \( L \) (really \( N \)) will depend heavily on \( U \) and the experimental setup.

### III. EXPERIMENTAL RESULTS

#### A. Experimental setup

Figure 2 shows a schematic of the experimental setup. Light leaves a 2 mW 632.8 nm HeNe laser and is expanded 20 times before passing through a half-wave plate (HWP) and a linear polarizer (LP). The linear polarizer and half-wave plate serve to align the laser’s linear polarization state to the command polarization state of the SLM (accomplished using the linear polarizer set in the vertical direction) and to control the power incident on the SLM (accomplished using the half-wave plate in combination with the linear polarizer).

After traversing the half-wave plate and linear polarizer, the light is incident on the SLM. The SLM used here is a 512 × 512 Boulder Nonlinear Systems (BNS) model P512-0635 with a 15 \( \mu \)m pitch.69 As shown, light scatters from the SLM into multiple diffraction orders. Here, the light in the first order is used and ultimately directed to the sensors. The other orders are either physically blocked with the iris or miss the detectors.

Here, eight SLM pixels per sawtooth were used. This choice provided the necessary amplitude fidelity, while sufficiently separating the diffraction orders such that the desired first order could be passed through the optical system with little degradation from the other orders. The SLM grating was applied in both the \( x \) and \( y \) directions. The BNS SLM utilized in the experiments has a fill factor of 83.4%.59 The “dead-space” between pixels results in a very bright, uncontrollable zeroth diffraction order which forms a sinc-like pattern in the far zone. Applying the grating in both the \( x \) and \( y \) directions moves the desired first order away from the zeroth-order sinc side lobes (oriented along the \( x \) and \( y \) directions), thus minimizing corruption.

After scattering from the SLM, the light enters a 4-\( f \) system composed of two 350 mm lenses. At the focus of the first 350 mm lens, an iris (I) is used to block all orders except the desired first order. After passing through the second 350 mm lens, the light is split by a 50:50 beam splitter (BS) and directed along two paths.
The first path, called the far-zone path, consists of a 1500 mm lens, which is placed at the focus of the second 350 mm lens, and a camera. The far-zone camera (FZC) is placed at the focus of the 1500 mm lens. Note that the 4-f/iris system effectively places the source plane (or the desired U) at the 1500 mm lens location (see corresponding green dashed line in Fig. 2); therefore, the far-zone camera captures the far-zone irradiance pattern of U. The far-zone camera is a Lumenera LU125M camera—1280 × 1024 with a 6.7 μm pitch. 70

The second path, the source-plane path, consists of a 500 mm–250 mm lens system (the lenses are separated by 750 mm) and a camera. The 500 mm lens is placed 500 mm from the focus of the second 350 mm lens. Another iris is used at the focus of the 500 mm lens to pass only the desired first diffraction order. The SPC is placed at the focus of the 500 mm lens (see corresponding green dashed line in Fig. 2). The 500 mm–250 mm lens/iris system places demagnified (by a factor of two) U at the location of the source-plane camera (see corresponding green dashed line in Fig. 2); therefore, the source-plane camera captures the irradiance of U at 1/2 size. Like the far-zone camera, the source-plane camera is a Lumenera LU125M camera.

By collecting both the source-plane and far-zone irradiance patterns, the accuracy of the complex screen approach for generating partially coherent Schell-model sources can be determined. It is quite clear from Eqs. (3) and (4) that the spectral density S can be determined from averaging source-plane irradiances. Therefore, the summed source-plane camera images show how accurately the spectral density S of the desired Schell-model source is produced. Simple analysis shows that the far-zone spectral density is predominately driven by the spectral degree of coherence μ.22,33,36 Therefore, the summed far-zone camera images show how accurately the spectral degree of coherence μ of the desired Schell-model source is produced. In the experimental results to follow, 5000 source-plane camera and far-zone camera images were used to compute the source-plane and far-zone spectral densities.

In addition to the experimental results, simulation results are also presented below. For the simulations, the equipment and setup described above performed perfectly, i.e., no noise, aberrations, jitter, etc. These results are presented to demonstrate the best that can be achieved using the apparatus depicted in Fig. 2. Like in the experiments, 5000 simulated source-plane camera and far-zone camera images were used to compute the source-plane and far-zone spectral densities.

B. Schell-model source results

1. Bessel-Gaussian-correlated Schell-model (BGSM) source

The first Schell-model source experimentally produced was a BGSM source

\[
W(\rho_1, \rho_2) = \exp \left( -\frac{\rho_1^2 + \rho_2^2}{4\sigma^2} \right) 
\times J_0 \left( \frac{\beta}{\delta} |\rho_1 - \rho_2| \right) \exp \left( -\frac{|\rho_1 - \rho_2|^2}{2\delta^2} \right),
\]

(23)

where σ and δ are the root-mean-square-widths of the spectral density and the Gaussian component of the spectral degree of coherence, respectively, β is the real constant, and \( J_0 \) is the zeroth-order Bessel function of the first kind. 22,36 It is clear from the above expression that the source-plane spectral density \( S = W(\rho, \rho) \) is Gaussian.

With the BGSM cross-spectral density W provided above, a closed-form expression for the far-zone W can easily be derived. 22,36 In the experiments, the far-zone BGSM \( W \) is produced by using a lens, where the lens and source plane are collocated. This scenario is equivalent to the classic Fourier optics problem of an input placed against a lens.71 Omitting the details for the sake of brevity, the BGSM W recorded at the focal plane of the lens is

\[
W(\rho_1, \rho_2) = \frac{k^2 \sigma^2}{2f^2} \exp \left( -\frac{\beta^2}{4\gamma \delta^2} \right) \exp \left[ \frac{1}{2f} (\rho_1^2 - \rho_2^2) \right] 
\times \exp \left[ -\frac{1}{16\gamma f} (\rho_1 + \rho_2)^2 \right] I_0 \left( \frac{\beta k}{4\gamma \delta f} (\rho_1 + \rho_2) \right) 
\times \exp \left[ -\frac{1}{2} \frac{k\sigma}{f} (\rho_1 - \rho_2)^2 \right] 
\]

(24)

where \( \gamma = 1/(8\sigma^2) + 1/(2\delta^2) \), \( f \) is the focal length of the lens, and \( I_0 \) is the zeroth-order modified Bessel function of the first kind. The far-zone BGSM spectral density \( S \), which is used to validate the experimental results, is

\[
S(\rho) = \frac{k^2 \sigma^2}{2f^2} \exp \left( -\frac{\beta^2}{4\gamma \delta^2} \right) \exp \left( -\frac{k^2}{4f^2} \rho^2 \right) I_0 \left( \frac{\beta k}{2\gamma \delta f} \rho \right)
\]

(25)

and has a distinctive ring shape.

Figure 3 shows the experimental BGSM results. The σ, δ, and β of the BGSM source were 0.4525 mm, 1.3576 mm, and 10, respectively. The rows of Fig. 3 are theoretical S [Figs. 3(a) and 3(b)]; simulated S [Figs. 3(c) and 3(d)]; instances of experimental \( |U|^2 \), i.e., example source-plane camera and far-zone camera images [Figs. 3(e) and 3(f)], respectively; experimental S [Figs. 3(g) and 3(h)]; and \( y = 0 \) slices of theoretical, simulated, and experimental normalized S [Figs. 3(i) and 3(j)], respectively. The columns of the figure are source-plane S (left column) and far-zone S (right column), respectively.

The experimental S presented in Fig. 3 was formed by subtracting an estimate of the source-plane camera and far-zone camera noise floors from the raw S (negative source-plane and far-zone S values were set to zero). The noise floor estimates were obtained by averaging the values of all raw S pixels that fell below an empirically determined threshold value. Here, that threshold value was 1/5 the maximum pixel value in the raw S.
Overall, the results are quite good. The agreement between the theoretical, simulated, and experimental far-zone \( S \) is excellent [Figs. 3(b), 3(d), 3(h), and 3(j)], i.e., the distinctive far-zone ring is clearly reproduced. For the source-plane \( S \) results, the theoretical and simulated results are in very good agreement [Figs. 3(a), 3(c), and 3(i)]. The agreement between the experimental source-plane \( S \) and the corresponding theoretical and simulated results is not as impressive as in the far-zone \( S \) results; however, one can clearly see the Gaussian shape in the experimental \( S \) [Figs. 3(g) and 3(h)], respectively. They are fully developed speckle patterns.\(^7\)

As a consequence of the complex Gaussian moment theorem,\(^7\) the speckle sizes in the source plane and far zone are related to the radii of the source-plane and far-zone coherence functions, respectively. The BGSM source-plane and far-zone coherence functions are obtained from Eqs. (23) and (24), respectively, and are

\[
\begin{align*}
\mu_{SP}(|\rho_1 - \rho_2|) &= J_0\left(\frac{\beta}{C_0} |\rho_1 - \rho_2|\right) \exp\left(-\frac{|\rho_1 - \rho_2|^2}{2\delta^2}\right) \\
\mu_{FZ}(|\rho_1 - \rho_2|) &= \exp\left[-\frac{1}{2} \frac{k r}{f} (\rho_1 - \rho_2)^2\right].
\end{align*}
\]  

Assuming that the first zero of the Bessel function and the \(1/e\) point are representative of the widths of \(\mu_{SP}\) and \(\mu_{FZ}\), respectively, using the values of \(k, f, \sigma, \beta, \) and \(\delta\) provided above, and taking into account that the source-plane camera images the source plane at \(1/2\) size, the theoretical source-plane and far-zone speckle sizes are approximately 0.160 mm and 0.470 mm. Note that these values are consistent with the source-plane and far-zone speckles evident in Figs. 3(e) and 3(f), respectively.

2. New Mexico State University (NMSU) Air Force Institute of Technology (AFIT) and retina fingerprint Schell-model sources

To demonstrate the flexibility of the experimental complex screen technique presented here, two Schell-model sources that could not be synthesized using existing approaches were generated. The first had source-plane and far-zone \( S \) in the shapes of the NMSU and AFIT logos, respectively. The second source had a source-plane and far-zone \( S \) that were a retina scan and fingerprint, respectively.

Figures 4 and 5 show the NMSU AFIT and retina fingerprint Schell-model source results, respectively. The layout of both figures is the same: Figs. 4(a), 4(b), 5(a), and 5(b) show the original logos/images, Figs. 4(c), 4(d), 5(c), and 5(d) show the simulated source-plane and far-zone \( S \), respectively, and Figs. 4(e), 4(f), 5(e), and 5(f) show the experimental source-plane and far-zone \( S \), respectively. Like in the BGSM results, the estimated noise floors (obtained in the same manner as described above) were subtracted from the raw \( S \) to form the experimental images shown in Figs. 4 and 5.

For the NMSU AFIT Schell-model source results [Fig. 4], both logos are clearly reproduced. The agreement between the simulated [Figs. 4(c) and 4(d)] and experimental results [Figs. 4(e) and 4(f)] is excellent. Recall that the simulated results represent the best that can be achieved using the experimental setup described above. Note that if one were to position the far-zone camera close to the 1500 mm lens and capture images as the camera moved back to its depicted position at the focus of the 1500 mm lens (see Fig. 2), on average, one would observe a NMSU-logo beam transform into an AFIT-logo beam.

For the retina fingerprint source results [Fig. 5], the far-zone \( S \), i.e., the fingerprint, is successfully reproduced with a majority of the ridges clearly visible [Figs. 5(b), 5(d), and 5(f)].
In contrast, many features are lost in the generated retina scan images [Figs. 5(a), 5(c), and 5(e)]. The only original image attributes that are reproduced are the large blood vessel and C-shaped bright feature at the bottom and center of the original image, respectively. The quality of the experimental source-plane $S$ is expected since the identifying features in the retina scan image, i.e., the blood vessels, are small and similar in brightness to the image background.

The retina fingerprint source is at the limit of what can practically be produced using the equipment and apparatus depicted in Fig. 2. This statement is supported by the good agreement between the simulated and experimental results [Figs. 5(c)–5(f)]. It bears repeating that the simulated results represent the best that can be achieved using the experimental setup described above. Overall, the small drop in image quality between the simulated and experimental results is easily accounted for by experimental errors, such as optical aberrations, jitter, noise, and nonuniform SLM illumination. Note that better results are, of course, achievable with a different apparatus. Section III B 3 discusses important factors that must be considered when designing a system for a specific application.

3. Discussion

While in theory, there is no limit (with the exception of diffraction) to the quality of the Schell-model source that can be produced using the complex screen method, the size and pixel pitch of the SLM limit what can practically be achieved. As previously discussed, the source-plane speckle size is related to the radius of the source-plane coherence function. The source-plane speckles are the fundamental building blocks of the source-plane spectral density $S$ (recall that $S$ is formed by averaging speckle images). Thus, a high-quality source-plane $S$ depends on the ability of the SLM to produce high-quality source-plane speckle patterns. Since the SLM forms the speckle patterns by controlling the heights of the sawteeth in the grating, it stands to reason that at least two sawteeth per speckle (spatial Nyquist criterion) are required to produce an acceptable source-plane speckle pattern. This can be difficult to achieve. For instance, the SLM used here (utilizing an eight pixel per sawtooth grating) barely satisfied this criterion (between two and three sawteeth per speckle) for the simulated and experimental source-plane $S$ presented above. This, in addition to other common experimental errors, such as noise, aberrations, jitter, and nonuniform illumination, explains the quality of the experimental source-plane spectral density $S$ results.

In the far zone, the quality of $S$ is driven predominately by the ability of the SLM to produce the desired phase in the source plane. To produce high-quality phase screens, 10 SLM pixels per source-plane coherence width are generally required. This criterion is relatively easy to meet in practice. For example, the SLM used here possessed at least 20 pixels
per coherence width for the simulated and experimental far-zone $S$ generated and presented above. This explains why, in general, the far-zone $S$ results are of a higher quality than the source-plane $S$ results.

In a real-world application, the general system design criteria discussed in the preceding paragraphs need to be considered. Here, the goal was to present the complex screen technique and demonstrate proof of concept with no specific application in mind. The experimental results presented in Sections III B 1 and III B 2 achieve this goal.

IV. CONCLUSION

In this paper, the experimental generation of any desired partially coherent Schell-model source using a single phase-only SLM (phase-only control) was presented. This was accomplished in the laboratory by implementing the complex screen technique,26,27 where both the amplitude and phase of an initially coherent source/field were controlled. Traditional approaches for generating Schell-model sources used SLMs in combination with amplitude filters to control both the phase and amplitude, respectively.28–30,39,44–47,49–51 Here, by using a single SLM to manipulate both amplitude and phase, these filters can be removed, thereby simplifying the optical setup while significantly increasing the flexibility of the overall system. This is a significant development and is the main contribution of this research.

Section II developed the complex screen technique theoretically: First, the germane details of the complex screen approach were presented. Second, amplitude control using a single phase-only SLM was presented and discussed. Lastly, a generic phase-only SLM command, required to produce a single instance of a Schell-model source, was shown.

The technique was validated experimentally in Section III. Three Schell-model sources were generated in the laboratory. The first, a BGSM source (theoretically analyzed in past literature22,26), was chosen so that the theoretical predictions could be directly compared to experimental results. These results ultimately validated the proposed approach, as the agreement between theory, simulation, and experiment was quite good. The second and third Schell-model sources were sources that could not be generated using existing techniques. The NMSU AFIT and retina fingerprint Schell-model sources were generated with mixed results. The NMSU and AFIT logos were clearly reproduced and the agreement between the simulated and experimental results was excellent. While the fingerprint image was successfully reproduced, many key features in the generated retina scan images were lost. The retina fingerprint Schell-model source was at the limit of what could practically be synthesized using the validation setup. This was supported by the good agreement between the simulated and experimental retina fingerprint source results. Finally, the overall quality of the reproduced images and factors that must be considered when designing a system for a specific application were discussed.

The method introduced in this paper will be useful in any application where precise control over beam shape and coherence are important. Some of these applications include free-space optical communications, directed energy, material processing, and particle manipulation.
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