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Abstract

Dismount detection, the detection of persons on the ground and outside of a vehicle, has applications in search and rescue, security, and surveillance. Spatial dismount detection methods lose effectiveness at long ranges, and spectral dismount detection currently relies on detecting skin pixels. In scenarios where skin is not exposed, spectral textile detection is a more effective means of detecting dismounts.

This thesis demonstrates the effectiveness of spectral textile detectors on both real and simulated hyperspectral remotely sensed data. Feature selection methods determine sets of wavebands relevant to spectral textile detection. Classifiers are trained on hyperspectral contact data with the selected wavebands, and classifier parameters are optimized to improve performance on a training set. Classifiers with optimized parameters are used to classify contact data with artificially added noise and remotely-sensed hyperspectral data.

The performance of optimized classifiers on hyperspectral data is measured with Area Under the Curve (AUC) of the Receiver Operating Characteristic (ROC) curve. The best performances on the contact data are 0.892 and 0.872 for Multilayer Perceptrons (MLPs) and Support Vector Machines (SVMs), respectively. The best performances on the remotely-sensed data are $\text{AUC} = 0.947$ and $\text{AUC} = 0.970$ for MLPs and SVMs, respectively. The difference in classifier performance between the contact and remotely-sensed data is due to the greater variety of textiles represented in the contact data. Spectral textile detection is more reliable in scenarios with a small variety of textiles.
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SPECTRAL TEXTILE DETECTION IN THE VNIR/SWIR BAND

I. Introduction

Dismount detection, the process of detecting human beings located on the ground and outside of a vehicle, has applications in both civilian and military domains [31, 43]. The need for a reliable dismount detection system has prompted research into various methods of dismount detection. One approach that has been investigated is spectral detection [80], which searches for a spectral signature consistent with the presence of a dismount. The efforts by Nunez [62] capitalize on the spectral domain to detect skin as part of a dismount detection system. However, relying on skin detection for dismount detection poses problems in scenarios where a dismount’s skin is not exposed. A spectral dismount detector is more robust if it can detect other spectral signatures that are highly correlated with dismounts. This thesis advances spectral detection of dismounts by investigating the performance of spectral textile detectors on remotely-sensed hyperspectral data.

1.1 Problem Statement

The necessity of dismount detection has inspired numerous efforts to reliably detect dismounts [31, 43, 80]. Spectral dismount detection exploits a spectral signature unique to dismounts. Types of spectral signatures employed to detect dismounts consist of hair and skin, which are closely associated with the presence of a human body. A spectral dismount detector locates dismounts by searching for these unique spectral signatures.

While the spectra of hair and skin are typically consistent with the presence
of a dismount, detecting these spectra may prove difficult or impossible in certain conditions. For instance, in a search and rescue operation in a cold climate, it is likely that the dismounts have a significant portion of their body’s surface area covered by clothing. A spectral detector searching for human skin and hair in a cold climate has limited capability due to the high probability that very little or no hair or skin is exposed for detection. In such a scenario, a spectral textile detector will detect the clothing that the dismounts are wearing and provide valuable assistance to rescuers.

The effectiveness of any spectral detection system depends on the set of wavelengths used in the detection algorithm. Hyperspectral Imagers (HSIs) are sensors that collect the radiance over hundreds of wavebands throughout the Visible/Near-Infrared (VNIR) and Short-Wave Infrared (SWIR) ranges for each pixel in an image [88]. Unlike a standard color camera, which only collects radiance at three distinct wavebands: red (620-720 nm), green (495-570 nm), and blue (450-495 nm). HSIs measure the VNIR and SWIR spectral signatures of a subject with high spectral resolution. This abundance of information creates a multitude of characteristics for textile detection capabilities.

The abundance of information from a hyperspectral image is useful in detecting textiles. However, using the entire spectrum of HSI information could be costly and possibly degrade detection capabilities. Depending on the type of detection algorithm used, it may be overly time-consuming to process hundreds of spectral bands for each of the thousands of pixels in a hyperspectral image. Hyperspectral data is generally highly redundant, so many bands of a hyperspectral image may be removed without significantly hindering classification accuracy [87]. It is therefore desirable to reduce the dimensionality of hyperspectral data. Feature selection methods identify the features in a data set that are most relevant to a machine learning problem. Feature selection can be used to identify the wavebands in hyperspectral data that are best-
suited for textile detection purposes.

Textile detection is a valuable method for detecting dismounts independently, or as an extension of an existing dismount detection system. This thesis determines a feature set of HSI wavebands, and a detection method than can detect textiles with high accuracy. The feature sets and detection methods are applied to remotely-sensed data representative of a dismount detection scenario.

1.2 Justification

An accurate spectral textile detector utilizing the VNIR/SWIR wavebands is a valuable asset to dismount detection systems. A spectral textile detector would increase the effectiveness of existing spectral dismount detection systems, which currently rely on skin detection for cueing. Estimates of body surface area measurements reveal that shoes, long pants, and a long-sleeved shirt cover approximately 85% of a dismount’s body [57]. Detecting the small fraction of skin exposed to the sensor becomes a difficult subpixel detection problem when the imager resolution is not sufficient to yield full textile pixels. However, with textiles covering 85% of a dismount, it is more probable to encounter pixels with only textile endmembers. Thus a textile detector allows for a more simple detection methodology.

Spectral detection methods are used in the development of subpixel detection, producing detectable targets for pixels encompassing multiple endmembers [13]. Subpixel detection methods become more effective as the abundance of the target endmember within the pixel increases [88]. In scenarios where a dismount does not occupy a full pixel, detecting the dismount’s textile signature may be easier than detecting its skin signature as there will be a greater abundance of textile for the subpixel detection process.
1.3 Assumptions

Using a textile detector as part of a dismount detection system assumes that the presence of textiles is an indicator of the presence of a dismount. This assumption is based on the following: first, the dismounts are presumed to be wearing clothing composed of textiles that are exposed to the sensor’s field of view; second, the majority of objects in the scene, other than clothing worn by dismounts, are composed of non-textiles. While this assumption may be suspect in certain cases, considering the variety of applications in which textiles are used, this research considers this assumption valid.

The hyperspectral signatures used in this thesis are processed in the reflectance domain. Reflectance is the ratio of electromagnetic power reflected by an object to the electromagnetic power incident on the object, inclusively bounded from 0 to 1 [72]. The electromagnetic power reflected by an object is measured directly by the sensor. To calculate reflectance, an accurate measurement of the radiance incident on the objects in a scene must be determined. In the hyperspectral images used in this thesis, a measurement of incident radiance is provided by pixels fully occupied by a Spectralon® white reflectance panel. Spectralon® panels are commonly used to approximate a surface with reflectance equal to 1 at all wavelengths [71].

The hyperspectral data used in this thesis consists of both contact and remotely-sensed data. Contact data was collected using a contact probe with a built-in lamp that produced electromagnetic energy in the VNIR/SWIR range. Remotely-sensed data was collected with VNIR and SWIR line scan imagers outdoors on a sunny day. Thus, the results presented in this thesis assume that the incident electromagnetic energy in the VNIR/SWIR range is sufficient to produce meaningful reflectance measurements.
1.4 Standards

The performance of spectral textile detectors is presented using probability of detection ($P_D$), probability of false alarm ($P_{FA}$), and Equal Weighted Accuracy (EWA). For this thesis, $P_D$ is defined as the number of instances of correctly identified textiles divided by the total number of instances of textiles, and $P_{FA}$ is defined as the number of instances of non-textile spectra incorrectly identified as textiles divided by the total number of instances of non-textile spectra. EWA is a measure of accuracy for both textiles and non-textiles, defined as [16]:

$$EWA = \frac{P_D + (1 - P_{FA})}{2},$$

bounded inclusively from 0 to 1. $P_D$, $P_{FA}$, and EWA will be calculated for multiple spectral textile detectors. It is desired to have a spectral textile detector with a high $P_D$ and a low $P_{FA}$, resulting in a high EWA.

This thesis utilizes the Wilcoxon Rank Sum Test (WRST) [30] to determine if a classifier’s median performance is superior to that of another classifier. The threshold of significance used in this thesis is 95% ($\alpha = 0.05$). The WRST results that meet or exceed this threshold are considered statistically significant.

The performance of selected classifiers is analyzed in depth with Receiver Operating Characteristic (ROC) curves, which evaluate the tradeoff between $P_D$ and $P_{FA}$ for a classifier’s threshold settings [4]. The Area Under the Curve (AUC) statistic [4] is used as a measure of a classifier’s performance for all threshold settings.

1.5 Approach

To create a spectral textile detector, a subset of the HSI wavebands that will produce accurate classification must be determined. Feature selection methods are
used to find wavebands that represent intrinsic spectral properties of textiles. Feature selection methods use labeled training data to determine a subset of wavebands that best differentiate between the classes [42]. Feature selection methods will be used on a set of pristine training data, and on the same set of data with noise added, to determine the effect of noise on feature selection.

To determine a feature set’s differentiation ability, a detector will be trained on a set of training data containing only the selected features. The trained detector’s accuracy (in terms of $P_D$, $P_{FA}$, and EWA) will be evaluated using a separate testing data set. This will be performed for multiple feature selection algorithms, and for multiple detectors.

1.6 Materials and Equipment

To collect data on background and textile materials without the atmospheric distortion associated with remote sensing data, an Analytical Spectral Devices (ASD) Fieldspec® 3 spectroradiometer with a contact probe is used. Remotely-sensed HSI data is collected using SpecTIR® VNIR and SWIR scanner imagers. MATLAB® is used for data processing, feature selection, classification, and displaying results.
II. Background

Spectral textile detection with hyperspectral data involves a broad range of concepts from multiple fields of study. A basic understanding of dismount detection is necessary for understanding a textile detection approach. In addition, classifiers and feature selection methods are critical in the use of hyperspectral data for detection. Physics and chemistry play an important role in determining the reflected electromagnetic energy of textiles.

This chapter explores the relevant concepts and works accomplished in hyperspectral dismount detection. Section 2.1 explains the utility of hyperspectral imaging as a tool for detecting dismounts. Methods of feature selection implemented on hyperspectral data are summarized in Section 2.2. Section 2.3 elaborates on techniques for detecting and classifying target spectra. Finally, Section 2.4 focuses on the unique spectral properties of textiles.

2.1 Hyperspectral Imaging for Dismount Detection

A “dismount” is defined as a person located on the ground, outside of a vehicle [43]. There are a number of applications for dismount detection in both civilian and military operations. However, there are significant practical problems with dismount detection. The relative size of dismounts in a traditional remote sensing scenario creates a subpixel detection problem due to the low ratio of target size to ground sampling distance [13]. This has led to the application of Synthetic Aperture Radar (SAR) to detect dismounts, since the resolution with SAR is not affected by distance between the sensor and the target [31]. Unfortunately, SAR relies on a temporal data collection scheme to capture the motion of the target relative to the background [43]. Therefore, SAR is not desirable when detecting stationary targets.
Spectral detection utilizes the spectral information present in each pixel of an image to determine the presence of a target. Spectral detection presents an alternative method of dismount detection that capitalizes on known spectral signatures unique to a dismount (e.g. skin, hair, or clothing). For instance, in an electro-optical image, skin detection can be implemented by locating pixels with RGB values similar to those of skin [55]. However, methods that are limited to electro-optical spectral features are prone to producing false alarms for pixels that have similar RGB characteristics to the target [73].

Hyperspectral cameras, which collect data from hundreds of spectral bands in the visible through short-wave infrared (SWIR) range, provide additional information for each pixel that can be used to more accurately distinguish target spectra from background spectra. However, this large amount of information can be problematic. Utilizing all wavebands in a hyperspectral image is time-consuming and computationally costly. In addition, some spectral bands can be heavily influenced by atmospheric effects, rendering them irrelevant for detection purposes [76]. Feature selection methods aim to identify relevant spectral features that preserve the “target concept” and exclude spectral features that are irrelevant.

2.2 Methods of Feature Selection

The high-dimensional data that hyperspectral images contain must be condensed in such a way as to preserve the relevant spectral characteristics of each pixel while minimizing the amount of information. Data can be decomposed into (or used to generate) features. Feature selection methods identify the relevant features from a larger set of available features [42].

Blum and Langley [8] present a number of definitions of a “relevant” feature, e.g. “strongly relevant to the distribution,” meaning that a feature is relevant if it is the
only one that differentiates between classes. Another definition by Blum and Langley is “incremental usefulness”: a feature is relevant if it improves the classification ability of the feature set [8].

There are many feature selection methods available. The choice of a feature selection method is dependent on the specific application and data type. Dash and Liu [21] group feature selection methods according to their feature set generation and evaluation algorithms. They define three ways of generating feature sets: complete, heuristic, and random. Complete generation algorithms search the entire space of possible sets. For heuristic generation algorithms, a measure of success is used to determine which sets should be generated. Random generation uses an element of stochasticity to assist in finding a proper feature set. The authors also define five ways to evaluate the generated feature sets: distance measures, information measures, dependence measures, consistency measures, and classifier error rate measures [21].

Blum and Langley [8] present the three broad categories of feature selection: embedded, filter, and wrapper. Embedded methods embed their feature selection within a classifier algorithm. Filters operate by filtering out irrelevant or redundant features prior to passing a set of features to a classifier. Wrapper methods use a classifier as a subroutine to generate feature sets that are evaluated by determining the classifier error rate [8].

**Genetic Algorithms.**

Genetic algorithms (GA) are wrapper methods that generate new feature sets based on the most successful feature sets of a previous generation. Each spectral feature is assigned a symbol that represents the feature in the gene space. For a set of \( n \) features, a genome may be a vector of length \( n \), consisting of zeros and ones, where ones represent the selected features [28]. When the number of features to be
selected is known to be $k$, the genome may be a vector in $\mathbb{N}^k$ where each element is the number of the feature [28]. The algorithm begins by generating an initial population of feature sets. These feature sets are all evaluated using a fitness function, and reproduce if they are sufficiently fit. Reproduction entails two operations: crossover and mutation. Crossover takes the parent genomes and crosses them over in one or more places, producing two children genomes. Mutation takes the resulting child genomes and randomly changes one or more of the genes (elements) in each [84]. Crossover and mutation are illustrated in Figure 2.1. The result of each reproduction instance is a pair of unique child genomes. The new generation is comprised of all children resulting from the previous generation. This new generation is in turn evaluated and allowed to reproduce. The algorithm loops in this manner until a stopping criterion is reached [84].
Local Search Methods.

There are a number of feature selection algorithms that use local search methods in conjunction with a heuristic to iteratively add or remove features to generate a new feature set with a better heuristic value. Local search is a type of search algorithm that begins with a candidate solution, and iteratively moves to better solutions adjacent to the candidate solution in the search space [7].

Sequential Forward Selection (SFS) begins with an empty feature set and adds features until it is halted. Sequential Backward Selection (SBS) is the opposite: it begins with a full set and removes features until it is halted. In both algorithms, the feature that is added or removed produces the best resulting feature set [74]. Both of these methods are greedy: they traverse a small subset of the feature space. Sequential Floating Forward Selection (SFFS) and Sequential Floating Backward Selection (SFBS) are modified versions of SFS and SBS, respectively. SFBS allows the removal of a feature once it has been added, while SFBS allows the addition of a feature once it has been removed [67]. The steepest-ascent method greedily traverses the feature set space by iteratively moving to the adjacent feature set with the highest heuristic value [74].

Information Theory Methods.

Information theory is often used to determine the relevance of a feature to a target class. Feature selection methods that use information theory measures rely on the “relevant to the distribution” definition of feature relevance as it pertains to the correlation and redundancy to the target class [26].

The fundamental useful measure in information theory is the entropy of a variable, \( X \), defined as [39]:

\[
H(X) = - \sum_i P(x_i) \log_2(P(x_i)),
\]  

(2.1)
where \( P(x_i) \) is the probability of the event \( X = x_i \). Entropy is a measure of the unpredictability of a variable. Lower values of \( H(X) \) indicate that \( X \) is more easily predictable. Another measure used in information theory is conditional entropy. The conditional entropy of \( X \) given \( Y \) is [39]:

\[
H(X|Y) = - \sum_{ij} P(x_i|y_j) \log_2(P(x_i|y_j)),
\]

(2.2)

where \( P(x_i|y_j) \) is the conditional probability of an event \( X = x_i \) given an event \( Y = y_j \). Conditional entropy is the measure of the entropy of \( X \) given that it is conditioned on \( Y \). Using entropy and conditional entropy, it is possible to define a measure of how well a variable predicts another variable. This measure is called the Information Gain (IG), or mutual information. The IG of \( X \) given \( Y \) is [39]:

\[
IG(X|Y) = H(X) - H(X|Y).
\]

(2.3)

Thus, IG is the difference between the entropy of a variable and the entropy of that same variable with the added knowledge of a second variable. It is intuitive that a feature, \( Y \), with a high IG on a class, \( X \), would be an ideal candidate for selection in a feature set. Thus IG can be used in feature selection to determine which features are most relevant to a class distribution.

**Fast Correlation-Based Filter (FCBF).**

Fast Correlation-Based Filter (FCBF) method uses a measure of correlation called Symmetrical Uncertainty (SU), which is defined as twice the ratio of the IG to the sum of the individual entropies [86]:

\[
SU(X,Y) = 2 \left[ \frac{IG(X|Y)}{H(X) + H(Y)} \right].
\]

(2.4)
The FCBF algorithm determines the SU between each feature and the target class, C. Features with an SU above a set threshold are added to a list, \( S \). The list, \( S \), is ranked from highest to lowest according to the SU value. The SU between the first feature in the list, \( f_1 \), and all of the other features, \( f_2 \cdots f_n \) (where \( n \) is the number of features in \( S \)), is determined. Every \( f_k, 2 \geq j \geq n, \) such that \( SU(f_1, f_k) \geq SU(f_k, C) \) is considered redundant and is removed from the list. This process is repeated with the next feature, \( f_2 \), in \( S \) and continues until there are no more redundant features to be eliminated. The features that remain in \( S \) after all redundant features are eliminated are returned as the final feature set [86]. The psuedocode for FCBF is presented in Algorithm 1.

**Algorithm 1. Fast Correlation-Based Filter [86]**

**Input:**
- \( S(f_1, f_2, \cdots, f_N, C) \): Labeled Training Samples
- \( \delta \): user defined threshold

**Output:**
- \( S_{best} \): selected feature set

```plaintext
1: for \( i = 1 \) to \( N \) do
2: \( SU_{temp} = SU(f_i, C) \) for \( f_i \)
3: if \( SU_{temp} \geq \delta \) then
4: add \( f_i \) to \( S_{list} \)
5: Sort \( S_{list} \) in descending order of \( SU(f_i, C) \) value
6: \( f_j = firstElement(S_{list}) \)
7: while \( f_j \neq NULL \) do
8: \( f_k = nextElement(S_{list}) \)
9: while \( f_k \neq NULL \) do
10: if \( SU_{j,k} \geq SU_{k,C} \) then
11: Remove \( f_k \) from \( S_{list} \)
12: \( f_k = nextElement(S_{list}) \)
13: \( f_j = nextElement(S_{list}) \)
14: \( S_{best} = S_{list} \)
15: return \( S_{best} \)
```
Minimal-Redundancy-Maximal-Relevance (MRMR).

The MRMR feature selection method incrementally selects features that have low redundancy with other features and high relevance with the target class [22]. The relevance of a feature set, $S$, to the target class is defined by the following equation [65]:

$$D(S, c) = \frac{1}{|S|} \sum_{x_i \in S} IG(x_i|c), \quad (2.5)$$

where $|S|$ is the cardinality of features in $S$, $x_i$ are individual features in $S$, and $c$ is the target class. The redundancy of a feature set $S$ is [65]:

$$R(S) = \frac{1}{|S|^2} \sum_{x_i, x_j \in S} IG(x_i|x_j), \quad (2.6)$$

where $|S|$ is the cardinality of features in $S$, and $x_i$ and $x_j$ are individual features in $S$. In general, it is difficult to find the ideal feature set that maximizes

$$\Phi = D(S, c) - R(S), \quad (2.7)$$

but a good feature set may be acquired by incrementally adding features that maximize $D(S, c) - R(S)$. Starting with an empty set, a feature $x_j$ is added to $S$ according to the following criterion:

$$\max_{x_j \in X-S} \left[ IG(x_j|c) - \frac{1}{m-1} \sum_{x_i \in S} IG(x_j|x_i) \right], \quad (2.8)$$

where $X-S$ is the set of features not currently in $S$, $x_j$ is a feature not in $S$, $x_i$ is a feature in $S$, and $m-1$ is the number of features in the current feature set [65].
Bhattacharyya Methods.

Many feature selection methods use the Bhattacharyya coefficient to determine the best feature set. The Bhattacharyya coefficient (defined on the range \([0, 1]\)) is a measure of the similarity between two probability distributions \(p\) and \(q\), and is defined as \([32]\):

\[
B = \sum_{i}^{k} \sqrt{p_i q_i}.
\]  

(2.9)

where \(p\) and \(q\) are defined to be the probability distributions of a feature, \(f\), over the classes \(a\) and \(b\). The Bhattacharyya coefficient measures how effectively \(f\) differentiates class \(a\) from class \(b\). A lower Bhattacharyya value indicates better separability \([32]\).

The Bhattacharyya coefficient and the related Bhattacharyya distance have been used effectively in a number of feature selection methods \([32, 36, 69, 78]\). These approaches differ on their use of their Bhattacharyya measure. For instance, the method in \([32]\) returns the set of features that have minimum Bhattacharyya values for any pair of classes. The approach in \([69]\) returns \(n\) features that have the lowest sum of all pairwise Bhattacharyya values. However, it has been noted that Bhattacharyya methods do not perform well with highly correlated data \([69]\).

Principal Component Analysis.

Principal component analysis is a method for identifying the vectors of highest variance in the sample space. Identifying these vectors determines the dimensionality that the data can be reduced by eliminating bands that do not correspond to variance in the dataset \([60]\). Determining the principal component vectors is accomplished by calculating the sample covariance matrix, \(C\), of the data, \(X\) \([81]\):

\[
C = X^T X.
\]  

(2.10)
Then eigenvectors and eigenvalues of $C$ are determined using eigenvalue decomposition. The eigenvectors of $C$ are rearranged according to the magnitude of their eigenvalues. The $k$ eigenvectors that correspond to the $k$ highest eigenvalues $(\lambda_1 \cdots \lambda_k)$ are the columns of a matrix $A$ [81]. The principal component matrix $S$ is calculated as:

$$S = A^T X,$$

(2.11)

where the columns of $S$ are called the principal component vectors. To evaluate whether a feature is relevant to the distribution of the class represented by $X$, the sum

$$b_i = \sum_{j=0}^{k} v_{ji}$$

(2.12)

is computed for each component, $i$, where $v_{ji}$ is the $i$th component of the $j$th eigenvector. The highest $b_i$ values correspond to the features that are most relevant to the distribution of $X$ [75].

**Support Vector Machine - Recursive Feature Elimination.**

Support Vector Machine - Recursive Feature Elimination (SVM-RFE) is an embedded method that uses the Support Vector Machine (SVM) classifier (see Section 2.3) to identify features that are highly weighted in the SVM [24]. The algorithm initializes with all available features, and trains an SVM on those features. The feature with the lowest weight is eliminated from the feature set. This process repeats with the reduced feature set. This elimination process continues until only the desired number of features remain.
Relief/Relief-F.

Relief is a widely-used feature selection method that incorporates Euclidean distance to determine the features that separate near samples of different classes in the feature space. Relief measures the distance between a sample and its near hit (the sample closest to it that shares its class), and its near miss (the sample closest to it that is of a different class). If a feature distinguishes between the sample and its near hit, it does not aid in the separability of the classes, and is given a lower weight. However, if a feature distinguishes between the sample and its near miss, it is given a higher weight because it can be used to separate the classes [21]. Relief-F is a variation on standard Relief that determines the $k$ nearest misses and $k$ nearest hits. This allows Relief-F to determine features for multi-class problems [49].

2.3 Techniques for Detection or Classification

Classifiers use a feature set to determine the class of a sample. For binary classification, it is sufficient to determine if the sample belongs to the class of interest or not. For multi-class problems, the feature sets must distinguish between more than two classes. Some approaches for detecting and/or classifying targets are explained in this section.

Spectral Matching.

Spectral matching is performed on a target spectrum $\mathbf{x}$, and a hyperspectral image pixel $\mathbf{y}$. Multiple metrics can be used to compute the similarity of the vectors $\mathbf{x}$ and $\mathbf{y}$. Spectral Angle (SA) is a commonly-used metric that is defined as [70]:

$$\text{SA}(\mathbf{x}, \mathbf{y}) = \arccos\left(\frac{\mathbf{x} \cdot \mathbf{y}}{||\mathbf{x}|| ||\mathbf{y}||}\right)$$  \hspace{1cm} (2.13)
where $||\mathbf{x}||$ and $||\mathbf{y}||$ are the $L^2$ norms of $\mathbf{x}$ and $\mathbf{y}$ respectively, and $\mathbf{x} \cdot \mathbf{y}$ is the dot product of $\mathbf{x}$ and $\mathbf{y}$. Spectral Information Divergence (SID) is a measure of the difference between the probabilistic distributions defined by the input vectors that is calculated as [70]:

$$\text{SID}(p,q) = \sum_{l=1}^{L} p_l \log \left( \frac{p_l}{q_l} \right) + \sum_{l=1}^{L} q_l \log \left( \frac{q_l}{p_l} \right),$$

(2.14)

where $p_l$ and $q_l$ are the $l^{th}$ elements of spectral vectors normalized to the range $[0, 1]$ [12]. Spectral Gradient Angle (SGA) is determined by finding the SA of the spectral gradient vector of $\mathbf{x}$ and of $\mathbf{y}$ [70].

**Spectral Matched Filter.**

A Spectral Matched Filter (SMF) uses the background covariance and the target signature to determine an ideal filter, which maximizes the ratio of the target signature to the background [56]. A linear SMF assumes that every pixel can be modeled as a linear combination of a target signature, $\mathbf{s}$, and background noise, $\mathbf{n}$. Thus the spectral vector of a pixel, $\mathbf{x}$, can be modeled as [56]:

$$\mathbf{x} = a \mathbf{s} + \mathbf{n},$$

(2.15)

where $a$ is a scalar attenuation constant associated with the presence of the target signature [56]. The ideal matched filter for a target signature ($\mathbf{s}$) is [61]:

$$\mathbf{h} = \frac{C^{-1} \mathbf{s}}{\mathbf{s}^T C^{-1} \mathbf{s}},$$

(2.16)

where $C$ is the covariance matrix of the background clutter.
Support Vector Machines.

Support Vector Machines (SVMs) operate by determining a hyperplane that gives the greatest margin between two classes in feature space. This hyperplane is used to classify a vector according to the location of the vector in relation to the hyperplane [86]. A hyperplane is defined by the set of all input vectors \( \mathbf{x} \), that satisfy,

\[
\mathbf{w} \cdot \mathbf{x} - b = 0,
\]  
(2.17)

where \( \mathbf{w} \) is the weight vector that is normal to the hyperplane, and \( b \) is the hyperplane’s offset from the origin [66]. For a set of \( n \)-dimensional data to be fully separable by the parameters \( \mathbf{w} \) and \( b \), the data samples \( \mathbf{x}_i \in \mathbb{R}^n \) and their respective class labels \( y_i \in \{-1, 1\} \) must be such that:

\[
\mathbf{w} \cdot \mathbf{x}_i + b \geq 1 \quad y_i = 1, \\
\mathbf{w} \cdot \mathbf{x}_i + b \leq -1 \quad y_i = -1,
\]  
(2.18)

where \( i \) is the number of the sample [66]. The optimal hyperplane is the hyperplane that has the greatest margin \( m \) given by [66]:

\[
m = \frac{2}{||\mathbf{w}||}.
\]  
(2.19)

Thus, the object of SVM is to find the hyperplane parameters \( \mathbf{w} \) and \( b \) that maximize Equation 2.19 subject to Equation 2.18 [66]. Figure 2.2 shows the concept of hyperplane classification in two dimensions. Line \( a \) in Figure 2.2 is the optimal hyperplane because it has the widest margin between members of different classes. The optimal
Figure 2.2. Selection of an optimal hyperplane in SVM. Blue diamonds denote members of class 1 and red “x”s denote members of class 2. Line c does not divide the classes. Line b divides the classes, but has a small margin (shown with the purple line). Line a divides the classes with a large margin (shown with the green line).

The hyperplane is calculated by minimizing the cost $J$, defined as [37]:

$$J = \frac{1}{2} \sum_{h,k} y_h y_k \alpha_h \alpha_k K(x_h, x_k) - \sum_k \alpha_k,$$

subject to [37]:

$$0 \leq \alpha_k \leq C \quad \text{and} \quad \sum_k \alpha_k y_k = 0$$

where $x_h$ and $x_k$ are data samples, $y_h$ and $y_k$ are corresponding class labels, $\alpha_h$ and $\alpha_k$ are corresponding Lagrange multipliers, and $K$ is called a “kernel function.” The kernel function is used to transform the data space into a higher dimensional space in which the classification problem is better solved [66].
**Bayesian Classifiers.**

Bayesian classifiers use Bayes’ Theorem to determine the posterior probability of a particular class’ presence given a measured spectrum. Bayes’ Theorem can be represented as [82]

\[
P(c_j|x_1, x_2, \cdots, x_n) = \alpha P(c_j) \cdot \prod_{i=1}^{n} P(x_i|x_1, x_2, \cdots, x_{i-1}, c_j), \tag{2.22}
\]

where \(c_j\) is a classification, \(x_i\) are the attributes of a signal, and \(\alpha\) is a normalization constant [82]. Bayesian Classifiers differ based on the methods used to estimate the conditional probability shown on the right side of Equation 2.22. The Naive Bayes Classifier assumes that all attributes are independent. When this assumption is applied to Equation 2.22, it yields [27]:

\[
P(c_j|x_1, x_2, \cdots, x_n) = \alpha P(c_j) \cdot \prod_{i=1}^{n} P(x_i|c_j). \tag{2.23}
\]

However, the assumption that the attributes are independent of each other is not necessarily an accurate model, and can lead to classifier inaccuracy [27]. As a result, alternative Bayesian classifiers make more conservative assumptions.

**Multilayer Perceptrons.**

Multi-Layer Perceptrons (MLPs) are classifiers that have been used on a variety of classification problems [6, 9, 33]. MLPs are a type of neural network that use only feed-forward connections between layers of the network [35]. A MLP has the basic structure shown in Figure 2.3.

At each node in a MLP, the outputs of the previous layer nodes are multiplied by their corresponding weights, and summed at the nodes of the next layer. The result of this sum of products is the Induced Local Field (ILF). The weights are denoted as
Figure 2.3. A MLP network with a $m$-dimensional input and $n$-dimensional output.

$w_{ij}$ where $i$ and $j$ represent the next node and previous node in the directed graph respectively. Not shown in Figure 2.3 is the input bias $i_0$ and the bias weight of each node, which are also included in ILF calculation. For example, the ILF of node $a_1$ in Figure 2.3 is calculated as [41]:

$$v_{a_1} = i_0 w_{a_1 \text{bias}} + i_1 w_{a_1 i_1} + i_2 w_{a_1 i_2} + \cdots + i_m w_{a_1 i_m},$$  \hspace{1cm} (2.24)

where $w_{a_1 \text{bias}}$ is the weight of the bias at node $a_1$, and $w_{a_1 i_1} \cdots w_{a_1 i_m}$ follow the same naming convention [41]. The output of node $a_1$ is $\phi(v_{a_1})$, where $\phi$ is the activation function or transfer function of the node.

The outputs of all other nodes are calculated similarly. A calculation of the outputs of an MLP is called a forward pass.

To train a MLP, an algorithm called back-propagation is used to iteratively update all of the weights of the network. The backpropagation used in this thesis is Levenberg-Marquardt (LM) backpropagation. LM backpropagation is an adaptation of the LM method of finding solutions to least-squares problems. The weight update equation for LM backpropagation is [38]:

$$w = w + [J^T(w)J(w) + \mu I]^{-1}J^T(w)E(w),$$  \hspace{1cm} (2.25)
where \( \mathbf{w} \) is the vector of weights, \( J(\mathbf{w}) \) is the Jacobian matrix, \( \mu \) is called the damping factor, and \( E(\mathbf{w}) \) is a matrix of output errors associated with the weights \( \mathbf{w} \).

The elements of the Jacobian matrix are [38],

\[
J = \begin{bmatrix}
\frac{\partial e_1(\mathbf{w})}{\partial w_1} & \frac{\partial e_1(\mathbf{w})}{\partial w_2} & \cdots & \frac{\partial e_1(\mathbf{w})}{\partial w_m} \\
\frac{\partial e_2(\mathbf{w})}{\partial w_1} & \frac{\partial e_2(\mathbf{w})}{\partial w_2} & \cdots & \frac{\partial e_2(\mathbf{w})}{\partial w_m} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial e_N(\mathbf{w})}{\partial w_1} & \frac{\partial e_N(\mathbf{w})}{\partial w_2} & \cdots & \frac{\partial e_N(\mathbf{w})}{\partial w_m}
\end{bmatrix},
\]

where \( w_1 \cdots w_m \) are the elements of the vector of weights \( \mathbf{w} \), and the vectors \( \mathbf{e}_1 \cdots \mathbf{e}_N \) are rows of the error matrix,

\[
E = \begin{bmatrix}
\mathbf{e}_1 \\
\mathbf{e}_2 \\
\vdots \\
\mathbf{e}_N
\end{bmatrix} = \begin{bmatrix}
e_{1,1} & e_{1,2} & \cdots & e_{1,n} \\
e_{2,1} & e_{2,2} & \cdots & e_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
e_{N,1} & e_{N,2} & \cdots & e_{N,n}
\end{bmatrix}.
\]

The element \( e_{a,b} \) of \( E \) is the difference between the desired and actual values of the \( b^{th} \) output of the network with the \( a^{th} \) training sample [38].

### 2.4 Spectral Properties of Textiles

A textile is a woven material consisting of strands of natural or artificial fibers [17]. Textiles assume many appearances, differing in density, fiber composition, and other factors [17, 59]. These factors affect the way that a textile reflects electromagnetic
energy, leading to unique spectral properties \[29, 59\]. The uniqueness of a textile sample allows it to be identified among other textiles. It has been shown that, given a constant signal-to-noise ratio, a particular clothing sample spectrum is more identifiable among other clothing samples than a particular skin sample spectrum among other skin samples \[44\]. As such, the spectral properties of textiles can be used to detect dismounts.

**Composition.**

Commonly used plant fibers are cotton, rayon, flax, and hemp. Cotton and rayon are composed of cellulose, a natural polymer that composes about 30% of bushes and 40-50% of woods \[1\]. Flax and hemp are bast fibers, which are made up of plant material surrounding the plant stem \[48\]. Methods of natural textile processing such as mercerization, which enhances luster and strength of cotton fiber, influence target spectra depending on their abundance \[29\].

Animal fibers, including wool, fur, and silk, are also common in the composition of textiles. Each is composed of protein fibers that are in turn composed of amino acids. The protein structures of animal fibers are unique to the animal that produced them, however all are built upon the same selection of amino acids \[2\].

Some of the most commonly used textiles in the world are comprised of synthetic fibers. These include polyester, acrylic, nylon, and spandex. Artificial textile spectra are influenced by the chemical properites such as the polymer type and the processing type \[29\].

Even among textiles of the same material composition, such as 100% polyester, there is a significant amount of variance between spectral signatures \[40\]. This variance can be attributed to the various patterns and colors in which textiles are manufactured.
Chemicals used in the production of textiles may also impact textile spectra. Dyes, which have wide use in the textile industry, significantly affect textile spectra. However, this effect is largely limited to the visible spectrum, and does not expand into the NIR/SWIR spectrum [19]. Synthetic fibers often have a finish applied to them during manufacturing [29]. The spectral characteristics of fire retardants and antibacterial treatments used in textile production have also been investigated [25, 46].

The spectral characteristics of a textile may be used to determine the ratio of fiber compositions used in textile production. This has been shown for blends of plant and animal fibers [83], and blends of plant and synthetic fibers [29, 58].

Environment.

Different types of textiles may be more difficult to detect as a result of background spectra. Textiles composed of cotton and rayon, which have spectral similarities to background vegetation, are generally more difficult to detect than animal fibers such as wool and artificial fibers such as polyester [77].

Chemicals used to maintain clothing such as detergents and fabric softeners have been shown to alter the color characteristics of textiles. Some softeners tend to cause yellowing in white textiles when they are heated [64].

Identical textile materials may have different spectral properties due to their surrounding environment. A textile swath can allow light to transmit to layers beneath it, making the resulting spectrum a combination of the textile and the lower layer [45]. The transmittance of textiles has led to the investigation of the possible use of hyperspectral imaging to detect improvised explosive devices (IEDs) underneath layers of clothing [18]. The effect of moisture in textile material has also been investigated, and has been shown to cause a uniform reduction in reflectance throughout the visible range [20].
Atmospheric chemistry can alter the spectral characteristics of textiles. In high-pollution areas, high concentrations of nitrogen oxides in the air can cause yellowing in clothing [64].
III. Methodology

A spectral textile detection method would increase the effectiveness of dismount detection systems. Feature selection and classification methods capitalize on the abundance of information generated by Hyperspectral Imagers (HSIs) to reliably spectrally detect textiles. This chapter explains the methodology used to investigate the performance characteristics of feature selectors and classifiers in detecting textiles using hyperspectral data.

3.1 Data Sets

The hyperspectral data used in this thesis consists of both contact data and remotely-sensed data. Contact data is collected using a sensor that has physical contact with the target, while remotely-sensed data is collected at an unspecified standoff range from the target. Contact data negates the atmospheric and scattering effects associated with remotely-sensed data. Therefore, contact data is considered a true measurement of an object’s spectral signature. However, a spectral detector’s ability to classify contact data is not an accurate representation of its performance with remotely-sensed data. An accurate spectral textile detector must be capable of detecting textiles even with the atmospheric effects inherent in remotely-sensed data. Figure 3.1 shows the significant differences between contact and remotely-sensed spectra of the same material, which is attributable to the unique illumination, noise, and atmospheric effects present in the scene [14].

It is desirable to have a classification methodology in which a set of contact textile reflectance samples are used to train the classifier, as it avoids the time-consuming and impractical process of locating and extracting data from full textile pixels in a hyperspectral image. Once trained on the contact samples, a classifier can identify the
Figure 3.1. Comparison of contact and remotely-sensed normalized reflectance data of the same textile swath (a red cotton shirt). The spectrum collected using a contact probe is shown in blue (solid line), while the spectrum collected with a remote sensor is in red (dashed line). The jagged remotely-sensed curve is the result of illumination and atmospheric effects that are not significant in the contact data.
pixels in a hyperspectral image that contain textiles, provided that the classifier has sufficient generalization ability to accommodate illumination and atmospheric effects.

**Contact Data Collection.**

Contact data is collected using an Analytical Spectral Devices (ASD) Fieldspec® 3 spectroradiometer [51]. The ASD Fieldspec® 3 (shown in Figure 3.2) measures radiance from 350nm to 2500nm, with a sampling interval of 1.4nm in the 350-1000nm range and a sampling interval of 2nm in the 1000nm-2500nm range. The full width at half maximum (FWHM) spectral resolution is 3nm at 700nm, 10nm at 1400nm, and 10nm at 2100nm.

The ASD spectroradiometer contact probe Model A122300 (shown in Figure 3.2) is a special foreoptic that collects data from surfaces of a swath via direct contact. The contact probe is a handheld device with a handle, internal lamp, and aperture. During data collection, electromagnetic energy from the lamp passes through the transparent aperture, and is reflected by the swath’s surface into the fiber optic
cable. The energy passes through the fiber optic cable into the spectroradiometer, where it is processed into spectral reflectance data. ASD RS3\textsuperscript{TM}[50], a proprietary data processing software, is used to execute data collection. RS3\textsuperscript{TM} allows the user to specify a number of samples to be collected consecutively. For this research, 10 samples were collected consecutively from each of 79 textile swaths and 80 non-textile swaths.

The method of data collection from textile materials differs slightly depending on the thickness of the textile materials. Thicker materials are folded 1-2 times and laid flat on a table before data collection. Thinner materials had an increased risk of allowing electromagnetic radiation to pass through the material and reflect off of a background surface. Therefore, thinner materials were folded 3-5 times and laid flat onto a Spectralon black reflectance panel to minimize background reflectance.

Most non-textile spectra in the data set are collected using the ASD FieldSpec\textsuperscript{®} 3’s Ergonomic Pro-Pack, allowing the contact probe to be used on objects such as trees and external building surfaces. Some non-textile swaths had nonuniform contours that rendered consistent orientation of the contact probe in relation to the swath surface impractical. The ASD contact probe is pressed onto the swath surface such that the probe’s aperture lay parallel to the surface.

**Remotely-Sensed Data Collection.**

An AisaDUAL hyperspectral sensor array is used to collect remotely-sensed hyperspectral data. AisaDUAL contains two sensors: an AisaHAWK sensor, which collects radiance in the range 400nm-970nm, and an AisaEAGLE sensor, which collects radiance in the range 970nm-2450nm. Each sensor is a line scan camera that produces images by panning across a scene. The AisaDUAL sensors are set in a rotating enclosure that allows the sensor apertures to be panned, thereby allowing the
Figure 3.3. A sensor similar to the AisaDUAL hyperspectral sensor. A SWIR line scan camera (left) and a VNIR line scan camera (right) are contained in the rotating enclosure.

sensors to create image data of a scene. A sensor similar to the AisaDUAL in its rotating enclosure is shown in Figure 3.3.

The slight overlap in the spectral range between the sensors allows a set of wavebands (950nm-1050nm) in which the processed data cube contains reflectance information from both the AisaHAWK and AisaEAGLE. Due to the horizontal offset of the sensor apertures, the image cube in the range 950nm-1050nm contains offset copies of a scene, rendering those wavebands impractical for detection purposes.

3.2 Contact Data Pre-Processing

The contact spectral samples are processed and converted to reflectance using ASD ViewSpec™ Pro [52], a proprietary post-processing software. ViewSpec™ Pro performs cubic spline interpolation to produce a reflectance curve with a data point at every 1nm wavelength (350nm, 351nm, ⋯, 2500nm). The interpolated reflectance samples are imported into MATLAB®.
Not all wavebands in the 350nm-2500nm are used for spectral textile detection. The wavebands from 350nm - 800nm are associated with the visible spectrum, i.e. color, which is not relevant to the detection of textiles, as dyes can be used to make textiles any color. Atmospheric attenuation also prevents electromagnetic energy from reaching a remote sensor. Wavebands in the ranges 1350nm-1430nm and 1800nm-1950nm have significant atmospheric attenuation characteristics [5]. Although atmospheric attenuation has little effect on data collected with the contact probe, it renders the wavebands unusable in a practical remote sensing environment. The wavebands 350nm-800nm, 1350nm-1430nm and 1800nm-1950nm are removed from each sample in the data to decrease computation time and allow only practically useful features to be selected in feature selection.

It is desired to produce classifiers that can classify the remotely-sensed data collected for this thesis. The wavebands 950nm-1050nm are unusable in the remotely-sensed data due to the sensor offset problems described in Section 3.1. In addition, bands in the range 2455nm-2500nm cannot be collected by the AisaDUAL, as these bands lie outside its operating range. Thus the wavebands 950nm-1050nm and 2455nm-2500nm are removed from the contact data set. The removal of these wavebands prevents the feature selection methods from selecting one or more wavebands that are unusable with the remotely-sensed data.

Most commercially available HSIs have high spectral resolution, but they do not yet yield spectral data with a spectral resolution of 1nm. For example, the AisaHAWK and AisaEAGLE imagers used in this research produce hyperspectral images with a resolution of 2.9 nm to 8.5 nm. Because HSIs cannot take advantage of the high sampling rate of the contact data set, the contact data set is downsampled by a factor of five. Downsampling is accomplished by retaining only the reflectance measurements corresponding to wavelengths that are multiples of 5nm. Thus the first 3 wavebands in
the set are the bands centered on 800nm, 805nm, and 810nm. The downsampling has the additional effect of dimensionality reduction, which reduces computation time for feature selection processes.

Each reflectance sample \( r \) is normalized, producing a normalized reflectance sample \( r_n \). Two normalization methods are applied in this thesis. The first normalization method is division by the maximum, where \( r_n \) is calculated through the relation [79]

\[
    r_n = \frac{r}{r_{\text{max}}},
\]

(3.1)

where \( r_{\text{max}} \) is the maximum value in \( r \). The second normalization method is division by the \( L^2 \) norm, in which \( r_n \) is calculated using [54]

\[
    r_n = \frac{r}{\sqrt{\sum_{k=1}^{K} r_k^2}},
\]

(3.2)

where \( K \) is the number of elements in \( r \) and \( r_k \) is the \( k \)th element in \( r \). The methods in Equation 3.1 and Equation 3.2 are hereafter referred to as “max-normalization” and “\( L^2 \)-normalization” respectively.

The contact data set is separated into two subsets: a training/testing data set and a generalization data set. All 10 samples of each swath in the data set were placed together in either the training/testing data set or the generalization data set. Both textile and non-textile swaths are distributed between the training/testing and generalization data sets such that each set contains a wide variety of materials. However, none of the swaths represented in the training/testing data set are represented in the generalization data set, and vice versa. A list of swaths represented in the training/testing data set and generalization data set is provided in Appendix A.

The generalization data set is left out of the feature selection and classifier training process. This allows detector accuracy on the generalization data set to be a measure
of generalization accuracy.

Some swaths of textiles have identical material compositions to others in the data set. For example, 13 textile swaths in the contact data set were composed of 100% cotton. It is desirable to measure the performance of textile detectors on spectral samples of textile materials with material compositions that the detectors are trained with. Thus the 13 100% cotton swaths were distributed with a rough 2:1 ratio in the training/testing set and the generalization set, respectively. Distribution between the training/testing set and the generalization set is performed for other abundant material compositions such as 100% nylon and 100% polyester. It is also beneficial to determine textile detector performance on material compositions that the detectors are not trained on. To this end, the generalization set contains some material compositions that are not represented in the training/testing set, such as 100% wool and 100% acrylic. The generalization set therefore contains samples from textile swaths of material compositions that are present in the training/testing set, and samples from textile swaths of material compositions that are absent in the training/testing set.

3.3 Noise Addition

The data collected by the ASD contact probe lacks the noise present in remotely-sensed hyperspectral data. To simulate data representative of remotely-sensed hyperspectral data, noise is artificially added to the contact data. To create noise representative of a hyperspectral image, a model for noise as a function of wavelength is developed. All noise in each waveband is assumed to be Gaussian with a mean of 0 and a variance $\sigma$ dependent on the wavelengths of electromagnetic energy unique to the waveband. Thus, to create a noise model, it is sufficient to find the noise variance in each waveband.
Figure 3.4. A color representation of the hyperspectral image used to determine noise variance. The Spectralon white reflectance panel (indicated by a red arrow) is on the left.

Hyperspectral image data of objects with known reflectance is used to accurately determine the noise variance in each waveband. In general, the true reflectance of an object in a hyperspectral image is not known, as the reflectance signature of the object(s) occupying the pixel is influenced by electromagnetic noise. However, if the reflectance of an object in a hyperspectral image is known, then the standard deviation of reflectance measurements across multiple pixels of the object emulate noise standard deviation. In the hyperspectral image used to calculate the noise variance (shown in Figure 3.4), a NIST-certified Spectralon white reflectance panel is present. The white reflectance panel is chosen as the object for noise standard deviation calculation due to its uniform lighting conditions and reflectance. Spectralon has a known reflectance of 0.99 - 1.00 throughout all wavelengths in the VNIR-SWIR range. To calculate an estimate of the noise variance at a given wavelength, the sample variance of reflectance measurements at that wavelength for all pixels fully occupied by the panel is calculated. The result is a function $\sigma(\lambda)$, the noise standard deviation as a function of wavelength.
The noise vector \( n \) is modeled as a vector of independent normal random variables with mean zero and varying standard deviations,

\[
n = [\mathcal{N}(0, \sigma(\lambda_1)) \ \mathcal{N}(0, \sigma(\lambda_2)) \ \cdots \ \mathcal{N}(0, \sigma(\lambda_M))],
\]

(3.3)

where \( \mathcal{N}(0, \sigma) \) is the normal random variable with mean 0 and standard deviation \( \sigma \), and \( \sigma(\lambda_1) \cdots \sigma(\lambda_M) \) are the standard deviations of noise at each waveband in the contact data.

A noisy sample is generated by summing the sample vector with a randomly generated noise vector. Noise vectors are generated independently for each sample.

### 3.4 Classification Algorithms

Textiles vary widely in their spectral characteristics (see Section 2.4). It is desired to detect all textiles regardless of their chemical composition or production method. In the case of textiles, a single “target signature” cannot be identified, rendering spectral matching classifier impractical. It is also impractical to use multiple binary classifiers to search a scene to detect different textile materials, e.g. cotton, polyester, and nylon independently. This thesis is concerned with identifying all textiles, which renders such a methodology unnecessary. Instead of relying on a single target signature to perform classification, classifiers investigated in this thesis perform supervised learning on a set of training data to determine the characteristics of textiles.

The classifiers used in this research are Support Vector Machines (SVMs) and Multi-Layer Perceptrons (MLPs). SVMs have been successfully applied to a number of hyperspectral classification problems [10, 34, 47], as have MLPs [10, 15, 23]. Each classifier is implemented using proprietary MATLAB® functions.

The SVM classifier is implemented using the “svmtrain” function. The “svmtrain”
function allows user selection of the type of kernel function implemented to map to the feature space. The Gaussian kernel (see Table 3.3), also called the radial basis function kernel, is considered the baseline kernel function in this thesis. It is used in the SVMs implemented for Sequential Forward Selection (SFS) feature selection in Section 3.5. Parameter settings for the kernels investigated in this thesis are provided in Table 3.3. Classification decisions with the SVM are decided using the scalar “soft score,” which is calculated as [66]:

$$O(s) = \sum_i \alpha_i y_i K(x_i, s) + b$$

(3.4)

where $O(s)$ is the soft score of the sample vector $s$, $\alpha_i$ is the Lagrange multiplier of the $i^{th}$ support vector, $y_i$ is the class of the $i^{th}$ support vector, $K$ is the kernel function, $x_i$ is the $i^{th}$ support vector, $s$ is the sample input vector, and $b$ is the bias (see Section 2.3 for an explanation of these values). $O(s)$ is used to make a classification decision by comparing it to a classification threshold, which is by default set to 0. Therefore, the default rule for deciding the class $C$ of a sample $s$ is

$$C(s) = \begin{cases} 
  1, & O(s) > 0 \\
  0, & O(s) \leq 0,
\end{cases}$$

(3.5)

where $O(s)$ is the soft score of the sample vector $s$.

MLPs have many operating parameters that are not explored in this thesis. The activation function, $\phi(v)$, used by all neurons in the MLPs in this thesis is the hyperbolic tangent function, defined as [68]:

$$\phi(v) = \frac{e^v - e^{-v}}{e^v + e^{-v}}$$

(3.6)
where \( v \) is the Induced Local Field (ILF) of a node. Unless otherwise stated, the MLP classifiers used in this thesis have five neurons in the first hidden layer, and three neurons in the second hidden layer. This topology is chosen for its compromise between complexity and simplicity, and will be considered the baseline MLP topology for this thesis. All MLP classifiers contain one output neuron, with a single scalar output. This scalar output is the soft score, which is used to make classification decisions on samples. The ideal value of the soft score is “1” for inputs corresponding to textile materials, and “0” for inputs corresponding to non-textile materials. A threshold of 0.5, which lies between 0 and 1, is chosen to be the classification boundary. Therefore, the default rule used to decide the class \( C \) of a sample \( s \) is

\[
C(s) = \begin{cases} 
1, & O(s) > 0.5 \\
0, & O(s) \leq 0.5,
\end{cases}
\]  

(3.7)

where \( O(s) \) is the soft score of the sample \( s \). The ideal outputs of 0 and 1 for non-textiles and textiles respectively as well as the classification threshold of 0.5 are not standard for the hyperbolic tangent activation function, which has a range of -1 to 1. Performance of the MLPs may be improved by instead having ideal outputs of -1 and 1 for non-textiles and textiles respectively, and setting a classification threshold of 0. However these latter settings were not used in this research. All MLPs are trained with the Levenberg-Marquardt (LM) method (see Section 2.3). In MLP training, there is a danger of “overtraining.” Overtraining produces a classifier that is too specialized to its training set, preventing it from performing well on new data. To prevent overtraining, the mean squared error (MSE) on a separate testing set is calculated after each training iteration. The training is stopped when MSE on the testing set fails to improve for six consecutive training iterations. The MATLAB® documentation refers to this procedure as a “validation check” stopping condition.
3.5 Feature Selection

Feature selection methods find subsets of spectral features that accurately encapsulate the unique properties of textiles. Utilizing a reduced feature set that maintains the information relevant to textile classification has two benefits. First, the computation time associated with data manipulation and classification is decreased. Second, a specialized spectral textile detector is simpler and less expensive if less wavebands are required to be sensed. In this research, feature selection is accomplished in MATLAB®. The feature selection methods investigated in this research are FCBF (Section 2.2) and SFS (Section 2.2). Feature selection is performed on both noiseless and noisy versions of the training set.

FCBF Implementation.

FCBF (see Section 2.2) is implemented in MATLAB® using the Arizona State University Feature Selection Repository’s fsFCBF script, which in turn uses the WEKA FCBF algorithm. In the FCBF algorithm, the full training set is used for the feature selection process.

SFS Implementation.

The SFS implementation is an original work in MATLAB®. SFS operates by training classifiers with a prospective feature set. It is not sufficient for a feature set to be useful in correctly classifying samples in a training set. Instead, it is necessary to determine a prospective feature set’s ability to generalize the spectral properties of all textiles. Thus the training/testing set used for SFS feature selection must be subdivided into a training set and a testing set. The training and testing sets are
generated by randomly distributing the training data, with 80% of the data in the training set, and 20% of the data in the testing set. By calculating the MSE of a classifier on the testing set, a feature set’s generalization ability is more accurately estimated.

Because the data are randomly distributed among the training and testing sets, it is possible for a training/testing set pair to be abnormally well-suited or ill-suited for a feature set. If a training set adequately prepares the classifier for a testing set, it can be indicative that the features used in that classifier have good generalization ability. However, it is also possible that the training and testing sets were by chance particularly ideal for that feature set. The latter conditions produce testing accuracy results not typical in the space of possible training and testing sets, causing a feature set’s performance to be overestimated. This is not desirable, as it could cause the selection of an arbitrary feature that happens to be compatible with the training and testing sets, rather than a feature with a generally higher expected performance. Generally, this problem is avoided by accomplishing K-fold cross validation. However, it is desired to have a large number of folds so that a feature with the highest average performance is more likely to be the best feature in actuality. Because the training/testing set is so small, performing K-fold cross validation with a high number K makes accuracy on the holdout testing set highly dependent on a small number of samples. Instead, each feature set explored by SFS is evaluated 50 times, each time with a different randomly generated training and testing set with 80% and 20% of the samples, respectively. Multiple calculations of a classifier’s performance on the feature set under slightly different conditions produce a better estimate of a feature’s value.

SFS is a wrapper method that generates feature sets based on the classifier its feature set is intended to operate with. Therefore, separate feature sets, SFS-SVM
Table 3.1. Parameters for the SVMs used in SFS feature selection.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel Function</td>
<td>Gaussian</td>
</tr>
<tr>
<td>autoscale</td>
<td>true</td>
</tr>
<tr>
<td>boxconstraint</td>
<td>1</td>
</tr>
<tr>
<td>kernelcachelimit</td>
<td>5000</td>
</tr>
<tr>
<td>kktviolationlevel</td>
<td>0</td>
</tr>
<tr>
<td>method</td>
<td>SMO</td>
</tr>
<tr>
<td>maxiter</td>
<td>400000</td>
</tr>
<tr>
<td>tolkt</td>
<td>1e-3</td>
</tr>
</tbody>
</table>

and SFS-MLP, are produced. The manner in which the training and testing sets are used within SFS depends on the classifier. When the SVM is trained, it is trained using only the training data, then evaluated using the validation data. The classifier MSE on the validation data is recorded for each of the 10 iterations. When the MLP is trained, it is trained on the training data, and evaluated with the validation data after each training iteration. The continuous evaluation against the validation set allows the stopping condition described in Section 3.4, which prevents overtraining. Tables 3.1 and 3.2 show the operating parameters of the SVMs and MLPs used in SFS feature selection, respectively.

The SFS algorithm adds features to the feature set until degradation of classification accuracy occurs. The pseudocode for SFS used in this thesis is shown in Algorithm 2.

**Generation of Varied Feature Sets.**

It is desired to determine whether normalization and the presence of noise in a data set influence the effectiveness of the feature set produced by feature selection
Algorithm 2. Sequential Forward Selection Implementation

**Input:**
\[x_1, x_2, \ldots, x_n: \text{Training Samples}\]
\[y_1, y_2, \ldots, y_n: \text{Training Class Labels}\]

**Output:**

- feature set

1. available $\leftarrow [1, 2, \ldots, m]$
2. current best $\leftarrow 10000$
3. feature set $\leftarrow []$
4. while 1 do
5. \hspace{1em} for \( k = 1 \) to \( \text{length}(\text{available}) \) do
6. \hspace{2em} current feature $\leftarrow \text{available}(k)$
7. \hspace{2em} for \( t = 1 \) to 10 do
8. \hspace{3em} Generate random training and validation sets
9. \hspace{3em} Train classifier using feature set and current feature
10. \hspace{3em} Calculate validation MSE
11. \hspace{3em} featureMSE\((t) \leftarrow \text{validation MSE}\)
12. \hspace{2em} \( E(k) \leftarrow \text{mean(featureMSE)} \)
13. \hspace{1em} \( M = \max(E) \)
14. \hspace{1em} \( I = \text{argmax}(E) \)
15. \hspace{1em} if \( M \leq \text{current best} \) then
16. \hspace{2em} Append available\((I) \) to feature set
17. \hspace{2em} Remove available\((I) \) from available
18. \hspace{2em} current best $\leftarrow M$
19. \hspace{1em} else
20. \hspace{2em} break
21. return feature set
Table 3.2. Parameters for the MLPs used in SFS feature selection.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activation Function</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Number of hidden layers</td>
<td>2</td>
</tr>
<tr>
<td>Number of neurons in first hidden layer</td>
<td>5</td>
</tr>
<tr>
<td>Number of neurons in second hidden layer</td>
<td>3</td>
</tr>
<tr>
<td>Maximum Epochs</td>
<td>1000</td>
</tr>
<tr>
<td>Maximum Validation Checks</td>
<td>6</td>
</tr>
<tr>
<td>Training Method</td>
<td>Levenberg-Marquardt</td>
</tr>
<tr>
<td>Levenberg-Marquardt $\mu$</td>
<td>0.001</td>
</tr>
<tr>
<td>$\mu$ Decrease Ratio</td>
<td>0.1</td>
</tr>
<tr>
<td>$\mu$ Increase Ratio</td>
<td>10</td>
</tr>
</tbody>
</table>

methods. Feature sets are generated for the max and L$^2$ normalization methods, and for noiseless and noisy training/testing contact data sets. Thus four feature sets are produced with the Fast Correlation-Based Filter (FCBF) feature selection method. Because SFS has the additional two-level parameter of the classifier type (MLP or SVM), eight feature sets result from SFS computation.

3.6 Classifier Optimization

SVMs and MLPs are complex classifiers with numerous operating parameters. The performance of an SVM or MLP can be improved by varying these parameters. In this thesis, the kernel used in the SVM is varied to determine the kernel that produces the best classifier performance. Similarly, the MLP topology is varied to improve performance. Optimization of the classifiers is carried out by maximizing Equal Weighted Accuracy (EWA) for a given operating parameter on the training/testing contact data set.
Table 3.3. Kernel Functions used for optimization [3]. The symbol \( \cdot \) indicates a dot product, the \( \| \) symbols denote an L^2 norm, and \( exp \) indicates an exponent. The constants \( p \) and \( \sigma \) are set by the user. The default values \( p = 3 \) and \( \sigma = 1 \) were used in this research.

<table>
<thead>
<tr>
<th>Kernel Name</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>( K(x_h, x_k) = x_h \cdot x_k )</td>
</tr>
<tr>
<td>Polynomial</td>
<td>( K(x_h, x_k) = (x_h \cdot x_k + 1)^p )</td>
</tr>
<tr>
<td>Gaussian</td>
<td>( K(x_h, x_k) = \exp \left( -\frac{</td>
</tr>
</tbody>
</table>

The MATLAB® “svmtrain” function has three options for kernel functions: the “Gaussian” (or “radial basis function”) kernel, “linear kernel,” and “polynomial kernel.” When a kernel function is implemented in an SVM, the equation for that kernel function (shown in Table 3.3) is substituted into Equation 2.20. For each kernel function, the contact training/testing data set is partitioned into 5 bins for a 5-fold cross-validation. The 5-fold cross validation process produces 5 SVMs, each with its performance measured in testing EWA. The highest testing EWA score out of the 5 is recorded. This process is repeated 25 times for each kernel so that the Wilcoxon Rank Sum Test (WRST) can be used to show the certainty that one kernel is superior to another in terms of resulting EWA. With the exception of the kernel function, the parameters of the SVMs remain the same as in Table 3.1.

The process for optimizing the MLP is similar to optimization for SVM, with the key difference being the parameter that is varied. In the MLP, the topology (the number of layers of hidden nodes and the number of nodes in each layer) is varied. The space of possible topologies for MLPs is infinitely large, so the highest number of hidden layers explored is 3, and the highest number of nodes in a layer is limited to 6. Every hidden hidden node topology within these maximum constraints is explored. Thus there are six one-hidden-layer topologies explored, \( 6 \times 6 = 36 \) two-hidden-layer topologies explored, and \( 6 \times 6 \times 6 = 218 \) three-hidden-layer topologies explored, for a
total of 258 topologies explored. With the exception of the topology, the parameters of the MLPs remain the same as in Table 3.2.

The MLP is 5-fold cross-validated 50 times on the contact training/testing data set, each time having the highest validation EWA of the 5 folds recorded. This is performed for all 258 topologies in the explored space. The 50 trials for each topology are used to calculate the mean accuracy of each topology. More repetitions of 5-fold cross validation are required for the MLP because the number of explored network topologies (258) is much larger than the number of explored kernel functions (3). The larger number of explored topologies requires more repetitions to be performed before the best parameter setting becomes obvious. The best topologies are compared using WRST.

A classifier parameter is considered “optimized” when it produces a higher EWA than all other levels of that parameter to a statistically significant margin under the WRST. In some cases, such an optimization does not exist because the EWA produced by two or more levels of the same parameter are statistically identical. In this case, the most simple classifier in the set of statistically identical classifiers will be considered the “optimized” classifier. For example, a single hidden layer MLP with four hidden nodes is selected over a single hidden layer MLP with six hidden nodes, because the former has a less complex topology than the latter. For this thesis, the Gaussian kernel is considered to be the most complex, the polynomial of middling complexity, and the linear kernel the least complex. Thus given statistically identical SVMs, the one implementing a linear kernel is chosen over one with a polynomial kernel, and one with a polynomial kernel is chosen over one using the Gaussian kernel.

For each of the four FCBF feature sets, an optimized SVM and an optimized MLP are produced. For each of the four SFS-MLP feature sets, an optimized MLP is produced. Finally, for each of the four SFS-SVM feature sets, an optimized SVM is
produced. The performance of all 16 of these optimized classifiers is measured using the generalization data set. Because the generalization data set contains samples from fabric swaths it has not trained on, the EWA from the generalization set will provide a measure of generalization error for each optimized classifier.

3.7 Remotely-Sensed Data Pre-Processing

The hyperspectral image cubes collected by the AisaDUAL sensors are not registered by default, and must be registered before they can be used for detection purposes.

Because the AisaHAWK and AisaEAGLE collect radiance in different wavebands, both are used to create a single hyperspectral data cube. The horizontal offset between the sensor apertures creates a horizontal spatial disparity between the portion of the data cube provided by AisaHAWK and that provided by AisaEAGLE. Thus these portions of the data cube must be registered to provide accurate spectral information. However, the size of the spatial disparity, called parallax, is dependent upon the distance of a subject from the sensor apertures [63]. Figure 3.5 shows the varying effects of parallax on objects of different distances. Because objects in the hyperspectral imagery in this thesis have varying distances from the sensors, it is not possible to register the image data of the entire scene at once. Instead, individual subjects in the scene are selected so that the pixels of those subjects can be registered independently of each other.

Once the data cubes registered, they must be processed so that they are usable for the classifiers produced by Section 3.6. The spectral data in each pixel is cubic spline interpolated to 1nm resolution (the same resolution as the contact data). The remaining processing steps are the same as for the contact data: the bands 350nm-800nm, 950-1050nm, 1350nm-1430nm, and 1800nm-1950nm are removed from each
Figure 3.5. The parallax between objects in an image with horizontally displaced sensors. Shapes in black are the apparent positions of objects in the right sensor’s image. Shapes in grey are the apparent positions of objects in the left sensor’s image. The parallax between objects (indicated by the dashed lines) is larger for closer objects (the triangles) than for farther objects (the circles).
pixel, the data is downsampled by a factor of five, and the data is normalized using either max-normalization (Equation 3.1) or $L^2$-normalization (Equation 3.2).

### 3.8 Analysis of Optimized Classifiers

It is desired to analyze the performance of the optimized classifiers on both the generalization contact data set and the remote sensing data set in depth. Section 3.4 shows that classification with both the SVM and the MLP is performed by comparing a scalar soft score with a classification threshold in Equation 3.5 and Equation 3.7, respectively. Measures of classifier performance such as EWA assume a set threshold for the classifier. However, a classifier’s performance can be analyzed in greater depth by evaluating classification accuracy for a range of possible thresholds. Such analysis is achieved with the Receiver Operating Characteristic (ROC) curve. A ROC curve is a plot of a detector’s probability of detection ($P_D$) versus its probability of false alarm ($P_{FA}$) [4]. ROC curves are produced by varying the classification threshold from the maximum soft score in a data set to the minimum soft score in a data set, producing results at the extremes $P_D = P_{FA} = 0$ and $P_D = P_{FA} = 1$. An example of a ROC curve is shown in Figure 3.6.

Because it is desired to have a classifier with a simultaneously high $P_D$ and low $P_{FA}$, a detector is considered better the further up and to the left its ROC curve passes [4]. To compare ROC curves of different shapes, the Area Under the Curve (AUC) of the ROC curve can be calculated [4]. AUC is bounded from 0 to 1, where a higher value indicates superior detection performance. The optimized classifiers in this thesis are compared using their AUC values.
Figure 3.6. A ROC curve. $P_D$ increases as $P_{FA}$ increases.
IV. Results

This chapter presents the feature sets and detection characteristics of textile detectors developed on simulated and real hyperspectral remotely-sensed data. Fast Correlation-Based Filter (FCBF) and Sequential Forward Selection (SFS) feature selection methods are applied to the training/testing set to find suitable wavelengths for accurate classification. Multiple Multi-Layer Perceptron (MLP) and Support Vector Machine (SVM) classifiers are tested to determine optimal parameter settings for the classifiers. The performances of the optimized classifiers on a generalization data set and a hyperspectral image are analyzed.

4.1 Data Collection

Both contact and remotely-sensed hyperspectral data of textile and non-textile materials are collected. The ASD Fieldspec® 3 spectroradiometer is used to collect contact spectral measurements of textile and non-textile swaths. The AisaDUAL imager is used to produce a hyperspectral image of an outdoor scene with dismounts present.

Contact Data Collection.

Reflectance measurements of 80 textile and 79 non-textile swaths are collected using the Analytical Spectral Devices (ASD) spectroradiometer. Sample reflectance curves over the range 350nm to 2500nm for selected swaths (both textile and non-textile) are shown in Figure 4.1. Among the 80 textile swaths measured, 45 different textile compositions are represented. Multiple swaths of more common textile compositions are included to characterize the varying spectral signatures produced by different processing and dyeing techniques. Examples of some common types of
Figure 4.1. Reflectance curves for select swaths measured using a contact probe and the Fieldspec® 3 spectroradiometer. Curves corresponding to textiles (cotton, polyester, nylon, acrylic, and wool) are shown in blue (solid) lines, while curves corresponding to non-textiles (asphalt, grass, plastic, metal, and rock) are shown in red (dashed) lines.

textiles included in the data set were cotton, polyester, and wool. Exact material compositions of non-textiles were unavailable. 79 non-textile swaths representing 13 common materials compose the non-textile data set. Some common non-textiles included wood, rocks, grass, plastic, and metal. Ten samples are collected from each swath measured, creating a total of 10 (79+80) = 1590 samples of spectra in the data set.
Remotely-Sensed Data Collection.

On 4 June 2013, a hyperspectral data collect with the AisaDUAL sensor was performed. Participants in the data collect were asked to walk in a predetermined pattern in an outdoor environment. At timed intervals, the participants were asked to stop and remain motionless so that the AisaDUAL sensors could pan across the scene to create a hyperspectral image. The hyperspectral image used in this thesis for classification is shown in Figure 4.2.

The image shows a woodland scene, with trees in the background and grass in the foreground. Eight dismounts are present in the scene, two of which are obscured by objects in the foreground. The remaining six dismounts are described as follows: a caucasian male with a red shirt is located in the foreground; a pair of dismounts surrounded by green traffic cones are located in the middleground; a dismount with a white shirt and blue shorts is in the background on the left; and two dismounts in the middleground/background are located to the right of the metal tripod in the foreground.
4.2 Data Pre-Processing

The data sets presented in Section 4.1 require pre-processing before they are used in the feature selection and classification processes. Interpolation, band elimination and normalization are used to standardize the data within the contact and remotely-sensed data sets.

**Contact Data Pre-Processing.**

The contact data is processed by eliminating portions of the reflectance curves corresponding to the visible wavebands 350nm-800nm and the atmospherically attenuated wavebands 1350nm-1430nm and 1800nm-1950nm. The wavebands in the range 950nm-1050nm are excluded due to scene overlap in the image cube in those wavebands (see Section 3.1), and the wavebands in the range 2455nm-2500nm are excluded to prevent feature selection of bands that lie outside the range of the AisaD-UAL sensors.

After noise addition and normalization of the data set, the samples are split into a testing/training data set and a generalization data set. The generalization set contains approximately 38% of the original data set, and is comprised all 10 samples from 30 textile swaths and 30 non-textile swaths, for a total of 600 samples. The testing/training set is used for feature selection and for optimization of the classifiers. The generalization set is withheld until after classifier optimization to determine generalization accuracy of the optimized classifiers. Samples of the normalized reflectance curves of the training/testing set and the generalization set are shown in Figure 4.3a and Figure 4.3b respectively.
To calculate the noise standard deviation in a hyperspectral image as a function of wavelength, the known constant reflectance of a NIST-certified Spectralon white panel is measured with the AisaDUAL sensors. The variance between the pixels of the Spectralon panel collected had the same incident radiance conditions. The only differences between each pixel are attributed to atmospheric noise. Thus the noise variance in a given waveband is determined by calculating the variance in reflectance between the white Spectralon panel pixels in the waveband. The standard deviation of the noise as a function of wavelength is shown in Figure 4.4. Noise with the standard deviation shown in Figure 4.4 is added prior to normalization of the spectral samples.

Figure 4.4 indicates that the noise standard deviation varies greatly as a function of wavelength. Standard deviation initially decreases from 402nm (the smallest wavelength read by the sensor). However, the standard deviation begins an upward trend in the range 750nm through the maximum of 2455nm. The large spikes in the standard deviation shown in Figure 4.4 in the ranges 1350nm-1430nm and 1800nm-
Figure 4.4. Noise standard deviation versus wavelength, calculated using Spectralon reflectance from hyperspectral image in Figure 3.4.
1950nm are due to the significant effects of atmospheric attenuation, while the spike at 950nm-1050nm is caused by the sensor’s registration issues at that waveband.

To use the noise standard deviation curve, shown in Figure 4.4, with the contact data set, the curve is interpolated using a cubic spline method to the 1nm resolution of the FieldSpec® 3. Noise vectors are individually generated using Equation 3.3 and added to each contact data sample to produce a noisy contact data set.

**Remotely-Sensed Data Pre-Processing.**

The hyperspectral data cube represented in Figure 4.2 must be registered prior to detection. Registration is required because the horizontal offset between the image apertures (see Figure 3.3) causes parallax in the data cube.

Areas of interest in the scene are selected based on their material composition, distance from the sensor, and exposure to the sensor. The portions of the data cubes corresponding to areas of interest are independently registered for detection purposes, leaving the rest of the image unused for detection. The six dismounts described in Section 3.1 are chosen as areas of interest. It is desirable to have areas of interest without textiles present as part of remotely-sensed data set. Thus a patch of grass in the bottom right of the image, a portion of the metal tripod in the foreground, and the white reflectance panel on the left are also selected as areas of interest. Areas of interest are shown in Figure 4.5.

Because it is desired to analyze the accuracy of optimized classifiers on the hyperspectral image, the image data is ground-truthed by hand. As with the contact data set, pixels that are occupied by textiles are labeled with a “1,” while pixels that are occupied by non-textiles are labeled with a “0.” Pixels of a hyperspectral image can be occupied by more than one material in cases where a pixel’s Field of View (FOV) is larger than the objects present in the pixel. Thus, unlike the samples of the con-
Figure 4.5. A color representation of the hyperspectral image used for detection in this thesis with areas of interest are outlined in green.

tact data set, the pixels of the hyperspectral image may contain spectra from both textile and non-textile materials. It is therefore necessary to determine whether these “mixed” pixels are considered textiles or non-textiles. For this research, a pixel is only given a textile label if close examination of the pixel indicates that it is mostly occupied by textile materials.

A mask that illustrates the labeling of pixels in the hyperspectral image is shown in Figure 4.6. Classifier performance is determined only using the areas of interest, so Figure 4.6 only shows white pixels for textile materials within those areas.

4.3 Feature Selection

The feature selection methods, FCBF and SFS, are performed using only the training/testing contact data set. Because the features in the ranges 350nm-800nm, 950-1050nm, 1350nm-1430nm, 1800nm-1950nm, and 2455nm-2500nm are excluded from the data set, they cannot be selected by FCBF or SFS.

For FCBF selection, four unique feature sets are produced: one corresponding to a noiseless data set normalized by the “max” normalization method; one corresponding
Figure 4.6. A truth mask of the pixels of the hyperspectral image. Black pixels indicate non-textiles, while white pixels indicate textiles.

Table 4.1. FCBF Feature Sets

<table>
<thead>
<tr>
<th>Normalization Type</th>
<th>Data type</th>
<th>Feature Set wavelengths (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>Noiseless</td>
<td>2425, 1060</td>
</tr>
<tr>
<td></td>
<td>Noisy</td>
<td>1320, 2160, 815, 1965</td>
</tr>
<tr>
<td>L²</td>
<td>Noiseless</td>
<td>1185</td>
</tr>
<tr>
<td></td>
<td>Noisy</td>
<td>1195, 2000, 1790, 1650</td>
</tr>
</tbody>
</table>

to a noisy data set normalized by the “max” normalization method, one corresponding to a noiseless data set normalized by the “L²” normalization method, and one corresponding to a noisy data set normalized by the “L²” normalization method. The noise added to the training/testing set is generated based on the standard deviation curve in Figure 4.4 and the noise vector calculation in Equation 3.3.

A feature set is generated by performing the feature selection method on the training/testing data. The entire training/testing set is input to Algorithm 1 in Section 2.2. The four FCBF feature sets determined are shown in Table 4.1.

Varying the noise of the data set and the normalization type generates a variety of SFS feature sets, similar to the process used to produce the FCBF feature sets in
Table 4.2. SFS Feature Sets

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Normalization Type</th>
<th>Data Type</th>
<th>Feature set wavelengths (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td>Max</td>
<td>Noiseless</td>
<td>2425, 1645, 1350, 1215, 940</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Noisy</td>
<td>1325, 2230, 1965, 2075, 2000</td>
</tr>
<tr>
<td>L²</td>
<td></td>
<td>Noiseless</td>
<td>2220, 1605, 1705, 1785, 1470, 1660, 1550, 925, 2055, 2360</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Noisy</td>
<td>1205, 2000, 810, 2050, 830, 1440, 905</td>
</tr>
<tr>
<td>SVM</td>
<td>Max</td>
<td>Noiseless</td>
<td>1670, 1990, 1595, 1300, 1675, 1680, 1795, 1695, 1250</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Noisy</td>
<td>1305, 2015, 2125, 1965, 2425, 1650, 900, 1655, 1220</td>
</tr>
<tr>
<td>L²</td>
<td></td>
<td>Noiseless</td>
<td>2120, 2125, 2000, 2010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Noisy</td>
<td>1310, 1270, 1340, 2190, 2365, 2165, 1135, 820, 855, 1100, 1650, 2240, 860, 1725</td>
</tr>
</tbody>
</table>

Table 4.1. However, because SFS features are in part determined by the classifier used, varying the classifier between SVM and MLP introduces another factor to be varied. Thus eight SFS feature sets are produced: four for MLPs and four for SVMs. The feature sets produced by performing SFS with different classifiers, normalization types, and data noise settings are shown in Table 4.2. All feature sets in Table 4.2 are determined using Algorithm 2 in Section 3.5.

4.4 Classifier Optimization

Using the feature sets shown in Tables 4.1 and 4.2, MLP and SVM classifiers are used to classify data in the contact training/testing data set with noise added.
MLP performance depends on the number of hidden layers and the number of nodes in each hidden layer. Similarly, SVM performance depends on the kernel function used to transform the input data. Classifier parameters are optimized to produce a better Equal Weighted Accuracy (EWA) for the contact training/testing data set. Because it is desired to optimize the classifiers for a realistic scenario, all optimization is performed using the noisy contact training/testing data set.

The FCBF features in Table 4.1 are used with both the MLP and SVM classifiers. Because SFS relies on the classifier to produce a feature set, only the MLP features are utilized with the MLP classifier. Similarly, only the SVM features are utilized with the SVM classifier.

The effect of changing the hidden layer topology of the MLP classifier is explored by evaluating the performance of MLPs with different hidden layer topologies. Every hidden layer topology up to 3 hidden layers and up to 6 hidden nodes per layer is explored. Each of the 258 possible hidden layer topologies is trained and tested using 5-fold cross validation with the contact training/testing data set. The best testing set EWA from the 5 folds is recorded. The 5-fold cross validation process is repeated until 50 best testing set EWAs are recorded for each topology. Thus 258 structures * 50 repetitions * 5 folds = 64500 MLPs are created, but only 258 * 50 = 12900 of these produce the best testing EWA of their 5 fold grouping and are recorded with their winning EWA score. This methodology allows for determining the average performance of the best fold from a 5-fold cross validation procedure.

The topology that produces the highest mean EWA on the contact training/testing data set is determined. The set of topologies that produce a statistically identical result (according to a two-sided Wilcoxon Rank Sum Test (WRST) with a 95% confidence interval) with the highest mean topology is found. The topology from the statistically identical set with the smallest number of nodes is considered the best
Table 4.3. MLP Optimization Results

<table>
<thead>
<tr>
<th>Normalization</th>
<th>Feature Set</th>
<th>Selected Topology</th>
<th>Average Training/Testing EWA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>FCBF (Noiseless)</td>
<td>[2 5 3 1]</td>
<td>85.2%</td>
</tr>
<tr>
<td></td>
<td>FCBF (Noisy)</td>
<td>[4 6 1]</td>
<td>91.9%</td>
</tr>
<tr>
<td></td>
<td>SFS (Noiseless)</td>
<td>[5 6 1 1]</td>
<td>90.8%</td>
</tr>
<tr>
<td></td>
<td>SFS (Noisy)</td>
<td>[5 5 1]</td>
<td>91.7%</td>
</tr>
<tr>
<td>L²</td>
<td>FCBF (Noiseless)</td>
<td>[1 2 1]</td>
<td>81.1%</td>
</tr>
<tr>
<td></td>
<td>FCBF (Noisy)</td>
<td>[4 5 1]</td>
<td>89.4%</td>
</tr>
<tr>
<td></td>
<td>SFS (Noiseless)</td>
<td>[10 6 1]</td>
<td>90.3%</td>
</tr>
<tr>
<td></td>
<td><strong>SFS (Noisy)</strong></td>
<td><strong>[7 6 1]</strong></td>
<td><strong>93.5%</strong></td>
</tr>
</tbody>
</table>

network topology. Up to three runner-up topologies are also recorded, each one being the next-smallest in the group of statistically identical topologies. In instances where less than three runner-up topologies exist, as many that exist are recorded. The Receiver Operating Characteristic (ROC) curves of the runner-up topologies for the generalization data set and the image data set are provided in Appendix B.

A summary of the optimization results of the MLP classifier and corresponding EWA on the noisy training/testing contact data set is shown in Table 4.3. MLP topologies are denoted as vectors where the first element of the vector is the number of input nodes (features), the following elements are the numbers of hidden nodes in the consecutive hidden layers, and the last element is the number of output nodes. Thus a vector \([x, h_1, h_2, \ldots, h_N, o]\) represents a MLP with \(x\) inputs, \(h_1\) nodes in the first hidden layer, \(h_2\) nodes in the second hidden layer, \(h_N\) nodes in the \(N^{th}\) hidden layer, and \(o\) outputs. For all MLPs in this thesis, there is only one output, so only one output node is needed in the MLP.

SVM classifiers were optimized by finding the kernel function that produces the best results for the training/testing contact data set. The three kernel functions
Table 4.4. SVM Optimization Results

<table>
<thead>
<tr>
<th>Normalization</th>
<th>Feature Set</th>
<th>Best Kernel Setting</th>
<th>Average Training/Testing EWA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>FCBF (Noiseless)</td>
<td>Gaussian</td>
<td>82.5%</td>
</tr>
<tr>
<td></td>
<td>FCBF (Noisy)</td>
<td>Polynomial</td>
<td>90.3%</td>
</tr>
<tr>
<td></td>
<td>SFS (Noiseless)</td>
<td>Gaussian</td>
<td>89.5%</td>
</tr>
<tr>
<td></td>
<td><strong>SFS (Noisy)</strong></td>
<td><strong>Gaussian</strong></td>
<td><strong>93.1%</strong></td>
</tr>
<tr>
<td>L²</td>
<td>FCBF (Noiseless)</td>
<td>Gaussian</td>
<td>79.8%</td>
</tr>
<tr>
<td></td>
<td>FCBF (Noisy)</td>
<td>Gaussian</td>
<td>89.9%</td>
</tr>
<tr>
<td></td>
<td>SFS (Noiseless)</td>
<td>Gaussian</td>
<td>89.9%</td>
</tr>
<tr>
<td></td>
<td><strong>SFS (Noisy)</strong></td>
<td><strong>Gaussian</strong></td>
<td><strong>93.1%</strong></td>
</tr>
</tbody>
</table>

explored were Gaussian, polynomial, and linear. Each of the three kernel functions explored were trained and tested using 5-fold cross validation. In a fashion similar to the MLP optimization process, the best testing score from each set of 5 folds is recorded. Thus 3 kernel functions * 25 repetitions * 5 folds = 375 SVMs are produced, and only 3 * 25 = 75 SVMs are recorded with their winning EWA score. The kernel that produces the highest average EWA is considered the best. The ROC curves produced by the other kernels for the generalization data set and the image data set are provided in Appendix C.

Table 4.4 shows the optimization results for the SVM classifier, as well as the EWA of each classifier on the noisy training/testing data set.

The optimized classifiers from Table 4.3 and Table 4.4 are applied to the contact generalization set (with added noise), which was not used in the feature selection or optimization steps. The contact generalization set is composed entirely of samples from textile and non-textile swaths not represented in the contact training/testing set, and contains some textile material compositions not represented in the contact training/testing set. The EWAs of each of the MLP and SVM classifiers on the
Table 4.5. Optimized Classifier Performance (MLP)

<table>
<thead>
<tr>
<th>Normalization</th>
<th>Classifier Description</th>
<th>Average Generalization EWA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>MLP FCBF (Noiseless)</td>
<td>80.0%</td>
</tr>
<tr>
<td></td>
<td><strong>MLP FCBF (Noisy)</strong></td>
<td><strong>81.5</strong>%</td>
</tr>
<tr>
<td></td>
<td>MLP SFS (Noiseless)</td>
<td>76.7%</td>
</tr>
<tr>
<td></td>
<td>MLP SFS (Noisy)</td>
<td>76.3%</td>
</tr>
<tr>
<td>(L^2)</td>
<td>MLP FCBF (Noiseless)</td>
<td>69.1%</td>
</tr>
<tr>
<td></td>
<td>MLP FCBF (Noisy)</td>
<td>74.2%</td>
</tr>
<tr>
<td></td>
<td>MLP SFS (Noiseless)</td>
<td>75.1%</td>
</tr>
<tr>
<td></td>
<td>MLP SFS (Noisy)</td>
<td>79.8%</td>
</tr>
</tbody>
</table>

Table 4.6. Optimized Classifier Performance (SVM)

<table>
<thead>
<tr>
<th>Normalization</th>
<th>Classifier Description</th>
<th>Average Generalization EWA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>SVM FCBF (Noiseless)</td>
<td>80.0%</td>
</tr>
<tr>
<td></td>
<td>SVM FCBF (Noisy)</td>
<td>79.7%</td>
</tr>
<tr>
<td></td>
<td>SVM SFS (Noiseless)</td>
<td>79.0%</td>
</tr>
<tr>
<td></td>
<td>SVM SFS (Noisy)</td>
<td>77.1%</td>
</tr>
<tr>
<td>(L^2)</td>
<td>SVM FCBF (Noiseless)</td>
<td>68.4%</td>
</tr>
<tr>
<td></td>
<td>SVM FCBF (Noisy)</td>
<td>74.7%</td>
</tr>
<tr>
<td></td>
<td>SVM SFS (Noiseless)</td>
<td>76.0%</td>
</tr>
<tr>
<td></td>
<td><strong>SVM SFS (Noisy)</strong></td>
<td><strong>80.5</strong>%</td>
</tr>
</tbody>
</table>

training/testing set are presented in Table 4.5 and Table 4.6, respectively.

To show the performance of the optimized classifier settings for varying classification thresholds, a ROC curve must be produced for each of the 16 optimized classifiers. Each classifier optimization setting is associated with 50 (for MLPs) or 25 (for SVMs) different classifiers. Because a ROC curve is a function of a single threshold, one classifier must be chosen from each group to produce a ROC curve.
The classifier with the highest training/testing EWA out of its group is selected for ROC analysis. ROC curves are produced for both the generalization data set and the hyperspectral image data set.

In order to produce ROC curves, the “soft scores” of the classification results must be produced. In both the SVM and MLP classifiers, a classification decision is made depending on whether the soft score falls above or below a scalar threshold (see Section 3.4). A ROC curve can be produced by adjusting the threshold and recording the true positives and false positives at each threshold level using the soft score of each sample in the data set. The ROC curves for each of the 16 classifier groups are presented in Figures 4.7 - 4.10.
(a) FCBF Noiseless feature set, [5 3]  
(b) FCBF Noisy feature set, [6]  
(c) SFS Noiseless feature set, [6 1]  
(d) SFS Noisy feature set, [5]

Figure 4.7. ROC curves of MLPs on contact generalization data and image data with Max Normalization. The ROC curves of the contact generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).
Figure 4.8. ROC curves of MLPs on contact generalization data and image data with L² Normalization. The ROC curves of the contact generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).
Figure 4.9. ROC curves of SVMs on contact generalization data and image data with Max Normalization. The ROC curves of the contact generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).
Figure 4.10. ROC curves of SVMs on contact generalization data and image data with L$_2$ Normalization. The ROC curves of the contact generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).
The ROC curves in Figure 4.7 indicate that MLP classification performance on the max-normalized data varies significantly for both the generalization data set and the image data set. There is noticeably poor performance on the image data in Figure 4.7b, where $P_D$ and $P_{FA}$ are approximately equal for $P_D > 0.5$. The best image data performance among the max-normalized MLPs is the SFS noisy feature set in Figure 4.7d, where the $P_D$ reaches 0.9 with $P_{FA} < 0.2$. Figure 4.8 presents ROC curves that are more consistent than those of Figure 4.7. The simple $[1 \ 2 \ 1]$ MLP in Figure 4.7a has very similar ROC curves for both data sets. The image curves in Figure 4.8b-d are similar in shape, though high detection rates are achieved most quickly by the FCBF Noisy feature set of 1195nm, 2000nm, 1790nm, and 1650nm.

The SVM detectors depicted in Figures 4.9 and 4.10 exhibit different detection characteristics than the MLPs. SVMs tended to perform better than MLPs at very low levels of $P_{FA}$. Figures 4.9a,c,e and Figures 4.10b,d all show $P_D \geq 0.4$ for $P_{FA} < 0.03$ on the generalization data set. The most dramatic example of high performance at low $P_{FA}$ on the generalization data set is Figure 4.10d, where $P_D = 0.5$ is achieved with a $P_{FA} = 0$. The performance of the SVM in Figure 4.10a is almost identical to that of Figure 4.9a, a consequence of them sharing the FCBF noiseless feature set, which contains only one feature (1185nm).

The overall performance of the classifiers is more easily compared with the Area Under the Curve (AUC) metric. AUC is a computation of the area under the ROC curve, and is inclusively bounded from 0 to 1 where a higher value indicates better classifier performance. The AUCs of each of the MLP and SVM classifiers are compared in Tables 4.7 and 4.8, respectively.

The topologies and operating parameters of the classifiers with the highest generalization data set and image data set AUCs (bolded with their winning AUC scores) are presented in Appendix D. To more intuitively illustrate the performance of the
Table 4.7. AUC of Optimized MLPs

<table>
<thead>
<tr>
<th>Normalization</th>
<th>Classifier Description</th>
<th>Generalization AUC</th>
<th>Image AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>MLP FCBF (Noiseless)</td>
<td>0.869</td>
<td>0.789</td>
</tr>
<tr>
<td></td>
<td><strong>MLP FCBF (Noisy)</strong></td>
<td><strong>0.892</strong></td>
<td>0.598</td>
</tr>
<tr>
<td></td>
<td>MLP SFS (Noiseless)</td>
<td>0.832</td>
<td>0.652</td>
</tr>
<tr>
<td></td>
<td>MLP SFS (Noisy)</td>
<td>0.817</td>
<td>0.940</td>
</tr>
<tr>
<td>L^2</td>
<td>MLP FCBF (Noiseless)</td>
<td>0.723</td>
<td>0.711</td>
</tr>
<tr>
<td></td>
<td><strong>MLP FCBF (Noisy)</strong></td>
<td><strong>0.835</strong></td>
<td><strong>0.947</strong></td>
</tr>
<tr>
<td></td>
<td>MLP SFS (Noiseless)</td>
<td>0.834</td>
<td>0.931</td>
</tr>
<tr>
<td></td>
<td>MLP SFS (Noisy)</td>
<td>0.845</td>
<td>0.889</td>
</tr>
</tbody>
</table>

Table 4.8. AUC of Optimized SVMs

<table>
<thead>
<tr>
<th>Normalization</th>
<th>Classifier Description</th>
<th>Generalization AUC</th>
<th>Image AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>SVM FCBF (Noiseless)</td>
<td><strong>0.872</strong></td>
<td>0.740</td>
</tr>
<tr>
<td></td>
<td>SVM FCBF (Noisy)</td>
<td>0.858</td>
<td>0.796</td>
</tr>
<tr>
<td></td>
<td>SVM SFS (Noiseless)</td>
<td>0.855</td>
<td>0.955</td>
</tr>
<tr>
<td></td>
<td>SVM SFS (Noisy)</td>
<td>0.814</td>
<td>0.912</td>
</tr>
<tr>
<td>L^2</td>
<td>SVM FCBF (Noiseless)</td>
<td>0.728</td>
<td>0.692</td>
</tr>
<tr>
<td></td>
<td>SVM FCBF (Noisy)</td>
<td>0.819</td>
<td>0.954</td>
</tr>
<tr>
<td></td>
<td><strong>SVM SFS (Noiseless)</strong></td>
<td><strong>0.797</strong></td>
<td><strong>0.970</strong></td>
</tr>
<tr>
<td></td>
<td>SVM SFS (Noisy)</td>
<td>0.856</td>
<td>0.602</td>
</tr>
</tbody>
</table>
best optimized image classifiers, the results of the MLP and SVM with the highest image AUCs are presented in detection masks. Results are thresholded to $P_D = 0.8$. Figure 4.11 presents the best MLP and SVM detection masks.

Figure 4.11 shows that the SVM outperformed the MLP due to its $P_{FA}$ being approximately 55% that of the MLP. The MLP detector has many false alarms in the grass patch to the right of the metal tripod that the SVM does not. However, the images reveal that the detectors have common characteristics. Both pick up false alarms on the materials of the metal tripod in the foreground, as well as the smaller tripod holding the white Spectralon reflectance panel on the left of the image. In addition, both classifiers produce false alarms on the cones surrounding the pair of dismounts in the background. Also of note are the false alarms produced by the hair of the dismount in the foreground, including the eyebrows. This is attributable to the chemical similarity of human hair to the wool textiles in the training/testing set.

The MLP and SVM have misses in common as well. Both miss textiles where the textile surface is facing upward toward the sky, such as on the shoulders of the dismount in the foreground. Similarly, both have misses in areas of shadow. This indicates that both detectors are unable to identify textiles when they are exposed to more electromagnetic energy or less electromagnetic energy than normal.
Figure 4.11. Detection masks of the hyperspectral image for MLP and SVM. Black pixels indicate non-textiles, while white pixels indicate textiles. Results are thresholded such that $P_D = 0.8$ for both images.
V. Conclusions and Future Work

Dismount detection has a wide variety of applications in security and search and rescue. Current dismount detection methods include the use of Synthetic Aperture Radar (SAR) [43] and spectral skin detection [62]. Spectral textile detection has advantages over these and other methods due to the abundance of textiles exposed on dismounts. However, there has been minimal investigation of the performance of spectral textile detection in a remote sensing environment.

To implement spectral textile detection, it is necessary to identify spectral features of textiles that allow textile materials to be uniquely identified among background spectra. Hyperspectral imagers collect electromagnetic radiation in hundreds of wavebands in the Visible/Near-Infrared (VNIR) and Short-Wave Infrared (SWIR) ranges. By applying feature selection methods to hyperspectral data, wavebands relevant to detecting textiles can be identified. Spectral detectors such as Spectral Matched Filter (SMF) cannot be used to detect textiles due to the variety of spectra textiles produce. More complex classifiers such as Support Vector Machines (SVMs) and Multi-Layer Perceptrons (MLPs), which are trained on labeled textile spectral data, can spectrally detect textiles.

5.1 Summary of Methodology and Results

This thesis presented a methodology of developing spectral textile detectors. A set of contact hyperspectral data containing textile and non-textile materials is collected. After dividing the data into a training data set and a generalization data set, feature selection is performed on the former to find features relevant to the textile detection problem. Different sets of features are created by varying noise settings, normalization types, and feature selection methods. MLP classifiers with differing topologies and
SVM classifiers with differing kernels were trained on the training data to determine the optimal MLP topology and SVM kernel. Classifiers with optimal settings were tested against the generalization set and a true remotely-sensed hyperspectral image.

The Area Under the Curve (AUC) metric is used to decide the best optimized classifiers. The best MLP and SVM results for the generalization set data were AUCs of 0.892 and 0.872, respectively. The best MLP and SVM results for the image data were AUCs of 0.947 and 0.970, respectively. The classifiers that produced these AUCs used only 2-4 features, and outperformed classifiers that made use of larger feature sets. This indicates that 2-4 features is sufficient to detect textiles in hyperspectral data.

The generally superior performance of the classifiers on the image data is best attributed to the smaller variety of textiles and nontextiles present in the image data set. The comparatively low performance in the simulated data set, which is composed of a larger variety of both textile and non-textile samples, shows that the generalization ability of the classifiers is not sufficient to identify textile compositions they have not been trained on. However, the higher AUCs on the image data and the detection masks in Figure 4.11 show that spectral textile detectors are reliable on more common textile materials. The SVM trained with the wavebands 2000nm, 2010nm, 2120nm, and 2125nm works best for the purpose of detecting dismounts in image data (AUC = 0.970).

5.2 Future Work

Spectral textile detection is not a well-explored method of dismount detection. This section introduces recommended avenues of further research.

The limited amount of remotely-sensed data available for this thesis does not provide sufficient information to determine the effectiveness of a spectral textile detector
on a wide variety of remote sensing scenarios. It is desirable to know a textile detector’s performance in scenes where dismounts are partially obscured or in the shade. The problems associated with detecting textiles soiled with dirt, dust, and foliage can be examined. The work of Chan [11] analyzes the effectiveness of skin detection algorithms in aquatic conditions. Similar research into wet or submerged textile detection is necessary if a textile detector is to be used in an aquatic environment.

This thesis uses processed reflectance data that must be calculated from radiance measurements by placing an object of known reflectance in the scene. In a realistic remote-sensing scenario, it is infeasible to have objects of known reflectance. Moreover, the processing time associated with calculating reflectance in a scene significantly slows the detection process. Beisley [5] produced a reliable way of using raw radiance data, rather than reflectance data, in spectral skin detectors. Beisley’s method can be implemented for use with textile detection.

Yeom [85] proposes a method of using spectral features in the VNIR and SWIR domains to detect certain FOI associated with a known dismount of interest (DOI) among other textile samples. The textile detectors used in this research can aid in the detection of fabrics of interest (FOI). By combining a universal textile detector from this thesis with an FOI detector, it is possible to detect an FOI (and thus a DOI) in a remote sensing scenario.

The shortcomings of the detectors in this thesis reveal ways to make spectral textile detection more reliable. Many false alarms are produced by foliage in a scene. Further research is needed to determine a method of mitigating false alarms due to trees, bushes, and grass in a scene.

It may also be possible to design a textile detector for only one textile material e.g. polyester with better performance characteristics than the detectors in this thesis. A polyester detector would lack the generalization of a textile detector, but could
provide better detection ability in situations where all dismounts are wearing textiles containing polyester.

At the time of writing, no method of integrating a variety of spectral detectors for dismount detection has been produced or explored. Skin detection efforts have largely dominated spectral dismount detection work. A combination of skin, hair, and textile spectral detectors would produce a more robust dismount detector than a detector that only searches for one type of human signature. A multi-signature dismount detector can search a scene for the presence of multiple human spectral signatures, using aggregate knowledge from many detectors to recognize the presence of a dismount.
## List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASD</td>
<td>Analytical Spectral Devices</td>
</tr>
<tr>
<td>AUC</td>
<td>Area Under the Curve</td>
</tr>
<tr>
<td>EWA</td>
<td>Equal Weighted Accuracy</td>
</tr>
<tr>
<td>FCBF</td>
<td>Fast Correlation-Based Filter</td>
</tr>
<tr>
<td>FOV</td>
<td>Field of View</td>
</tr>
<tr>
<td>HSI</td>
<td>Hyperspectral Imager</td>
</tr>
<tr>
<td>IG</td>
<td>Information Gain</td>
</tr>
<tr>
<td>ILF</td>
<td>Induced Local Field</td>
</tr>
<tr>
<td>LM</td>
<td>Levenberg-Marquardt</td>
</tr>
<tr>
<td>MLP</td>
<td>Multi-Layer Perceptron</td>
</tr>
<tr>
<td>MRMR</td>
<td>Minimal-Redundancy-Maximal-Relevance</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver Operating Characteristic</td>
</tr>
<tr>
<td>SAR</td>
<td>Synthetic Aperture Radar</td>
</tr>
<tr>
<td>SBS</td>
<td>Sequential Backward Selection</td>
</tr>
<tr>
<td>SFBS</td>
<td>Sequential Floating Backward Selection</td>
</tr>
<tr>
<td>SFFS</td>
<td>Sequential Floating Forward Selection</td>
</tr>
<tr>
<td>SFS</td>
<td>Sequential Forward Selection</td>
</tr>
<tr>
<td>SID</td>
<td>Spectral Information Divergence</td>
</tr>
<tr>
<td>SMF</td>
<td>Spectral Matched Filter</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>SU</td>
<td>Symmetrical Uncertainty</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>SVM-RFE</td>
<td>Support Vector Machine - Recursive Feature Elimination</td>
</tr>
<tr>
<td>SWIR</td>
<td>Short-Wave Infrared</td>
</tr>
<tr>
<td>VNIR</td>
<td>Visible/Near-Infrared</td>
</tr>
<tr>
<td>WRST</td>
<td>Wilcoxon Rank Sum Test</td>
</tr>
</tbody>
</table>
## Appendix A. List of Materials in Training/Testing and Generalization Sets

### Table A.1. Training/Testing Set

<table>
<thead>
<tr>
<th>Textiles</th>
<th>Non-textiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>50% acrylic 40% polyester 10% rayon</td>
<td>asphalt (x5)</td>
</tr>
<tr>
<td>50% cotton 50% linen</td>
<td>brick (x2)</td>
</tr>
<tr>
<td>50% cotton 50% polyester (x2)</td>
<td>car surface (x2)</td>
</tr>
<tr>
<td>53% linen 47% rayon</td>
<td>metal (x9)</td>
</tr>
<tr>
<td>55% linen 45% rayon</td>
<td>grass (x8)</td>
</tr>
<tr>
<td>55% polyester 45% rayon</td>
<td>wood (x6)</td>
</tr>
<tr>
<td>55% polyester 45% wool (x2)</td>
<td>plastic (x8)</td>
</tr>
<tr>
<td>60% cotton 37% polyester 3% spandex</td>
<td>concrete (x2)</td>
</tr>
<tr>
<td>60% cotton 40% polyester</td>
<td>paper towel</td>
</tr>
<tr>
<td>60% wool 32% polyester 8% rayon</td>
<td>rock (x2)</td>
</tr>
<tr>
<td>65% polyester 33% rayon 2% spandex</td>
<td>tree bark (x4)</td>
</tr>
<tr>
<td>65% polyester 35% cotton</td>
<td></td>
</tr>
<tr>
<td>67% polyester 30% rayon 3% spandex</td>
<td></td>
</tr>
<tr>
<td>70% cotton 28% polyester 2% spandex (x2)</td>
<td></td>
</tr>
<tr>
<td>70% rayon 28% polyester 2% spandex</td>
<td></td>
</tr>
<tr>
<td>80% polyester 20% cotton</td>
<td></td>
</tr>
<tr>
<td>85% polyester 15% cotton</td>
<td></td>
</tr>
<tr>
<td>90% cotton 10% polyester</td>
<td></td>
</tr>
<tr>
<td>95% polyester 5% rayon</td>
<td></td>
</tr>
<tr>
<td>95% polyester 5% spandex</td>
<td></td>
</tr>
<tr>
<td>96% polyester 4% spandex (x2)</td>
<td></td>
</tr>
<tr>
<td>97% cotton 3% spandex (x2)</td>
<td></td>
</tr>
<tr>
<td>98% cotton 2% spandex</td>
<td></td>
</tr>
<tr>
<td>98% polyester 2% spandex</td>
<td></td>
</tr>
<tr>
<td>99% viscose 1% other</td>
<td></td>
</tr>
<tr>
<td>100% cotton (x9)</td>
<td></td>
</tr>
<tr>
<td>100% polyester (x9)</td>
<td></td>
</tr>
<tr>
<td>100% nylon (x2)</td>
<td></td>
</tr>
<tr>
<td>Textiles</td>
<td>Non-textiles</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>54% linen 46% rayon</td>
<td>asphalt (x2)</td>
</tr>
<tr>
<td>58% cotton 39% polyester 3% spandex</td>
<td>grass (x6)</td>
</tr>
<tr>
<td>58% linen 42% cotton</td>
<td>wood (x2)</td>
</tr>
<tr>
<td>58% polyester 42% rayon</td>
<td>metal (x8)</td>
</tr>
<tr>
<td>60% cotton 40% polyester</td>
<td>tree bark</td>
</tr>
<tr>
<td>65% polyester 35% rayon</td>
<td>plastic (x4)</td>
</tr>
<tr>
<td>70% cotton 28% polyester 2% spandex</td>
<td>concrete (x4)</td>
</tr>
<tr>
<td>70% polyester 20% acrylic 5% wood 5%misc</td>
<td>leaf</td>
</tr>
<tr>
<td>76% rayon 21% polyester 3% spandex</td>
<td>brick (x2)</td>
</tr>
<tr>
<td>80% polyester 20% wool</td>
<td>tire (x2)</td>
</tr>
<tr>
<td>84% polyester 14% rayon 2% spandex</td>
<td></td>
</tr>
<tr>
<td>91% rayon 9% spandex</td>
<td></td>
</tr>
<tr>
<td>95% acrylic 5% spandex</td>
<td></td>
</tr>
<tr>
<td>95% rayon 5% spandex</td>
<td></td>
</tr>
<tr>
<td>96% rayon 4% spandex</td>
<td></td>
</tr>
<tr>
<td>97% cotton 3% spandex</td>
<td></td>
</tr>
<tr>
<td>100% acrylic</td>
<td></td>
</tr>
<tr>
<td>100% wool (x3)</td>
<td></td>
</tr>
<tr>
<td>95% acrylic 5% spandex</td>
<td></td>
</tr>
<tr>
<td>100% cotton (x4)</td>
<td></td>
</tr>
<tr>
<td>100% nylon (x2)</td>
<td></td>
</tr>
<tr>
<td>100% polyester (x3)</td>
<td></td>
</tr>
</tbody>
</table>
Appendix B. Additional Multi-Layer Perceptron (MLP) Receiver Operating Characteristic (ROC) curves

Figures B.1 through B.7 present Receiver Operating Characteristic (ROC) curves for the “runner-up” Multi-Layer Perceptron (MLP) topologies described in Section 4.4. The Area Under the Curves (AUCs) are included as $\text{AUC}_{\text{GEN}}$ for the generalization data set and $\text{AUC}_{\text{IM}}$ for the image data set. Figure B.7 shows results for only one runner-up MLP because only one runner-up topology existed for the $L^2$-normalized noisy feature set. Because there were no runner-up topologies for the $L^2$-normalized noiseless feature set, no plots for that feature set are presented.
Figure B.1. ROC curves of selected hidden layer networks for the noiseless max-normalized FCBF feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).
Figure B.2. ROC curves of selected hidden layer networks for the noisy max-normalized FCBF feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).
Figure B.3. ROC curves of selected hidden layer networks for the noiseless max-normalized SFS feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).
Figure B.4. ROC curves of selected hidden layer networks for the noisy max-normalized SFS feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).

(a) [5 4 1 1], $AUC_{GEN} = 0.838$, $AUC_{IM} = 0.935$

(b) [5 5 1 1], $AUC_{GEN} = 0.841$, $AUC_{IM} = 0.929$

(c) [5 4 2 1], $AUC_{GEN} = 0.797$, $AUC_{IM} = 0.938$
Figure B.5. ROC curves of selected hidden layer networks for the noiseless $L^2$-normalized FCBF feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).
Figure B.6. ROC curves of selected hidden layer networks for the noisy $L^2$-normalized FCBF feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).

(a) $[4 \ 5 \ 5 \ 1]$, $AUC_{GEN} = 0.818$, $AUC_{IM} = 0.931$

(b) $[4 \ 4 \ 61 \ 1]$, $AUC_{GEN} = 0.844$, $AUC_{IM} = 0.966$

(c) $[4 \ 6 \ 5 \ 1]$, $AUC_{GEN} = 0.799$, $AUC_{IM} = 0.947$
Figure B.7. ROC curves of [7 6 5 1] network for the noisy $L^2$-normalized SFS feature set. AUC\textsubscript{GEN} = 0.832, AUC\textsubscript{IM} = 0.868. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).
Appendix C. Additional Support Vector Machine (SVM) ROC curves

Figures C.1 through C.8 present Receiver Operating Characteristic (ROC) curves for the kernels not selected for optimization with each feature set. The Area Under the Curves (AUCs) are included as $AUC_{GEN}$ for the generalization data set and $AUC_{IM}$ for the image data set.

Figure C.1. ROC curves of SVM kernels not selected by optimization for the max-normalized noiseless SFS feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).

(a) Polynomial kernel
$AUC_{GEN} = 0.864, AUC_{IM} = 0.752$

(b) Linear kernel
$AUC_{GEN} = 0.738, AUC_{IM} = 0.243$
Figure C.2. ROC curves of SVM kernels not selected by optimization for the max-normalized noisy FCBF feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).

(a) Gaussian kernel
\[ \text{AUC}_{\text{GEN}} = 0.868, \text{AUC}_{\text{IM}} = 0.905 \]

(b) Linear kernel
\[ \text{AUC}_{\text{GEN}} = 0.844, \text{AUC}_{\text{IM}} = 0.942 \]

Figure C.3. ROC curves of SVM kernels not selected by optimization for the max-normalized noiseless SFS feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).

(a) Polynomial kernel
\[ \text{AUC}_{\text{GEN}} = 0.817, \text{AUC}_{\text{IM}} = 0.936 \]

(b) Linear kernel
\[ \text{AUC}_{\text{GEN}} = 0.861, \text{AUC}_{\text{IM}} = 0.940 \]
Figure C.4. ROC curves of SVM kernels not selected by optimization for the max-normalized noisy SFS feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).

(a) Polynomial kernel
\[ AUC_{GEN} = 0.812, \ AUC_{IM} = 0.879 \]
(b) Linear kernel
\[ AUC_{GEN} = 0.847, \ AUC_{IM} = 0.951 \]

Figure C.5. ROC curves of SVM kernels not selected by optimization for the \( L^2 \)-normalized noiseless FCBF feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).

(a) Polynomial kernel
\[ AUC_{GEN} = 0.736, \ AUC_{IM} = 0.393 \]
(b) Linear kernel
\[ AUC_{GEN} = 0.642, \ AUC_{IM} = 0.198 \]
Figure C.6. ROC curves of SVM kernels not selected by optimization for the L2-normalized noisy FCBF feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).

(a) Polynomial kernel
\[ \text{AUC}_\text{GEN} = 0.812, \quad \text{AUC}_\text{IM} = 0.951 \]

(b) Linear kernel
\[ \text{AUC}_\text{GEN} = 0.785, \quad \text{AUC}_\text{IM} = 0.890 \]

Figure C.7. ROC curves of SVM kernels not selected by optimization for the L2-normalized noiseless SFS feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).

(a) Polynomial kernel
\[ \text{AUC}_\text{GEN} = 0.813, \quad \text{AUC}_\text{IM} = 0.971 \]

(b) Linear kernel
\[ \text{AUC}_\text{GEN} = 0.753, \quad \text{AUC}_\text{IM} = 0.970 \]
Figure C.8. ROC curves of SVM kernels not selected by optimization for the L2-normalized noisy SFS feature set. The ROC curves of the generalization data set are shown in blue (solid line), while the ROC curves of the image data set are shown in red (dashed line).

(a) Polynomial kernel

$AUC_{GEN} = 0.694$, $AUC_{IM} = 0.618$

(b) Linear kernel

$AUC_{GEN} = 0.663$, $AUC_{IM} = 0.188$
Appendix D. Structures, Weights, and Biases of Selected Classifiers

The structures, weights, and biases of the Multi-Layer Perceptrons (MLPs) and the training parameters of the Support Vector Machines (SVMs) with the highest Area Under the Curve (AUC) for the image data set and the generalization data set are enumerated in this appendix.

4.1 Highest-rated Image MLP

Inputs \( i_1, i_2, i_3, \) and \( i_4 \) are the \( L^2 \)-normalized measurements at the wavebands 1195nm, 1650nm, 1790nm, and 2000nm, respectively. The structure of the MLP is shown in Figure D.1. Weights and biases are given in Tables D.1-D.3. The hyperbolic tangent function (Equation 3.6) was used as the activation function.

<table>
<thead>
<tr>
<th>To Node</th>
<th>From Node</th>
<th>( i_1 )</th>
<th>( i_2 )</th>
<th>( i_3 )</th>
<th>( i_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>( i_1 )</td>
<td>69.6585</td>
<td>-30.8848</td>
<td>11.2531</td>
<td>-42.1305</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>( i_2 )</td>
<td>-50.6595</td>
<td>43.4163</td>
<td>-51.7249</td>
<td>19.3712</td>
</tr>
<tr>
<td>( a_3 )</td>
<td>( i_3 )</td>
<td>-36.1604</td>
<td>-7.3086</td>
<td>69.8189</td>
<td>-7.7391</td>
</tr>
<tr>
<td>( a_4 )</td>
<td>( i_4 )</td>
<td>25.7578</td>
<td>25.0540</td>
<td>14.9634</td>
<td>-24.1422</td>
</tr>
<tr>
<td>( a_5 )</td>
<td></td>
<td>3.9878</td>
<td>-26.0244</td>
<td>-44.8837</td>
<td>-0.2193</td>
</tr>
</tbody>
</table>
Figure D.1. Topology of the MLP with the highest AUC on the image data set.

Table D.2. Output layer weights

<table>
<thead>
<tr>
<th>From Node</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>To node $o_1$</td>
<td>-42.9296</td>
<td>-17.8731</td>
<td>-30.8848</td>
<td>-9.4568</td>
<td>-23.4303</td>
</tr>
</tbody>
</table>

Table D.3. Node Biases

<table>
<thead>
<tr>
<th>Node</th>
<th>Bias Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>-2.0554</td>
</tr>
<tr>
<td>$a_2$</td>
<td>1.5152</td>
</tr>
<tr>
<td>$a_3$</td>
<td>-0.8788</td>
</tr>
<tr>
<td>$a_4$</td>
<td>5.9057</td>
</tr>
<tr>
<td>$a_5$</td>
<td>3.4241</td>
</tr>
<tr>
<td>$o_1$</td>
<td>-11.3893</td>
</tr>
</tbody>
</table>
4.2 Highest-rated Generalization MLP

Inputs $i_1$, $i_2$, $i_3$, and $i_4$ are the max-normalized measurements at the wavebands 815nm 1320nm 1965nm and 2160nm, respectively. Weights and biases are given in Tables D.4-D.6. The structure of the MLP is shown in Figure D.2. The hyperbolic tangent function (Equation 3.6) was used as the activation function.
Table D.4. First hidden layer weights

<table>
<thead>
<tr>
<th></th>
<th>$i_1$</th>
<th>$i_2$</th>
<th>$i_3$</th>
<th>$i_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>3.1601</td>
<td>7.1008</td>
<td>-12.2838</td>
<td>0.9043</td>
</tr>
<tr>
<td>$a_2$</td>
<td>8.4708</td>
<td>-2.3693</td>
<td>0.8890</td>
<td>-0.7705</td>
</tr>
<tr>
<td>$a_3$</td>
<td>-2.0970</td>
<td>2.8557</td>
<td>-1.4650</td>
<td>2.4206</td>
</tr>
<tr>
<td>$a_4$</td>
<td>1.7818</td>
<td>1.1368</td>
<td>1.0767</td>
<td>7.2745</td>
</tr>
<tr>
<td>$a_5$</td>
<td>-13.3151</td>
<td>1.0922</td>
<td>8.5924</td>
<td>3.7210</td>
</tr>
<tr>
<td>$a_6$</td>
<td>3.7567</td>
<td>1.8495</td>
<td>-4.0021</td>
<td>3.4102</td>
</tr>
</tbody>
</table>

Table D.5. Output layer weights

<table>
<thead>
<tr>
<th></th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>To node $o_1$</td>
<td>-4.6552</td>
<td>16.2230</td>
<td>15.9406</td>
<td>-11.2606</td>
<td>7.3836</td>
<td>-8.6741</td>
</tr>
</tbody>
</table>

Table D.6. Node Biases

<table>
<thead>
<tr>
<th>Node</th>
<th>Bias Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>-4.6129</td>
</tr>
<tr>
<td>$a_2$</td>
<td>-4.2407</td>
</tr>
<tr>
<td>$a_3$</td>
<td>-0.8277</td>
</tr>
<tr>
<td>$a_4$</td>
<td>-7.2986</td>
</tr>
<tr>
<td>$a_5$</td>
<td>3.2779</td>
</tr>
<tr>
<td>$a_6$</td>
<td>-1.4365</td>
</tr>
<tr>
<td>$o_1$</td>
<td>-9.6123</td>
</tr>
</tbody>
</table>
Table D.7. Settings for SVM with highest AUC on Image Data Set

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>autoscale</td>
<td>true</td>
</tr>
<tr>
<td>boxconstraint</td>
<td>1</td>
</tr>
<tr>
<td>kernelcachelimit</td>
<td>5000</td>
</tr>
<tr>
<td>kktviolationlevel</td>
<td>0</td>
</tr>
<tr>
<td>method</td>
<td>SMO</td>
</tr>
<tr>
<td>maxiter</td>
<td>400000</td>
</tr>
<tr>
<td>tolkkt</td>
<td>1e-3</td>
</tr>
</tbody>
</table>

4.3 Highest-rated Image SVM

The features of the SVM are 2000nm, 2010nm, 2120nm, and 2125nm. Normalization was performed using the $L^2$ method. The SVM used the Gaussian kernel. The other settings entered into the MATLAB® svmtrain function are enumerated in Table D.7.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>autoscale</td>
<td>true</td>
</tr>
<tr>
<td>boxconstraint</td>
<td>1</td>
</tr>
<tr>
<td>kernelcachelim</td>
<td>5000</td>
</tr>
<tr>
<td>kktviolationlevel</td>
<td>0</td>
</tr>
<tr>
<td>method</td>
<td>SMO</td>
</tr>
<tr>
<td>maxiter</td>
<td>400000</td>
</tr>
<tr>
<td>tolkkt</td>
<td>1e-3</td>
</tr>
</tbody>
</table>

### 4.4 Highest-rated Generalization SVM

The features of the SVM are 1060nm and 2425nm. Normalization was performed using the max method. The SVM used the Gaussian kernel. The other settings entered into the MATLAB® svmtrain function are enumerated in Table D.8.
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Dismount detection, the detection of persons on the ground and outside of a vehicle, has applications in search and rescue, security, and surveillance. Spatial dismount detection methods lose effectiveness at long ranges, and spectral dismount detection currently relies on detecting skin pixels. In scenarios where skin is not exposed, spectral textile detection is a more effective means of detecting dismounts. This thesis demonstrates the effectiveness of spectral textile detectors on both real and simulated hyperspectral remotely sensed data. Feature selection methods determine sets of wavebands relevant to spectral textile detection. Classifiers are trained on hyperspectral contact data with the selected wavebands, and classifier parameters are optimized to improve performance on a training set. Classifiers with optimized parameters are used to classify contact data with artificially added noise and remotely-sensed hyperspectral data. The performance of optimized classifiers on hyperspectral data is measured with Area Under the Curve (AUC) of the Receiver Operating Characteristic (ROC) curve. The best performance on the contact data is 0.892 and 0.872 for Multilayer Perceptrons (MLPs) and Support Vector Machines (SVMs), respectively. The best performance on the real remotely-sensed data is AUC = 0.947 and AUC = 0.970 for MLPs and SVMs, respectively. The difference in classifier performance between the contact and remotely-sensed data is due to the greater variety of textiles represented in the contact data. Spectral textile detection is more reliable in scenarios with a small variety of textiles.
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